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Preface

Engineered structures are almost as old as human civilization and undoubtedly began
with rudimentary tools and the first dwellings outside caves. Great progress has been
made over thousands of years, and our world is now filled with engineered struc-

from fragile human-powered aircraft to sleek jets and thundering rockets are, in our
opinion, among the most challenging and creative examples of these efforts.

The study of mechanics and structural analysis has been an important area of en-
gineering over the past 300 years, and some of the greatest minds have contributed
to its development. Newton formulated the most basic principles of equilibrium in
the 17th century, but fundamental contributions have continued well into the 20th

century. Today, structural analysis is generally considered to be a mature field with
well-established principles and practical tools for analysis and design. A key rea-
son for this is, without doubt, the emergence of the finite element method and its
widespread application in all areas of structural engineering. As a result, much of
today’s emphasis in the field is no longer on structural analysis, but instead is on the
use of new materials and design synthesis.

The field of aerospace structural analysis began with the first attempts to build
flying machines, but even today, it is a much smaller and narrower field treated in far
fewer textbooks as compared to the fields of structural analysis in civil and mechan-
ical engineering. Engineering students have access to several excellent texts such as
those by Donaldson [1] and Megson [2], but many other notable textbooks are now
out of print.

This textbook has emerged over the past two decades from our efforts to teach

in aerospace engineering. By the time students enroll in the undergraduate course,
they have studied statics and covered introductory mechanics of deformable bodies
dealing primarily with beam bending. These introductory courses are taught using
texts devoted largely to applications in civil and mechanical engineering, leaving
our students with little appreciation for some of the unique and challenging features
of aerospace structures, which often involve thin-walled structures made of fiber-
reinforced composite materials. In addition, while in widespread use in industry and

tures from nano-scale machines to soaring buildings. Aerospace structures ranging

core courses in advanced structural analysis to undergraduate and graduate students
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the subject of numerous specialized textbooks, the finite element method is only
slowly finding its way into general structural analysis texts as older applied methods
and special analysis techniques are phased out.

The book is divided into four parts. The first part deals with basic tools and
concepts that provide the foundation for the other three parts. It begins with an intro-
duction to the equations of linear elasticity, which underlie all of structural analysis.
A second chapter presents the constitutive laws for homogeneous, isotropic and lin-
early elastic material but also includes an introduction to anisotropic materials and
particularly to transversely isotropic materials that are typical of layered composites.
The first part concludes with chapter 4, which defines isostatic and hyperstatic prob-
lems and introduces the fundamental solution procedures of structural analysis: the
displacement method and the force method.

Part 2 develops Euler-Bernoulli beam theory with emphasis on the treatment of
beams presenting general cross-sectional configurations. Torsion of circular cross-
sections is discussed next, along with Saint-Venant torsion theory for bars of arbitrary
shape. A lengthy chapter is devoted to thin-walled beams typical of those used in
aerospace structures. Coupled bending-twisting and nonuniform torsion problems
are also addressed.

Part 3 introduces the two fundamental principles of virtual work that are the ba-
sis for the powerful and versatile energy methods. They provide tools to treat more
realistic and complex problems in an efficient manner. A key topic in Part 3 is the de-
velopment of methods to obtain approximate solution for complex problems. First,
the Rayleigh-Ritz method is introduced in a cursory manner; next, applications of
the weak statement of equilibrium and of energy principles are presented in a more
formal manner; finally, the finite element method applied to trusses and beams is
presented. Part 3 concludes with a formal introduction of variational methods and
general statements of the energy principles introduced earlier in more applied con-
texts.

Part 4 covers a selection of advanced topics of particular relevance to aerospace
structural analysis. These include introductions to plasticity and thermal stresses,
buckling of beams, shear deformations in beams and Kirchhoff plate theory.

In our experience, engineering students generally grasp concepts more quickly
when presented first with practical examples, which then lead to broader generaliza-
tions. Consequently, most concepts are first introduced by means of simple examples;
more formal and abstract statements are presented later, when the student has a better
grasp of the significance of the concepts. Furthermore, each chapter provides numer-
ous examples to demonstrate the application of the theory to practical problems.
Some of the examples are re-examined in successive chapters to illustrate alternative
or more versatile solution methods. Step-by-step descriptions of important solution
procedures are provided.

As often as possible, the analysis of structural problems is approached in a unified
manner. First, kinematic assumptions are presented that describe the structure’s dis-
placement field in an approximate manner; next, the strain field is evaluated based on
the strain-displacement relationships; finally, the constitutive laws lead to the stress
field for which equilibrium equations are then established. In our experience, this ap-
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proach reduces the confusion that students often face when presented with develop-
ments that don’t seem to follow any obvious direction or strategy but yet, inevitably
lead to the expected solution.

The topics covered in parts 1 and 2 along with chapters 9 and 10 from part 3 form
the basis for a four semester-hour course in advanced aerospace structural analysis
taught to junior and senior undergraduate students. An introductory graduate level
course covers part 2 and selected chapters in parts 3 and 4, but only after a brief
review of the material in part 1. A second graduate level course focusing on varia-
tional end energy methods covers part 3 and selected chapters in part 4. A number
of homework problems are included throughout these chapters. Some are straightfor-
ward applications of simple concepts, others are small projects that require the use of
computers and mathematical software, and others involve conceptual questions that
are more appropriate for quizzes and exams.

A thorough study of differential calculus including a basic treatment of ordinary
and partial differential equations is a prerequisite. Additional topics from linear al-
gebra and differential geometry are needed, and these are reviewed in an appendix.

Notation is a challenging issue in structural analysis. Given the limitations of
the Latin and Greek alphabets, the same symbols are sometimes used for different
purposes, but mostly in different contexts. Consequently, no attempt has been made
to provide a comprehensive list of symbols, which would lead to even more confu-
sion. Also, in mechanics and structural analysis, sign conventions present a major
hurdle for all students. To ease this problem, easy to remember sign conventions are
used systematically. Stresses and force resultants are positive on positive faces when
acting along positive coordinate directions. Moments and torques are positive on
positive faces when acting about positive coordinate directions using the right-hand
rule.

In a few instances, new or less familiar terms have been chosen because of their
importance in aerospace structural analysis. For instance, the terms “isostatic” and
“hyperstatic” structures are used to describe statically determinate and indetermi-
nate structures, respectively, because these terms concisely define concepts that often
puzzle and confuse students. Beam bending stiffnesses are indicated with the symbol
“H” rather than the more common “EI .” When dealing exclusively with homoge-
neous material, notation “EI” is easy to understand, but in presence of heteroge-
neous composite materials, encapsulating the spatially varying elasticity modulus in
the definition of the bending stiffness is a more rational approach.

It is traditional to use a bold typeface to represent vectors, arrays, and matri-
ces, but this is very difficult to reproduce in handwriting, whether in a lecture or in
personal notes. Instead, we have adopted a notation that is more suitable for hand-
written notes. Vectors and arrays are denoted using an underline, such as u or F . Unit
vectors are used frequently and are assigned a special notation using a single overbar,
such as ı̄1, which denotes the first Cartesian coordinate axis. We also use the over-
bar to denote non-dimensional scalar quantities, i.e., k̄ is a non-dimensional stiffness
coefficient. This is inconsistent, but the two uses are in such different contexts that
it should not lead to confusion. Matrices are indicated using a double-underline, i.e.,
C indicates a matrix of M rows and N columns.
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Finally, we are indebted to the many students at Georgia Tech who have given us
helpful and constructive feedback over the past decade as we developed the course
notes that are the predecessor of this book. We have tried to constructively utilize
their initial confusion and probing questions to clarify and refine the treatment of
important but confusing topics. We are also grateful for the many discussions and
valuable feedback from our colleagues, Profs. Erian Armanios, Sathya Hanagud,
Dewey Hodges, George Kardomateas, Massimo Ruzzene, and Virgil Smith, several
of whom have used our notes for teaching advanced aerospace structural analysis
here at Georgia Tech.

Atlanta, Georgia, Olivier Bauchau
July 2009 James Craig
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Part I

Basic tools and concepts



1

Basic equations of linear elasticity

Structural analysis is concerned with the evaluation of deformations and stresses aris-
ing within a solid object under the action of applied loads. If time is not explicitly
considered as an independent variable, the analysis is said to be static; otherwise it
is referred to as structural dynamic analysis, or simply structural dynamics. Under
the assumption of small deformations and linearly elastic material behavior, three-
dimensional formulations result in a set of fifteen linear first order partial differential
equations involving the displacement field (three components), the stress field (six
components) and the strain field (six components). This chapter presents the deriva-
tion of these governing equations. In many applications, this complex problem can
be reduced to simpler, two-dimensional formulations called plane stress and plane
strain problems.

For most situations, it is not possible to develop analytical solutions of these
equations. Consequently, structural analysis is concerned with the analysis of struc-
tural components, such as bars, beams, plates, or shells, which will be addressed
in subsequent chapters. In each case, assumptions are made about the behavior of
these structural components, which considerably simplify the analysis process. For
instance, given a suitable set of assumptions, the analysis of bar and beam problems
reduces to the solution of one-dimensional equations for which analytical solutions
are easily obtained.

1.1 The concept of stress

1.1.1 The state of stress at a point

The state of stress in a solid body is a measure of the intensity of forces acting within
the solid. It can be visualized by cutting the solid by a plane normal to unit vector,
n̄, to create two free bodies which reveal the forces acting on the exposed surfaces.
From basic statics, it is well-known that the distribution of forces and moments that
will appear on the surface of the cut can be represented by an equipollent force, F ,
acting at a point of the surface and a couple, M . Newton’s 3rd law also requires
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a force and couple of equal magnitudes and opposite directions to act on the two
surfaces created by the cut through the solid, as depicted in fig. 1.1. (See appendix A
for a description of the vector, array and matrix notations used in this text.)

M

M

Mn M

A
n

Solid Body
Free Body
diagram

Small surface
on the cut

F

Fn

F

F

Plane of
the cut

P

n

n

Applied loads

Fig. 1.1. A solid body cut by a plane to isolate a free body.

Consider now a small surface of area An located at point P on the surface gen-
erated by the cut in the solid. The forces and moments acting on this surface are
equipollent to a force, Fn, and couple, Mn; note that these resultants are, in gen-
eral, different, in both magnitude and orientation, from the corresponding resultants
acting on the entire surface of the cut, as shown in fig. 1.1. Let the small surface be
smaller and smaller until it becomes an element of infinitesimal area dAn → 0. As
the surface shrinks to a differential size, the force and couple acting on the element
keep decreasing in magnitude and changing in orientation whereas the normal to the
surface remains the unit vector n̄ of constant direction in space. This limiting process
gives rise to the concept of stress vector, which is defined as

τn = lim
dAn→0

(
Fn

dAn

)
. (1.1)

The existence of the stress vector, i.e., the existence of the limit in eq. (1.1), is
a fundamental assumption of continuum mechanics. In this limiting process, it is as-
sumed that the couple, Mn, becomes smaller and smaller and, in the limit, Mn → 0
as dAn → 0; this is also an assumption of continuum mechanics which seems to
be reasonable because in the limiting process, both forces and moment arms become
increasingly small. Forces decrease because the area they act on decreases and mo-
ment arms decrease because the dimensions of the surface decrease. At the limit, the
couple is the product of a differential element of force by a differential element of
moment arm, giving rise to a negligible, second order differential quantity.

In conclusion, whereas an equipollent couple might act on the entire surface of
the cut, the equipollent couple is assumed to vanish on a differential element of area
of the same cut. The total force acting on a differential element of area, dAn, is
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Fn = dAn τn. (1.2)

Clearly, the stress vector has units of force per unit area. In the SI system, this is
measured in Newton per square meters, or Pascals (Pa).

During the limiting process de-
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Fig. 1.2. A rigid body cut at point P by three planes
orthogonal to the Cartesian axes.

scribed in the previous paragraph,
the surface orientation, as defined
by the normal to the surface, is kept
constant in space. Had a different
normal been selected, a different
stress vector would have been ob-
tained.

To illustrate this point, con-
sider a solid body and a coordinate
system, I, consisting of three mu-
tually orthogonal unit vectors, I =
(̄ı1, ı̄2, ı̄3), as shown in fig. 1.2.
First, the solid is cut at point P by a
plane normal to axis ı̄1; on the sur-
face of the cut, at point P, a differ-
ential element of surface with an
area dA1 is defined and let τ1 be

the stress vector acting on this face. Next, the solid is cut at the same point by a
plane normal to axis ı̄2; at point P, let τ2 be the stress vector acting on the differ-
ential element of surface with an area dA2. Finally, the process is repeated a third
time for a plane normal to axis ı̄3; at point P, the stress vector τ3 is acting on the
differential element of surface with an area dA3. Clearly, three stress vectors, τ1, τ2,
and τ3 are acting at the same point P, but on three mutually orthogonal faces normal
to axes ı̄1, ı̄2, and ı̄3, respectively. Because these three stress vectors are acting on
three faces with different orientations, there is no reason to believe that those stress
vectors should be identical.

To further understand the state of stress at point P, the components of each stress
vectors acting on the three faces are defined

τ1 = σ1 ı̄1 + τ12 ı̄2 + τ13 ı̄3, (1.3a)
τ2 = τ21 ı̄1 + σ2 ı̄2 + τ23 ı̄3, (1.3b)
τ3 = τ31 ı̄1 + τ32 ı̄2 + σ3 ı̄3. (1.3c)

The stress components σ1, σ2, and σ3 are called direct, or normal stresses; they
act on faces normal to axes ı̄1, ı̄2, and ı̄3, respectively, in directions along axes ı̄1,
ı̄2, and ı̄3, respectively. The stress components τ12 and τ13 are called shearing or
shear stresses; both act on the face normal to axis ı̄1, in directions of axes ı̄2 and ı̄3,
respectively. Similarly, stress components τ21 and τ23 both act on the face normal to
axis ı̄2, in directions of axes ı̄1 and ı̄3, respectively. Finally, stress components τ31

and τ32 both act on the face normal to axis ı̄3, in directions along axes ı̄1 and ı̄2,
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respectively. The various stress components appearing in eq. (1.3) are referred to as
the engineering stress components. The units of stress components are identical to
those of the stress vector, force per unit area, or Pascal.

The stress components represented
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Fig. 1.3. Sign conventions for the stress com-
ponents acting on a differential volume ele-
ment. All stress components shown here are
positive.

in fig. 1.2 are all defined as positive.
Furthermore, the three faces depicted
in this figure are positive faces. A face
is positive when the outward normal to
the face, i.e., the normal pointing away
from the body, is in the same direction
as the axis to which the face is normal;
a face is negative when its outward nor-
mal is pointing in the direction opposite
to the axis to which the face is normal.
The positive directions of stress com-
ponents acting on negative faces are the
opposite of those for stress components
acting on positive faces. This sign con-
vention is illustrated in fig. 1.3, which
shows positive stress components acting on the six faces of a cube of differential
size. Positive stress components are shown in solid lines on the three positive faces
of the cube; positive stress components are shown in dotted lines on the three nega-
tive (hidden) faces of the cube.

Taken together, the direct stress components σ1, σ2, and σ3 and the shear stress
components, τ12 and τ13, τ21 and τ23, and τ31 and τ32, fully characterize the state
of stress at point P. It will be shown in a later section that if the stress components
acting on three orthogonal faces are known, it is possible to compute the stress com-
ponents acting at the same point, on a face of arbitrary orientation. This discussion
underlines the fact that the state of stress at a point is a complex concept: its complete
definition requires the knowledge of nine stress components acting on three mutually
orthogonal faces.

This should be contrasted with the concept of force. A force is vector quantity
that is characterized by its magnitude and orientation. Alternatively, a force can be
defined by the three components of the force vector in a given coordinate system.
The definition of a force thus requires three quantities, whereas the definition of the
stress state requires nine quantities.

A force is a vector, which is referred to as a first order tensor, whereas a state of
stress is a second order tensor. Several quantities commonly used in solid mechanics
are also second order tensors: the strain tensor, the bending stiffnesses of a beam,
and the mass moments of inertia of a solid object. The first two of these quantities
will be introduced in later sections and chapters. Much like the case for vectors, all
second order tensors will be shown to possess certain common characteristics.
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1.1.2 Volume equilibrium equations

In general, the state of stress varies throughout a solid body, and hence, stresses
acting on two parallel faces located a small distance apart are not equal. Consider,
for instance, the two opposite faces of a differential volume element that are normal
to axis ı̄2, as shown in fig. 1.4. The axial stress component on the negative face at
coordinate x2 is σ2, but the stress components on the positive face at coordinate
x2 + dx2 will be slightly different and written as σ2(x2 + dx2). If σ2(x2) is an
analytic function, it is then possible to express σ2(x2 + dx2) in terms of σ2(x2)
using a Taylor series expansion to find

σ2(x2 + dx2) = σ2(x2) +
∂σ2

∂x2

∣∣∣∣
x2

dx2 + . . . higher order terms in dx2.

This expansion is a fundamental step in the derivation of the differential equa-
tions governing the behavior of a continuum. The stress component on the positive
face at coordinate x2 + dx2 can be written as σ2(x2 + dx2) ≈ σ2 + (∂σ2/∂x2)dx2.
The same Taylor series expansion technique can be applied to all other direct and
shear stress components.

i1

i2

i3

s s3 3 3 3+ (d /dx ) dx

s3

s s2 2 2 2+ (d /dx ) dx

t t32 32 3 3+ (d /dx ) dx

t32

t t31 31 3 3+ (d /dx ) dx

t31

t t23 23 2 2+ (d /dx ) dx

t23 t t21 21 2 2+ (d /dx ) dx

t21

s
2

Fig. 1.4. Stress components acting on a differential element of volume. For clarity of the
figure, the stress components acting on the faces normal to ı̄1 are not shown.

Consider now the differential element of volume depicted in fig. 1.4. It is sub-
jected to stress components acting on its six external faces and to body forces per
unit volume, represented by a vector b acting at its centroid. These body forces could
be gravity forces, inertial forces, or forces of an electric or magnetic origin; the com-
ponents of this body force vector resolved in coordinate system I = (̄ı1, ı̄2, ı̄3) as
b = b1 ı̄1 + b2 ı̄2 + b3 ı̄3. The units of the force vector are force per unit volume or
Newton per cubic meter.

Force equilibrium

According to Newton’s law, static equilibrium requires the sum of all the forces
acting on this differential element to vanish. Considering all the forces acting along
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the direction of axis ı̄1, the equilibrium condition is

− σ1 dx2dx3 +
(

σ1 +
∂σ1

∂x1
dx1

)
dx2dx3

− τ21 dx1dx3 +
(

τ21 +
∂τ21

∂x2
dx2

)
dx1dx3

− τ31 dx1dx2 +
(

τ31 +
∂τ31

∂x3
dx3

)
dx1dx2 + b1 dx1dx2dx3 = 0.

This equation states an equilibrium of forces, and therefore the stress components
must be multiplied by the area of the surface on which they act to yield the corre-
sponding force. Similarly, the component of the body force per unit volume of the
body is multiplied by the volume of the differential element, dx1dx2dx3, to give
the body force acting on the element. After simplification, this equilibrium condition
becomes [

∂σ1

∂x1
+

∂τ21

∂x2
+

∂τ31

∂x3
+ b1

]
dx1dx2dx3 = 0.

This equation is satisfied when the expression in brackets vanishes, and this
yields the equilibrium equation in the direction of axis ı̄1

∂σ1

∂x1
+

∂τ21

∂x2
+

∂τ31

∂x3
+ b1 = 0.

For the same reasons, forces along axes ı̄2 and ı̄3 must vanish as well, and a similar
reasoning yields the following three equilibrium equations

∂σ1

∂x1
+

∂τ21

∂x2
+

∂τ31

∂x3
+ b1 = 0, (1.4a)

∂τ12

∂x1
+

∂σ2

∂x2
+

∂τ32

∂x3
+ b2 = 0, (1.4b)

∂τ13

∂x1
+

∂τ23

∂x2
+

∂σ3

∂x3
+ b3 = 0, (1.4c)

which must be satisfied at all points inside the body.
The equilibrium conditions implied by Newton’s law, eqs. (1.4), have been writ-

ten by considering an differential element of the undeformed body. Of course, when
forces are applied, the body deforms and so does every single differential element.
Strictly speaking, equilibrium should be enforced on the deformed configuration of
the body, rather than its undeformed configuration. Indeed, stresses are only present
when external forces are applied and the body is deformed. When no forces are ap-
plied, the body is undeformed, but stresses all vanish.

Unfortunately, it is difficult to write equilibrium conditions on the deformed con-
figuration of the body because this configuration is unknown; indeed, the goal of
the theory of elasticity is to predict the deformation of elastic bodies under load.
It is a basic assumption of the linear theory of elasticity developed here that the
displacements of the body under the applied loads are very small, and hence, the
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difference between the deformed and undeformed configurations of the body is very
small. Under this assumption, it is justified to impose equilibrium conditions to the
undeformed configuration of the body, because it is nearly identical to its deformed
configuration.

Moment equilibrium

To satisfy all equilibrium requirements, the sum of all the moments acting on the
differential element of volume depicted in fig. 1.4 must also vanish. Consider first
the moment equilibrium about axis ı̄1. The contributions of the direct stresses and of
the body forces can be eliminated by choosing an axis passing through the center of
the differential element. The resulting moment equilibrium equation is

τ23 dx1dx3
dx2

2
+

(
τ23 +

∂τ23

∂x2
dx2

)
dx1dx3

dx2

2

−τ32 dx1dx2
dx3

2
−

(
τ32 +

∂τ32

∂x3
dx3

)
dx1dx2

dx3

2

=
[
τ23 − τ32 +

∂τ23

∂x2

dx2

2
− ∂τ32

∂x3

dx3

2

]
dx1dx2dx3 = 0.

The bracketed expression must vanish and after neglecting higher order terms, this
reduces to the following equilibrium condition

τ23 − τ32 = 0.

Enforcing the vanishing of the sum of
t

t

t

t

90
o

90
o

Fig. 1.5. Reciprocity of the shearing
stresses acting on two orthogonal faces.

the moments about axes ı̄2 and ı̄3 leads to
similar equations,

τ23 = τ32, τ13 = τ31, τ12 = τ21. (1.5)

The implication of these equalities is sum-
marized by the principle of reciprocity
of shear stresses, which is illustrated in
fig. 1.5.

Principle 1 (Principle of reciprocity of shear stresses) Shear stresses acting in
the direction normal to the common edge of two orthogonal faces must be equal in
magnitude and be simultaneously oriented toward or away from the common edge.

Another implication of the reciprocity of the shear stresses is that of the nine
components of stresses, six only are independent. It is common practice to arrange
the stress tensor components in a 3×3 matrix format




σ1 τ12 τ13

τ12 σ2 τ23

τ13 τ23 σ3


 . (1.6)

The principle of reciprocity implies the symmetry of the stress tensor.
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directions of axes ı̄2 and ı̄3. The three components of the surface traction vector then
become

t1 = σ1 n1 + τ12 n2 + τ13 n3, (1.9a)
t2 = τ12 n1 + σ2 n2 + τ23 n3, (1.9b)
t3 = τ31 n1 + τ32 n2 + σ3 n3. (1.9c)

A body is said to be in equilibrium if eqs. (1.4) are satisfied at all points inside
the body, and eqs. (1.9) are satisfied at all points of its external surface.

1.2 Analysis of the state of stress at a point

The state of stress at a point is characterized in the previous section by the normal
and shear stress components acting on the faces of a differential element of volume
cut from the solid. The faces of this cube are cut normal to the axes of a Cartesian ref-
erence frame I = (̄ı1, ı̄2, ı̄3), and the stress vector acting on these faces are resolved
along the same axes. Clearly, another face at an arbitrary orientation with respect to
these axes can be selected. In section 1.2.1, it will be shown that the stresses acting
on this face can be related to the stresses acting on the faces normal to axes ı̄1, ı̄2, and
ı̄3. This important result implies that once the stress components are known on three
mutually orthogonal faces at a point, they are known on any face passing through that
point. Hence, the state of stress at a point is fully defined once the stress components
acting on three mutually orthogonal faces at a point are known.

1.2.1 Stress components acting on an arbitrary face

To establish relationships between stresses, it is necessary to consider force or mo-
ment equilibrium due to these stresses, and this must be done with reference to a
specific free body diagram. Figure 1.7 shows a specific free body constructed from a
tetrahedron defined by three faces cut normal to axes ı̄1, ı̄2, and ı̄3, and a fourth face
normal to unit vector n̄ = n1 ı̄1 + n2 ı̄1 + n3 ı̄3, of arbitrary orientation. This tetra-
hedron is known as Cauchy’s tetrahedron. The components, n1, n2, and n3, of this
unit vector are the direction cosines of unit vector n̄, i.e., the cosines of the angles
between n̄ and ı̄1, n̄ and ı̄2, and n̄ and ı̄3, respectively.

Figure 1.7 shows the stress components acting on faces COB, AOC and AOB,
of area dA1, dA2, and dA3, respectively; the stress vector, τn, acts on face ABC of
area dAn. The body force vector, b, is also acting on this tetrahedron. Equilibrium of
forces acting on tetrahedron OABC requires

τ1dA1 + τ2dA2 + τ3dA3 = τndAn + bdV,

where τ1, τ2 and τ3 are the stress vectors acting on the faces normal to axes ı̄1, ı̄2,
and ı̄3, respectively, and dV is the volume of the tetrahedron.

Dividing this equilibrium equation by dAn and using eq. (1.8) gives the stress
vector acting of the inclined face as
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Fig. 1.7. Differential tetrahedron element with one face, ABC, normal to unit vector n and the
other three faces normal to axes ı̄1, ı̄2, and ı̄3, respectively.

τn = τ1n1 + τ2n2 + τ3n3 − b dV/dAn

The body force term is multiplied by a higher order term, dV/dAn, which can be
neglected in the equilibrium condition. Expanding the three stress vectors in terms
on the stress components then yields

τn = (σ1 ı̄1+τ12 ı̄2+τ13 ı̄3) n1+(τ21 ı̄1+σ2 ı̄2+τ23 ı̄3) n2+(τ31 ı̄1+τ32 ı̄2+σ3 ı̄3) n3.
(1.10)

To determine the direct stress, σn, acting on face ABC, it is necessary to project
this vector equation in the direction of unit vector n̄. This can be achieved by taking
the dot product of the stress vector by unit vector n̄ to find

n̄ · τn = n̄· [(σ1 ı̄1 + τ12 ı̄2 + τ13 ı̄3) n1 + (τ21 ı̄1 + σ2 ı̄2 + τ23 ı̄3) n2+
(τ31 ı̄1 + τ32 ı̄2 + σ3 ı̄3) n3] .

Because n̄ = n1 ı̄1 + n2 ı̄1 + n3 ı̄3, this yields

σn = (σ1n1 + τ12n2 + τ13n3) n1 + (τ21n1 + σ2n2 + τ23n3) n2

+ (τ31n1 + τ32n2 + σ3n3) n3,

and finally, after minor a rearrangement of terms,

σn = σ1n
2
1 + σ2n

2
2 + σ3n

2
3 + 2τ23n2n3 + 2τ13n1n3 + 2τ12n1n2. (1.11)

The stress components acting in the plane of face ABC can be evaluated in a
similar manner by projecting eq. (1.10) along a unit vector in the plane of face ABC.
Consider a unit vector, s̄ = s1 ı̄1 +s2 ı̄1 +s3 ı̄3, normal to n̄, i.e., such that n̄ · s̄ = 0.
The shear stress component acting on face ABC in the direction of unit vector s̄ is
denoted τns and is obtained by projecting eq. (1.10) along vector s̄ to find

τns =(σ1s1 + τ12s2 + τ13s3) n1 + (τ21s1 + σ2s2 + τ23s3) n2

+ (τ31s1 + τ32s2 + σ3s3) n3,
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and finally, after minor a rearrangement of terms,

τns = σ1n1s1 + σ2n2s2 + σ3n3s3 + τ12(n2s1 + n1s2)
+ τ13(n1s3 + n3s1) + τ23(n2s3 + n3s2).

(1.12)

Equations. (1.11) and (1.12) express an important result of continuum mechanics.
They imply that once the stress components acting on three mutually orthogonal
faces are known, the stress components on a face of arbitrary orientation can be
readily computed. To evaluate the direct stress component acting on an arbitrary face,
all that is required are the direction cosines of the normal to the face. Evaluation the
shear stress component acting on the same face requires, in addition, the direction
cosines of the direction of the shear stress component in that face.

Consider the following question: how much information is required to fully de-
fine the state of stress at point P of a solid? Clearly, the body can be cut at this
point by a plane of arbitrary orientation. The stress vector acting on this face gives
information about the state of stress at point P. The stress vector acting on a face
with another orientation would give additional information about the state of stress
at the same point. If additional faces are considered, each new stress vector pro-
vides additional information. This reasoning would seem to imply that the complete
knowledge of the state of stress at a point requires an infinite amount of information,
specifically, the stress vectors acting on all the possible faces passing through point
P. Equations. (1.11) and (1.12), however, demonstrate the fallacy of this reasoning:
once the stress vectors acting on three mutually orthogonal faces are known, the
stress vector acting on any other face can be readily predicted. In conclusion, com-
plete definition of the state of stress at a point only requires knowledge of the stress
vectors, or equivalently of the stress tensor components, acting on three mutually
orthogonal faces.

1.2.2 Principal stresses

As discussed in the previous section, eqs. (1.11) and (1.12) enable the computa-
tion of the stress components acting on a face of arbitrary orientation, based on the
knowledge of the stress components acting on three mutually orthogonal faces. As
illustrated in fig. 1.7, the stress vector acting on a face of arbitrary orientation has, in
general, a component σn n̄, acting in the direction normal to the face, and a compo-
nent τns s̄, acting within the plane of the face.

This discussion raises the following question: is there a face orientation for which
the stress vector is exactly normal to the face? In other words, does a particular
orientation, n̄, exist for which the stress vector acting on this face consists solely of
τn = σp n̄, where σp is the yet unknown magnitude of this direct stress component?

Introducing this expression into eq. (1.10) results in

σpn̄ = (σ1 ı̄1+τ12 ı̄2+τ13 ı̄3) n1+(τ21 ı̄1+σ2 ı̄2+τ23 ı̄3) n2+(τ31 ı̄1+τ32 ı̄2+σ3 ı̄3) n3.

This equation alone does not allow the determination of both σp and of unit vector
n̄. Projecting this vector relationship along axes ı̄1, ı̄2, and ı̄3 leads to the following
three scalar equations
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(σ1 − σp) n1 + τ12 n2 + τ13 n3 = 0,

τ12 n1 + (σ2 − σp) n2 + τ23 n3 = 0,

τ13 n1 + τ23 n2 + (σ3 − σp) n3 = 0,

respectively. The unknowns of the problem are the direction cosines, n1, n2, and
n3 that define the orientation of the face on which shear stresses vanish, and the
magnitude, σp, of the direct stress component acting on this face.

These equations are recast as a homogeneous system of linear equations for the
unknown direction cosines




σ1 − σp τ12 τ13

τ12 σ2 − σp τ23

τ13 τ23 σ3 − σp








n1

n2

n3



 = 0. (1.13)

Since this is a homogeneous system of equations, the trivial solution, n1 = n2 =
n3 = 0, is, in general, the solution of this system. When the determinant of the
system vanishes, however, non-trivial solutions will exist. The vanishing of the de-
terminant of the system leads to the cubic equation for the magnitude of the direct
stress

σ3
p − I1σ

2
p + I2σp − I3 = 0, (1.14)

where the quantities I1, I2, and I3 are defined as

I1 = σ1 + σ2 + σ3, (1.15a)

I2 = σ1σ2 + σ2σ3 + σ3σ1 − τ2
12 − τ2

13 − τ2
23, (1.15b)

I3 = σ1σ2σ3 − σ1τ
2
23 − σ2τ

2
13 − σ3τ

2
12 + 2τ12τ13τ23, (1.15c)

are called the three stress invariants.
The solutions of eq. (1.14) are called the principal stresses. Since this is a cubic

equation, three solutions exist, denoted σp1, σp2, and σp3. For each of these three
solutions, the matrix of the system of equations defined by eq. (1.13) has a zero de-
terminant, and a non-trivial solution exists for the directions cosines that now define
the direction of a face on which the shear stresses vanish. This direction is called a
principal stress direction. Because the equations to be solved are homogeneous, their
solution will include an arbitrary constant, which can be determined by enforcing the
normality condition for unit vector n̄, n2

1 + n2
2 + n2

3 = 1.
This solution process can be repeated for each of the three principal stresses.

This will result in three different principal stress directions. It can be shown that
these three directions are mutually orthogonal.

1.2.3 Rotation of stresses

In the previous sections, free body diagrams are formed with faces cut in directions
normal to axes of the orthonormal basis I = (̄ı1, ı̄2, ı̄3), and the stress vectors are
resolved into stress components along the same directions. The orientation of this
basis is entirely arbitrary: basis I∗ = (̄ı∗1, ı̄

∗
2, ı̄

∗
3) could also have been selected, and
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an analysis identical to that of the previous sections would have led to the definition
of normal stresses σ∗1 , σ∗2 , σ∗3 , and shear stresses τ∗23, τ∗13, τ∗12. A typical equilibrium
equation at a point of the body would be written as

∂σ∗1
∂x∗1

+
∂τ∗21
∂x∗2

+
∂τ∗31
∂x∗3

+ b∗1 = 0, (1.16)

where the notation (.)∗ is used to indicate the components of the corresponding quan-
tity resolved in basis I∗. A typical surface traction would be defined as

t∗1 = n∗1 σ∗1 + n∗2 τ∗21 + n∗3 τ∗31. (1.17)

Although expressed in different reference frames, eqs. (1.4) and (1.16), or (1.9)
and (1.17) express the same equilibrium conditions for the body. Two orthonormal
bases, I and I∗, are involved in this problem. The orientation of basis I∗ relative
to basis I is discussed in section A.3.1 and leads to the definition of the matrix of
direction cosines, or rotation matrix, R, given by eq. (A.36).

Consider the stress component σ∗1 : it represents the magnitude of the direct stress
component acting on the face normal to axis ı̄∗1. Equation (1.11) can now be used
to express this stress component in terms of the stress components resolved in axis
system I to find

σ∗1 = σ1`
2
1 + σ2`

2
2 + σ3`

2
3 + 2τ23`2`3 + 2τ13`1`3 + 2τ12`1`2, (1.18)

where `1, `2, and `3, are the direction cosines of unit vector ı̄∗1. Similar equations
can be derived to express the stress components σ∗2 and σ∗3 in terms of the stress
components resolved in axis system I. For σ∗2 , the direction cosines `1, `2, and `3
appearing in eq. (1.18) are replaced by direction cosines m1, m2, and m3, respec-
tively, whereas direction cosines n1, n2, and n3 will appear in the expression for σ∗3 .
Coordinate rotations are defined in appendix A.3.

The shear stress components follow from eq. (1.12) as

τ∗12 = σ1`1m1 + σ2`2m2 + σ3`3m3 + τ12(`2m1 + `1m2)
+ τ13(`1m3 + `3m1) + τ23(`2m3 + `3m2).

(1.19)

Here again, similar relationships can be derived for the remaining shear stress com-
ponents, τ∗13 and τ∗23, through appropriate cyclic permutation of the indices.

All these relationships can be combined into the following compact matrix equa-
tion 


σ∗1 τ∗12 τ∗13
τ∗21 σ∗2 τ∗23
τ∗31 τ∗32 σ∗3


 = RT




σ1 τ12 τ13

τ12 σ2 τ23

τ13 τ23 σ3


R, (1.20)

where R is the rotation matrix defined by eq. (A.36). This equation concisely en-
capsulates the relationship between the stress components resolved in two different
coordinate systems, and it can be used to compute the stress components resolved in
basis I∗ in terms of the stress components resolved in basis I.
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Finally, since the principal stresses at a point are independent of the particular
coordinate system used to define the stress state, the coefficients of the cubic equation
that determines the principal stresses, eq. (1.14), must be invariant with respect to
reference frames. This is the very reason why quantities I1, I2, and I3 defined by
eq. (1.15) are called the stress invariants. The word “invariant” refers to the fact that
these quantities are invariant with respect to a change of coordinate system. Let I∗
and I be two different orthonormal bases,

I1 = σ∗1 + σ∗2 + σ∗3 = σ1 + σ2 + σ3, (1.21a)

I2 = σ∗1σ∗2 + σ∗2σ∗3 + σ∗3σ∗1 − τ∗212 − τ∗213 − τ∗223

= σ1σ2 + σ2σ3 + σ3σ1 − τ2
12 − τ2

13 − τ2
23, (1.21b)

I3 = σ∗1σ∗2σ∗3 − σ∗1τ∗223 − σ∗2τ∗213 − σ∗3τ∗212 + 2τ∗12τ
∗
13τ

∗
23

= σ1σ2σ3 − σ1τ
2
23 − σ2τ

2
13 − σ3τ

2
12 + 2τ12τ13τ23. (1.21c)

Tedious algebra using eqs. (1.20) to write the stress components resolved in basis
I∗ in terms of the stresses components resolved in basis I will reveal that the above
relationships are correct.

Example 1.1. Computing principal stresses
Consider the following stress tensor

S =



−5 −4 0
−4 1 0

0 1


 .

Compute the principal stresses and the principal stress directions. The stress invari-
ants defined by eq. (1.15) are computed as I1 = −3, I2 = −25 and I3 = −21. The
principal stress equation, eq. (1.14), now becomes

σ3
p + 3σ2

p − 25σp + 21 = (σp − 1)(σ2
p + 4σp − 21) = 0,

The solutions of this cubic equations yield the principal stresses as σp1 = 3, σp2 = 1
and σp3 = −7.

Next, the principal direction associated with σp1 = 3 is computed. The homoge-
neous system defined by eq. (1.13) becomes



−8 −4 0
−4 −2 0

0 0 −2








n1

n2

n3



 = 0.

The determinant of this system vanishes because the first two equations are a multiple
of each other. The first equation yields n1 = α and n2 = −2α, where α is an
arbitrary constant, whereas the third equation gives n3 = 0. Since the principal
direction must be unit vector, n2

1 + n2
2 + n2

3 = 1, or 5α2 = 1; finally n1 = 1/
√

5,
n2 = −2/

√
5 and n3 = 0. Proceeding in a similar manner for the other two principal

stresses, the three principal directions are found to be
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n̄1 =
1√
5





1
−2

0



 ; n̄2 =





0
0
1



 ; n̄3 =

1√
5




−2
−1

0



 .

It is easily verified that the principal directions are orthogonal to each other; indeed,
n̄1 · n̄2 = n̄2 · n̄3 = n̄3 · n̄1 = 0.

Example 1.2. Principal stresses as an eigenproblem
Consider the following stress tensor

S =




5.0 2.5 −1.3
2.5 7.8 −3.4

−1.3 −3.4 −4.5


 .

Compute the principal stresses and the principal stress directions. Rather than fol-
lowing the procedure described in the previous examples, the homogeneous system
of linear equations, eq. (1.13), that govern the problem is recast as




σ1 τ12 τ13

τ12 σ2 τ23

τ13 τ23 σ3








n1

n2

n3



 = σp





n1

n2

n3



 . (1.22)

In this form, it becomes clear (see appendix A.2.4) that the determination of the
principal stresses and principal stress directions is equivalent to the determination of
the three eigenvalues, σp1, σp2 and σp3, of the stress tensor, and determination of the
corresponding three eigenvectors, n̄1, n̄2, and n̄3. Using a standard linear algebra
software package, the three eigenpairs of the above stress tensor are found to be

σp1 = −5.4180, n̄1 =




−0.064
−0.237
−0.969



 ; σp2 = 3.5693, n̄2 =





0.879
−0.473

0.058



 ;

σp3 = 10.1487, n̄3 =





0.472
0.849

−0.239



 .

Here again, it is easily verified that the principal directions are orthogonal to each
other by computing n̄i·n̄j for any combination of i and j. This can be represented in a
more compact way by creating a matrix, denoted P , that is constructed by arranging
the principal stress direction vectors as the columns

P = [n̄1, n̄2, n̄3] =



−0.0640 0.8791 0.4723
−0.2372 −0.4731 0.8485
−0.9693 0.0577 −0.2388


 .

Because the principal directions are mutually orthogonal unit vectors, this matrix is
orthogonal, that is: PT P = I , where I is the 3 × 3 identity matrix. Furthermore,
since matrix P stores the eigenvectors of the stress tensor S, it follows that the trans-
formation PT S P will diagonalize the stress tensor. That is,
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PT S P =




σp1 0 0
0 σp2 0
0 0 σp3


 =



−5.4180 0 0

0 3.5693 0
0 0 10.1487


 ,

and this can easily be verified by direct computation.

Example 1.3. Stresses acting on the octahedral face
Figure 1.8 shows a tetrahedron cut along three faces normal to the principal stress
directions defined by axes ı̄∗1, ı̄∗2 and ı̄∗3. The three mutually orthogonal edges of the
tetrahedron each are of unit length. The fourth face of the tetrahedron is the octahe-
dral face which is, by definition, the face that is equally inclined with respect to the
principal stress directions. The normal to the octahedral face is n̄T =

{
1, 1, 1

}
/
√

3,
i.e., the direction cosines of this unit vector are 1/

√
3 with respect to each of the

three principal stress directions. Find the stress components acting on the octahedral
face.

n

i1

*

i3

*

i2

*

s
p2

s
p3

s
p1

soc n

toc

Octahedral
face

Fig. 1.8. The octahedral face.

By definition, the principal stress directions are such that on the corresponding
faces, the shear stresses vanish. Hence, fig. 1.8 shows only the principal stress acting
on each face. The stress vector acting on the octahedral face can be resolved into the
octahedral direct stress vector, σoc n̄, acting in the direction normal to the octahedral
face, and octahedral shear stress vector, τoc, acting in the plane of the octahedral
face. Using eq. (1.11), the magnitude of the direct octahedral stress is

σoc = σp1

(
1√
3

)2

+ σp2

(
1√
3

)2

+ σp3

(
1√
3

)2

=
σp1 + σp2 + σp3

3
. (1.23)

The direct stress acting on the octahedral face is the average of the principal stresses.
The equilibrium condition for the tetrahedron in fig. 1.8 is now

1
2
σp1 ı̄∗1 +

1
2
σp2 ı̄∗2 +

1
2
σp3 ı̄∗3 =

√
3

2
(σoc n̄ + τoc), (1.24)

where the factor of 1/2 represents the area of each of the three faces normal to the
principal axes directions and

√
3/2 the area of the octahedral face which is an equi-

lateral triangle with sides of length
√

2. The octahedral shear stress vector now be-
comes



10 1 Basic equations of linear elasticity

1.1.3 Surface equilibrium equations

At the outer surface of the body, the stresses acting inside the body must be in equi-
librium with the externally applied surface tractions. Surface tractions are repre-
sented by a stress vector, t, that can be resolved in reference frame I = (̄ı1, ı̄2, ı̄3) as
t = t1 ı̄1+t2 ı̄2+t3 ı̄3. Figure 1.6 shows a free body in the form of a differential tetra-
hedron bounded by three negative faces cut through the body in directions normal to
axes ı̄1, ı̄2, and ı̄3, and by a fourth face, ABC, of area dAn, which is a differential
element of the outer surface of the body. The unit normal to this element of area is
denoted n̄, and its components in coordinate system I are n̄ = n1 ı̄1 + n2 ı̄2 + n3 ı̄3.
Note that n1, n2, and n3 are the cosines of the angle between n̄ and ı̄1, n̄ and ı̄2, and
n̄ and ı̄3, respectively, also called the direction cosines of n̄: n1 = n̄ · ı̄1 = cos(n̄, ı̄1),
n2 = n̄ · ı̄2 = cos(n̄, ı̄2), and n3 = n̄ · ı̄3 = cos(n̄, ı̄3).

Fig. 1.6. A tetrahedron with one face along the outer surface of the body.

Equilibrium of forces acting along axis ı̄1 implies

t1dAn = σ1dA1 + τ21dA2 + τ31dA3 − b1
dx1dx2dx3

6
, (1.7)

where dA1, dA2, and dA3 are the areas of triangles OBC, OAC and OAB, respec-
tively, and the last term represents the body force times the volume of the tetrahe-
dron. The areas of the three faces normal to the axes are found by projecting face
ABC onto planes normal to the axes using the direction cosines to find

dA1 = n1dAn, dA2 = n2dAn, and dA3 = n3dAn. (1.8)

Dividing eq. (1.7) by dAn then yields the first component of the surface traction
vector

t1 = σ1n1 + τ21n2 + τ31n3,

where the body force term vanishes because it is a higher order differential term.
The same procedure can be followed to express equilibrium conditions along the
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√

3 τoc = (σp1 − σoc)̄ı∗1 + (σp2 − σoc)̄ı∗2 + (σp3 − σoc)̄ı∗3.

The magnitude of the octahedral shear stress, τoc = ‖τ oc‖, is

τoc =
1√
3

[
(σ2

p1 + σ2
p2 + σ2

p3)−
1
3
(σp1 + σp2 + σp3)2

]1/2

. (1.25)

The first two invariants of the stress state, see eqs. (1.21a) and (1.21b), are
easily expressed in terms of principal stresses as I1 = σp1 + σp2 + σp3 and
I2 = σp1σp2 + σp2σp3 + σp3σp1. The octahedral stresses are now expressed in
terms of these invariants as

σoc =
I1

3
, τoc =

√
2

3

√
I2
1 − 3I2.

1.2.4 Problems

Problem 1.1. Stresses on an inclined face
Consider the tetrahedron shown in fig. 1.7. A set of three mutually orthogonal unit vectors will
be defined: ¯̀ is a unit vector parallel to vector AB, m̄ is such that m̄ = n̄ × ¯̀, and n̄ is the
normal to face ABC. Let the stress vector acting on face ABC be resolved along these axes,
i.e., let τn = τnl

¯̀+ τnm m̄ + σn n̄. (1) Find the stress components, τn`, τnm and σn, in
terms of the stress components acting on the faces normal to axes ı̄1, ı̄2, and ı̄3.

Problem 1.2. Principal stresses
Given a state of stress defined by: σ1=200 MPa, σ2=300 MPa, σ3 = −100 MPa, τ12 =
50 MPa, τ13 = −80 MPa and τ23 = 100 MPa, (1) Determine the principal stresses. (2)
Determine the principal stress directions. Note: you should consider using a software package
to handle the computations.

i1

i3

t12

i2

b

h

Fig. 1.9. Uniform distribution of shear
stresses over the cross-section of a beam.

i3

i3

i2

i1

i2

p0

t

A

B

tA

tB

Mid-span
section

Fig. 1.10. Shear stresses at points A and B on
cross-section.
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Problem 1.3. Shear stress distribution over the cross-section of a beam
Figure 1.9 depicts a beam with a rectangular cross-section of a width b and height h. This
beam is subjected to a vertical shear force, V2, and the resulting shear stress distribution is
assumed to be uniformly distributed over the cross-section, i.e., τ12 = V3/(bh). (1) Is this
assumption reasonable? Explain your answer.

Problem 1.4. Shear stresses in a “Z” section
Figure 1.10 depicts a cantilevered beam with a “Z” cross-section subjected to a distributed
transverse load p0. Due to this loading, direct and shear stresses will develop in the beam. (1)
Evaluate the shear stresses, denoted τA and τB , acting in the plane of the beam’s mid-span
cross-section at points A and B, respectively. Explain your answer.

1.3 The state of plane stress

A particular state of stress of great practical importance is the plane state of stress.
In this case, all stress components acting along the direction of axis ı̄3 are assumed
to vanish, or to be negligible compared to the stress components acting in the other
two directions. The only non-vanishing stress components are σ1, σ2, and τ12, and
furthermore, these stress components are assumed to be independent of x3. This state
of stress occurs, for instance, in a very thin plate or sheet subjected to loads applied in
its own plane. This type of situation is illustrated by the thin sheet shown in fig. 1.11.
For the plane stress state, the two flat surfaces of the thin sheet must be stress free.

1.3.1 Equilibrium equations

The equations of equilibrium derived for the general, three-dimensional case, see
eq. (1.4), considerably simplify in the plane stress case. The equation in the ı̄3 direc-
tion is satisfied, and the remaining two equations reduce to

∂σ1

∂x1
+

∂τ21

∂x2
+ b1 = 0;

∂τ12

∂x1
+

∂σ2

∂x2
+ b2 = 0. (1.26)

Similar simplifications take place for the definition of surface tractions in eq. (1.9),

t1 = n1 σ1 + n2 τ21; t2 = n1 τ12 + n2 σ2. (1.27)

For this two-dimensional problem, the boundary of the thin sheet on which ex-
ternally applied stresses and forces may act is the thin edge defined by the curve C as
shown in fig. 1.11. The outer normal to this curve is the unit vector n̄ = n1 ı̄1 +n2 ı̄2
and the tangent direction is the unit vector s̄ = s1 ı̄1 + s2 ı̄2. If θ is the angle be-
tween the normal and axis ı̄1, it follows that n1 = cos θ, n2 = sin θ, n3 = 0 and
s1 = − sin θ, s2 = cos θ, s3 = 0. The surface traction component in the direction of
vector n̄ then follows from eq. (1.11) as

tn = cos2 θ σ1 + sin2 θ σ2 + 2 sin θ cos θ τ12, (1.28)
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and eq. (1.12) yields the surface traction component in the direction of the tangent s̄
to curve C as

ts = sin θ cos θ(σ2 − σ1) + (cos2 θ − sin2 θ) τ12. (1.29)

Thus, for plane stress problems, the equilibrium equations, eq. (1.26), must be
satisfied at all points within the body, and along curve C, the surface equilibrium
equations, eq. (1.27), or eqs. (1.28) and (1.29), must be satisfied.

B

i1

i2i3

O A

B

tstn

C

n

Applied
tractions

Fig. 1.11. Plane stress problem in thin
sheet with in-plane tractions.
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B
q

q

dx1

dx2

s1
s

n

s2

t12

tns

t12

ntn

t1

t2

ds

Fig. 1.12. Differential element with a face at an
angle θ.

1.3.2 Stresses acting on an arbitrary face within the sheet

Figure 1.12 shows a free body OAB taken from within the thin sheet in fig. 1.11. It is
a differential triangle with two sides cut normal to axes ı̄1 and ı̄2, and the third side
cut normal to a unit vector, n̄ = n1 ı̄1 +n2 ı̄2, at an arbitrary orientation angle θ with
respect to axis ı̄1. Clearly, n1 = cos θ and n2 = sin θ.

Triangle OAB is the two-dimensional version of Cauchy’s tetrahedron presented
in section 1.2.1 and depicted in fig. 1.7. Hence, the results derived in section 1.2
are directly applicable to the present case. Figure 1.12 shows the stress components
acting on sides OA and OB, of length dx1, and dx2, respectively. On side AB, of
length ds, the stress vector τn is acting. Finally, the body force vector, b, is also
acting on this triangle. For convenience, the thickness of the body in the direction of
axis ı̄3 is taken to be unity.

Equilibrium of forces acting on triangle OAB can be expressed by multiplying
each of the stress vectors by the area over which they acts, i.e., the length times the
unit thickness, and this yields

τ2dx1 + τ1dx2 = τnds + b dx1dx2/2,

where τ1 and τ2 are the stress vectors acting on the faces normal to axes ı̄1 and ı̄2,
respectively. Dividing this equilibrium equation by ds gives the stress vector acting
on the inclined face as
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τn = τ1n1 + τ2n2 − b dx1dx2/2ds

The body force term is multiplied by a higher order differential term, which can
neglected. Expanding the stress vectors in terms of the stress components then yields

τn = (σ1 ı̄1 + τ12 ı̄2) cos θ + (τ21 ı̄1 + σ2 ı̄2) sin θ. (1.30)

The three-dimensional equivalent of this relationship is given by eq. (1.10).
Projecting this vector equation in the direction of unit vector n̄ yields the direct

stress component, σn, acting on this face as σn = (σ1 cos θ + τ12 sin θ) cos θ +
(τ21 cos θ + σ2 sin θ) sin θ, or after rearrangement,

σn = σ1 cos2 θ + σ2 sin2 θ + 2τ12 cos θ sin θ. (1.31)

Next, eq. (1.30) is projected in the direction normal to unit vector n̄. This is in the
direction of edge AB, and the direction cosines of this vector with axes ı̄1 and ı̄2 are
− sin θ and cos θ, respectively. The shear stress component, τns, acting on side AB
then becomes τns = (−σ1 sin θ + τ12 cos θ) cos θ + (−τ21 sin θ + σ2 cos θ) sin θ
which, after rearrangement, becomes

τns = −σ1 cos θ sin θ + σ2 sin θ cos θ + τ12(cos2 θ − sin2 θ). (1.32)

Equations (1.31) and (1.32) could have been directly derived from their three-
dimensional equivalent, eqs. (1.11) and (1.12), respectively, by noting that for the
plane stress case, n1 = cos θ, n2 = sin θ, n3 = 0 and s1 = − sin θ, s2 = cos θ,
s3 = 0.

These important results show that knowledge of the stress components σ1, σ2,
and τ12 on two orthogonal faces allows computation of the stress components acting
on a face with an arbitrary orientation. In other words, the knowledge of the stress
components on two orthogonal faces fully defines the state of stress at a point.

1.3.3 Principal stresses

Principal stresses and their directions can also be determined for plane stress situ-
ations. It is a straightforward process to simply write eqs. (1.13), (1.14) and (1.15)
with σ3 = τ23 = τ13 = 0. This yields a vanishing principal stress along axis ı̄3 and a
quadratic equation for the remaining two principal stresses, which must lie in plane
(̄ı1, ı̄2). The computational procedure is otherwise unchanged.

It is more interesting, however, to consider eq. (1.31) as defining the direct stress,
σn, acting on side AB of triangle OAB, see fig. 1.12. The magnitude of this direct
stress is a function of θ, the orientation angle of this face. The particular orientation,
θp, that maximizes (or minimizes) the magnitude of this stress component is deter-
mined by requiring the vanishing of the derivative of σn with respect to angle θ, to
find

dσn

dθ
= −2σ1 cos θp sin θp + 2σ2 cos θp sin θp + 2τ12(cos2 θp − sin2 θp) = 0.
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Using the elementary double-angle trigonometric identities, the orientation of the
side that gives the extreme direct stress is found to be

tan 2θp =
2τ12

σ1 − σ2
. (1.33)

This equation possesses two solutions θp and θp+π/2 corresponding to two mutually
orthogonal principal stress directions. The maximum axial stress is found along one
direction, and the minimum along the other.

To determine these axes unambiguously, it is convenient to develop separate
equations for both sin 2θp and cos 2αp as follows. If eq. (1.33) is rewritten as

tan 2θp =
2τ12

σ1 − σ2
=

sin 2θp

cos 2θp
,

it is then possible to identify sin 2θp = τ12/∆ and cos 2θp = (σ1 − σ2)/2∆, where
∆ is determined by the following trigonometric identity, sin2 2θp + cos2 2θp = 1, to
find

∆ =

[(
σ1 − σ2

2

)2

+ (τ12)2
]1/2

.

Thus, the sine and cosine of angle 2θp can be expressed as follows

sin 2θp =
τ12

∆
, cos 2θp =

σ1 − σ2

2∆
, (1.34)

where

∆ =

√(
σ1 − σ2

2

)2

+ τ2
12. (1.35)

This result is equivalent to eq. (1.33), but it gives a unique solution for θp be-
cause both the sine and cosine of the angle are known. The maximum and mini-
mum axial stresses, denoted σp1 and σp2, respectively, act in the directions θp and
θp +π/2, respectively. These maximum and minimum axial stresses, called the prin-
cipal stresses, are evaluated by introducing eq. (1.34) into eq. (1.31) to find

σp1 =
σ1 + σ2

2
+ ∆; σp2 =

σ1 + σ2

2
−∆. (1.36)

The principal stresses are maximum and minimum values of the axial stress in an
algebraic sense. Note that it is possible, however, to have |σp2| > |σp1|.

The shear stress acting on the faces normal to the principal stress directions van-
ishes, as expected. This can be verified by introducing eq. (1.34) into eq. (1.32)

τns = −σ1 − σ2

2
sin 2θp + τ12 cos 2θp = −σ1 − σ2

2
τ12

∆
+ τ12

σ1 − σ2

2∆
= 0.

It is also interesting to find the orientation of the faces leading to the maximum
value of the shear stress. Indeed, in view of eq. (1.32), the shear stress is also a
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function of the face orientation angle. The orientation, θs, of the face on which the
maximum (or minimum) shear stress acts satisfies the following extremal condition

dτns

dθ
= −σ1 − σ2

2
2 cos 2θs − τ12 2 sin 2θs = 0, (1.37)

or
tan 2θs = −σ1 − σ2

2τ12
= − 1

tan 2θp
, (1.38)

where the last equality follows from eq. (1.34). Here again, this equation presents
two solutions, θs and θs + π/2, corresponding to two mutually orthogonal faces. To
define these orientations unequivocally, separate definitions of the sine and cosines
of angle 2θs are given as follows

sin 2θs = −σ1 − σ2

2∆
; cos 2θs =

τ12

∆
, (1.39)

where ∆ is again given by eq. (1.35).
The maximum shear stress acting on these faces results from introducing

eq. (1.39) into eq. (1.32) to find

τmax = ∆ =
σp1 − σp2

2
. (1.40)

Since tan 2θs = −1/ tan 2θp, trigonometric identities reveal that

θs = θp − π

4
. (1.41)

This means that the faces on which the maximum shear stresses occur are inclined at
a 45◦ angle with respect to the principal stress directions.

The axial stresses acting on these faces are found by introducing eq. (1.39) into
eq. (1.31) and using the first stress invariant property to find

σ1s = σ2s =
σ1 + σ2

2
=

σp1 + σp2

2
. (1.42)

1.3.4 Rotation of stresses

In the previous sections, faces are cut in planes normal to the two axes of an or-
thonormal basis I = (̄ı1, ı̄2), and the stress vectors are resolved into stress compo-
nents along the same directions. It is clear that the orientation of this basis is entirely
arbitrary: an orthonormal basis I∗ = (̄ı∗1, ı̄

∗
2) could have been selected, and an anal-

ysis identical to that of the previous sections would have led to the definition of axial
stresses σ∗1 and σ∗2 , and shear stress τ∗12. A typical equilibrium equation at a point of
the body would be written as

∂σ∗1
∂x∗1

+
∂τ∗21
∂x∗2

+ b∗1 = 0; (1.43)
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where the notation (·)∗ is used to indicate the components of the corresponding quan-
tity resolved in I∗. A typical surface traction is be defined as

t∗1 = n∗1 σ∗1 + n∗2 τ∗21. (1.44)

Although expressed in different reference frames, eqs. (1.26) and (1.43), or (1.27)
and (1.44) express the same equilibrium conditions for the body. The problem at hand
involves two distinct orthonormal bases, I and I∗, and the relationship between these
two basis is developed in appendix A.3.3.

Consider the stress component σ∗1 : it represents the magnitude of the direct stress
component acting on the face normal to axis ı̄∗1. Let θ be the angle between unit vector
ı̄∗1 and axis ı̄1. Equation (1.31) can now be used to express the stress component σ∗1
in terms of the stress components resolved in axis system I to find

σ∗1 = σ1 cos2 θ + σ2 sin2 θ + 2τ12 sin θ cos θ. (1.45)

A similar equation can be derived to express σ∗2 in terms of the stress components
resolved in axis system I by replacing angle θ by θ + π/2 in the above equation;
θ + π/2 is the angle between unit vector ı̄∗2 and axis ı̄1.

Finally, the shear stress component can be computed from eq. (1.32) as

τ∗12 = −σ1 sin θ cos θ + σ2 sin θ cos θ + τ12(cos2 θ − sin2 θ). (1.46)

These results can be combined into a compact matrix form as




σ∗1
σ∗2
τ∗12



 =




cos2 θ sin2 θ 2 sin θ cos θ
sin2 θ cos2 θ −2 sin θ cos θ

− sin θ cos θ sin θ cos θ cos2 θ − sin2 θ








σ1

σ2

τ12



 . (1.47)

This relationship can be easily inverted by recognizing that the inverse transforma-
tion is obtained simply by replacing θ by −θ to find





σ1

σ2

τ12



 =




cos2 θ sin2 θ −2 sin θ cos θ
sin2 θ cos2 θ 2 sin θ cos θ

sin θ cos θ − sin θ cos θ cos2 θ − sin2 θ








σ∗1
σ∗2
τ∗12



 . (1.48)

With the help of double-angle trigonometric identities, the transformation rules
for stress components, eq. (1.47), can also be written in the following useful form

σ∗1 =
σ1 + σ2

2
+

σ1 − σ2

2
cos 2θ + τ12 sin 2θ, (1.49a)

σ∗2 =
σ1 + σ2

2
− σ1 − σ2

2
cos 2θ − τ12 sin 2θ, (1.49b)

τ∗12 = − σ1 − σ2

2
sin 2θ + τ12 cos 2θ. (1.49c)

These important results show that knowledge of the stress components σ1, σ2,
and τ12 on two orthogonal faces allows computation of the stress components acting
on a face with an arbitrary orientation. In other words, the knowledge of the stress
components on two orthogonal faces fully defines the state of stress at a point.
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1.3.5 Special states of stress

Two plane stress states are of particular interest. One is called the hydrostatic stress
state and the other is called the pure shear state. A third special state of plane stress
is the stress developed in a thin-walled cylindrical pressure vessel.

Hydrostatic stress state. A stress state of practical importance is the hydrostatic
state of stress. In this case, the principal stresses are equal, i.e., σp1 = σp2 = p,
where p is the hydrostatic pressure. It follows from eq. (1.49) that the stresses acting
on a face with any arbitrary orientation are

σ1 = σ2 = p, τ12 = 0. (1.50)

Pure shear state. A stress state of great prac-

s
p2

s
p1

s
p2
= s

p1

s
p145

o

t12

*

Fig. 1.13. A differential plane
stress element in pure shear.

tical importance is the state of pure shear charac-
terized by principal stresses of equal magnitude but
opposite signs, i.e., σp2 = −σp1, as depicted in fig.
1.13. Equations (1.45) and (1.46) then reveal the di-
rect and shear stresses, respectively, acting on a face
inclined at a 45◦ angle with respect to the principal
stress directions as

τ∗12 = −σp1; σ∗1 = σ∗2 = 0. (1.51)

On faces oriented at 45◦ angles with respect
to the principal stress directions, the direct stresses vanish and the shear has a
maximum value, equal in magnitude to the common magnitudes of the two principal
stresses.

Stress state in thin-walled pressure vessels. The stress state in the walls of
thin-walled tanks, called pressure vessels, of certain shapes consists of two in-plane
normal stresses and an in-plane shear stress. Although the pressure vessel may be
subjected to a large internal pressure that will produce a pressure loading on the in-
terior wall in the transverse direction, the magnitude of this stress often is orders
of magnitude smaller than the in-plane stress components and is therefore usually
neglected. The spherical pressure vessel and a long cylindrical pressure vessel (ig-
noring the effect of the ends) are two useful examples.

A thin-walled (t ¿ R) cylindrical pressure vessel subjected to an internal pres-
sure, pi, is depicted in fig. 1.14, where it is assumed that the only stresses are the two
in-plane stress components, σa in the axial direction, and σh in the circumferential
or “hoop” direction, and possibly a shear stress, τah. In the central portion of the
cylinder, it is possible to create the simple free body shown in the figure, which will
allow direct calculation of these stresses. From axial force equilibrium, it follows that
σaπRt = piπR2/2, and hence, σa = piR/2t. Equilibrium in the tangential (hoop)
direction implies 2σhbt = pi2Rb, and hence, σh = piR/t. Finally, it should be clear
that τah = 0 for this axis orientation.

It is left as an exercise to show that by a similar free body analysis of a spherical
thin-walled pressure vessel, σa = σh = piR/t in any direction and the shear stress
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Fig. 1.14. Long, thin-walled cylindrical pressure vessel (left) and free body diagram (right)
used to calculate in-plane stresses σh and σa.

vanishes. This is a special case of two-dimensional hydrostatic stress. A more formal
analysis of pressure vessels is presented in section 4.4.

1.3.6 Mohr’s circle for plane stress

Equation (1.49) expresses the direct and shear stresses acting on a face oriented at an
arbitrary angle θ with respect the axis ı̄1, but the presence of trigonometric functions
involving the angle 2θ makes it difficult to give a simple, geometric interpretation of
these formulæ. A useful geometric interpretation, however, called Mohr’s circle, can
be developed. Let the state of stress at a point be defined by its principal stresses, σp1

and σp2. Equation (1.49) then implies that the stresses acting on a face oriented at an
angle θ with respect to the principal stress directions can be written as

σ∗ = σa + R cos 2θ; τ∗ = −R sin 2θ, (1.52)

where σa = (σp1 + σp2)/2 and R = (σp1 − σp2)/2. With this notation and the help
of basic trigonometric identities, eq. (1.52) becomes

(σ∗ − σa)2 + (τ∗)2 = R2. (1.53)
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This equation clearly represents the equation of a circle, known as Mohr’s circle
in which σ∗ is plotted along the horizontal axis, τ∗ is plotted along the vertical axis,
and the circle is centered at a coordinate σa on the horizontal axis with a radius of R,
as depicted in fig. 1.151. The reason for plotting τ∗ with an inverted axis will become
clear in the next paragraphs.

Consider point A1 on Mohr’s circle such that segment OA1 makes an angle
2θ with the horizontal. The coordinates of this point are σ∗ = σa + R cos 2θ and
τ∗ = −R sin 2θ; hence, in view of eq. (1.52), the coordinates of point A1 represent
the state of stress on a face oriented at an angle θ. In fact, each point on Mohr’s circle
represents the state of stress acting on a face at a specific orientation.

An important sign convention must be defined: on Mohr’s circle, a positive
angle θ is measured in the counterclockwise direction, see fig. 1.15, to match the
positive direction of angle θ that identifies the orientation of a face in fig. 1.12. Given
the sign convention for angle θ, the shear stress must be positive downward on the
ordinate of Mohr’s circle depicted in fig. 1.15.2

The following observations are made.

• At point P1, the stress state is σ∗ = σp1 and τ∗ = 0; this corresponds, as
expected, to the stress components acting in the principal stress direction. Similar
results are found at point P2 which represents the stress components acting in
the second principal direction.

• At point E1, associated with an angle θ = π/4, the stress components are
τ∗max = R = (σp1 − σp2)/2 and σ∗ = σa = (σp1 + σp2)/2. These results
are identical to those expressed by eqs. (1.40) and (1.42), respectively. In the
graphical representation of stress states given by Mohr’s circle, it becomes obvi-
ous that the maximum shear stress is found on faces oriented at±45◦ angles with
respect to the principal stress directions, and this is defined by points E1 and E2

in fig. 1.15.
• Points A1 and A2 represent the stress components acting on two faces oriented

90◦ apart. The shear stresses acting on those two faces are equal in magnitude
and of opposite sign, as required by the principle of reciprocity of shear stresses
illustrated in fig. 1.5. The direct stresses correspond to stresses σ∗1 and σ∗2 in
eqs. (1.49).

In the above discussion, Mohr’s circle is constructed based on the knowledge
of the principal stresses represented by points P1 and P2 in figs. 1.15 and 1.16. In
practice, it is often the case that the state of stress at a point is defined by known stress
components σ1, σ2 and τ12. These three stress components define two diametrically
opposed points, A1 and A2, on Mohr’s circle depicted in fig. 1.16. Once this circle
is constructed with the help of the procedure described below, the stress components
acting on any face rotated by an angle β in a counterclockwise direction, represented
1 A Mohr’s circle representation that describes the rotation of a three-dimensional second

order tensor can be constructed but it involves three interdependent circles and is quite
tedious to construct and to use.

2 An equivalent construction of Mohr’s circle has the shear stress positive upwards along the
ordinate, but angle θ is then positive in the clockwise direction.
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by points B1 and B2 in fig. 1.16, can be directly obtained from simple geometric
constructions.

1. Draw a first point, identified as point A1, at coordinates (σ1, τ12). This repre-
sents the direct and shear stresses acting on one face of the solid.

2. Draw a second point, identified as point A2, at coordinates (σ2,−τ12). This
represents the direct and shear stresses acting on a face of the solid at a 90◦

angle counterclockwise with respect to the first face. Since the two faces are
90◦ apart, these two points must define diametrically opposite points on Mohr’s
circle.

3. Draw a straight line segment joining points A1 and A2; the intersection of this
segment with the horizontal axis defines the center of the Mohr’s circle of diam-
eter A1OA2 at point O. Points A1 and A2 represent the stress components on
two orthogonal faces, that is, on faces of relative orientation θ = 90◦, since the
angle between segments OA1 and OA2 is 2θ = 180◦.

4. Once Mohr’s circle is drawn, the stress state on faces at any orientation angle
can be computed. For instance, the stress components acting on a face oriented
at an angle β from the face on which stress components σ1 and τ12 act can be
computed by constructing a new diameter B1OB2 rotated 2β degrees from the
reference diameter A1OA2. The coordinates of point B1 yield the new stress
components.

Mohr’s circle displays in a graphical manner many important features character-
izing the state of stress at a point.

1. The principal stresses, σp1 and σp2, shown in figs. 1.15 and 1.16, are represented
by the points P1 and P2 at the intersection of Mohr’s circle with the horizontal
axis. Clearly, these points define the orientation of the faces on which the direct
stresses take on maximum and minimum values and for which the shear stress
vanishes.

2. The faces on which the maximum shear stresses occurs are represented by the
points at the intersection of Mohr’s circle with a vertical line passing through
its center. It is clear that the magnitude of the maximum shear stress equals
the radius of Mohr’s circle: τmax = (σp1 − σp2)/2, see eq. (1.40). The angle
between the principal stress directions and those of the face of maximum shear is
45◦, because the angle P1OE1 is 90◦, see eq. (1.41). Finally, the direct stresses
acting on the faces of maximum shear equal the average of the principal stresses,
σ1s = σ2s = (σp1 + σp2)/2, see eq. (1.42).

3. The stress components acting on two mutually orthogonal faces are represented
by two diametrically opposite points on Mohr’s circle. Since the center of the
circle is on the horizontal axis, the shear stresses on those two faces are equal
in magnitude and opposite in sign, as required by the principle of reciprocity of
shear stresses illustrated in fig. 1.5.

4. Finally, note that all the points on Mohr’s circle represent the same state of
stress at one point of the solid. Of course, this state of stress is represented by
stress components that depend on the orientation of the face on which they act.
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Mohr’s circle is a graphical representation of all the possible stress components
corresponding to a single state of stress.

1.3.7 Lamé’s ellipse

Lamé’s ellipse provides an elegant geometric interpretation of the state of stress at
a point. Consider a material in a plane state of stress and let τn be the stress vector
acting on the face with a unit normal n̄ at an angle θ with respect to axes ı̄∗1, as
depicted in fig. 1.17. As angle θ varies, the tip of the stress vector, τn, draws an
ellipse, called Lamé’s ellipse, with its center at O and its semi-axes given by the
absolute value of the principal stresses, |σp1| and |σp2|, respectively. The minor and
major axes of the ellipse are aligned with the principal stress directions so that axes
ı̄∗1 and ı̄∗2 are the principal stress directions.
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Fig. 1.17. Lamé’s ellipse. Stress vector τn corresponds to positive principal stresses whereas
stress vector τ ′n corresponds to σp1 > 0 and σp2 < 0.

To prove the stated claim that the locus of the tip of the stress vector draws the
ellipse shown in fig. 1.17, the stress vector acting on the face at an angle θ with
respect to axis ı̄∗1 can be expressed with the help of eq. (1.30) as τn = σ1p cos θ ı̄∗1 +
σ2p sin θ ı̄∗2, where it is noted that σ1 = σ1p, σ2 = σ2p, and τ12 = 0 because the
selected axis system coincides with the principal stress directions. Let x1 and x2 be
the coordinates of the tip of the stress vector, hence, τn = x1 ı̄∗1 + x2 ı̄∗2. It then
follows that x1 = σ1p cos θ and x2 = σ2p sin θ, and elimination of the angle θ using
the elementary trigonometric identity leads to

(
x1

σ1p

)2

+
(

x2

σ2p

)2

= 1. (1.54)

This is the equation of an ellipse with semi-axes equal to |σp1| and |σp2|, respectively,
proving the stated claim.

As the orientation of the face changes, the tip of the stress vector sweeps around
Lamé’s ellipse. Note that while the shape of the ellipse is not affected by the sign of
the principal stresses, the orientation of the stress vector does depend on their sign.
For instance, the stress vector τn shown in fig. 1.17 corresponds to σp1 > 0 and
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σp2 > 0; for the case where σp1 > 0 and σp2 < 0, however, the stress vector acting
on the same face is now represented by vector τ ′n.
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Fig. 1.18. Lamé’s ellipse for the case of pure shear; the three figures illustrate the stress vectors
acting on faces at 0, 45, and 90 degrees with respect to axis ı̄∗1.

An interesting case is provided by the pure shear state of stress discussed in
section 1.3.5. This is defined by the principal stresses σ1p = τ and σ2p = −τ : the
principal stresses are equal in magnitude but of opposite sign. Since the two semi-
axes of Lamé’s ellipse are equal, it becomes the circle depicted in fig. 1.18, and
hence, the norm of the stress vector remains constant as the face on which it act
rotates. When the face is oriented at a 45 degree angle, the stress vector acts at a -45
degree angle with respect to axis ı̄∗1 and the face is subjected to only a shear stress, as
expected. Finally, note that while the face rotates counterclockwise, the stress vector
describes Lamé’s ellipse in the clockwise direction.

1.3.8 Problems

Problem 1.5. Stress states on two sets of faces
The plane stress state at a point is known and characterized by the following stress compo-
nents: σ1 = 250 MPa, σ2 = 250 MPa, and τ12 = 0 MPa in a coordinate system I = (̄ı1, ı̄2).
Find the stress components σ∗1 , σ∗2 , and τ∗12 in a coordinate system I∗ = (̄ı∗1, ı̄∗2), where ı̄∗1 is
at a 25 degree angle with respect to ı̄1.

Problem 1.6. Stress invariants for plane stress state
The stress invariants defined in eq. (1.15) for three-dimensional problems. (1) Show that for
plane stress problems, the following two quantities are invariants

I1 = σ1 + σ2; I2 = σ1σ2 − τ2
12. (1.55)

(2) Prove your claim of invariance by showing that these quantities are identical when com-
puted in terms of the principal stresses and in terms of stresses acting on a face at an arbitrary
orientation.

Problem 1.7. Stress rotation formulæ in matrix form
Show that the plane stress stress rotation formulae given by eq. (1.47) can be recast in the
following compact matrix form
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[
σ∗1 τ∗12
τ∗12 σ∗2

]
=

[
cos θ sin θ

− sin θ cos θ

] [
σ1 τ12

τ12 σ2

] [
cos θ − sin θ
sin θ cos θ

]
.

Problem 1.8. Mohr’s circle
Draw Mohr’s circle for the state of stress defined by σ1 = 80 MPa, σ2 = -20 MPa and τ12 =
40 MPa. Using this circle, (1) calculate the stress on axes rotated 60 degrees counterclock-
wise from the reference axes, and (2) determine the principal stresses and the corresponding
directions. Do these results agree with the results in section 1.3.3?

Problem 1.9. Mohr’s circle for the state of pure shear
Draw Mohr’s circle for the state of pure shear defined in section 1.3.5. Show how eq. (1.51)
can be readily derived from Mohr’s circle.

Problem 1.10. Mohr’s circle for the hydrostatic state of stress
Draw Mohr’s circle for the state of hydrostatic stress defined in section 1.3.5. Show how
eq. (1.50) can be readily derived from Mohr’s circle.

Problem 1.11. Stresses in a pressure vessel
A cylindrical pressure vessel of radius R and thickness t is subjected to an internal pressure
pi. At any point in the cylindrical portion of vessel wall, two stress components are acting: the
hoop stress, σh = Rpi/t and the axial stress, σa = Rpi/(2t). The radial stress, acting in the
direction perpendicular to the wall, is very small, σr ≈ 0. The pressure vessel features a weld
line at a 45 degree angle with respect to the axis of the cylinder, as shown in fig. 1.19. (1) Find
the direct stress acting in the direction perpendicular to the weld line. (2) Find the shear stress
acting along the weld line.
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Fig. 1.19. Pressure vessel with a weld line.
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Fig. 1.20. Stresses acting in a pressure vessel.

Problem 1.12. Maximum stresses in a pressure vessel
Figure 1.20 shows a cylindrical pressure vessel of radius R and thickness t subjected to an
internal pressure pi. At any point in the cylindrical portion of vessel wall, two stress com-
ponents are acting: the hoop stress, σh = Rpi/t and the axial stress, σa = Rpi/(2t). The
radial stress, acting in the direction perpendicular to the wall, is very small, σr ≈ 0. (1) Find
the orientation of the face on which the maximum direct stress is acting. What is the value of
the maximum direct stress? (2) Find the orientation of the face on which the maximum shear
stress is acting acting. What is the value of the maximum shear stress?

Problem 1.13. Stresses in a composite material layer
A layer of unidirectional composite material is subjected to a state of stress σ1 = 245 MPa,
σ2 = −175 MPa, and τ12 = 95 MPa. As depicted in fig. 1.21, the fibers in the unidirectional
composite material layer run at an angle θ = 25 degrees with respect to axis ı̄1. (1) Find the
direct stress acting in the direction of the fiber. (2) Find the direct stress acting in the direction
perpendicular to the fiber.
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Fig. 1.21. Layer of unidirectional composite material with fiber direction.

1.4 The concept of strain

The state of strain at a point is a characterization of the deformation in the neighbor-
hood of a material point in a solid. The description of the state of strain at a point
is a great deal more complicated than that of the stress state, and the presence of
nonlinear terms is much more obvious. The state of strain is concerned with the de-
formation of a solid in the neighborhood of a given point, say point P, located by a
position vector r = x1 ı̄1 + x2 ı̄2 + x3 ı̄3, as depicted in fig. 1.22.

To visualize this deformation, a small rectangular parallelepiped PQRST of dif-
ferential size dx1 by dx2 by dx3 is cut in the neighborhood of point P. The reference
configuration is the configuration of the solid in its undeformed state. Under the
action of applied loads, the body deforms and assumes a new configuration, called
the deformed configuration. All the material particles that formed the rectangular
parallelepiped PQRST in the reference configuration now form the parallelepiped
PQRST in the deformed configuration. The state of strain at a point characterizes
the deformation of the parallelepiped without any consideration for the loads that
created the deformation.
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Fig. 1.22. The neighborhood of point P in the reference and deformed configurations.

While position vector, r, locates material point P, the displacement vector, u, is
a measure of how much a material point moves from the reference to the deformed
configuration. The components of the displacement vector resolved in coordinate
system I = (̄ı1, ı̄2, ı̄3) can be expressed as

u(x1, x2, x3) = u1(x1, x2, x3) ı̄1 + u2(x1, x2, x3) ı̄2 + u3(x1, x2, x3) ı̄3. (1.56)
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This displacement field describes the displacement of a point at position (x1, x2, x3)
within the solid and consists of two parts: a rigid body motion and a deformation or
straining of the solid. The rigid body motion itself consists of two parts: a rigid body
translation and a rigid body rotation. By definition, a rigid body motion does not pro-
duce strain in the body. Consequently, the strain-displacement equations must extract
from the displacement field the information that describes only the deformation of
the body while ignoring its rigid body motion.

1.4.1 The state of strain at a point

A material line is the ensemble of material particles that form a straight line in the
reference configuration of the body. For instance, segments PR, PS and PT of the
reference configuration are material lines. Due to the deformation of the body, all the
material particles forming material line PR will move to segment PR in the deformed
configuration. Due to the differential nature of this segment, it can be assumed to
remain straight in the deformed configuration.

When comparing segment PR in the reference and deformed configurations, the
motion consists of two parts: a change in orientation and a change in length. Clearly,
the change in length is a deformation or stretching of the material line. Similarly,
segments PR and PS form a rectangle in the reference configuration, but they form a
parallelogram in the deformed configuration. The angular distortion of the rectangle
into a parallelogram represents a deformation of the body. Stretching of a material
line and angular distortion between two material lines will be selected as measures
of the state of strain at a point.

The stretching or relative elongations of material lines PR, PS and PT will be
denoted as ε1, ε2 and ε3, respectively. The angular distortions between segments PS
and PT, PR and PT, and PR and PS will be denoted γ23, γ13, and γ12, respectively.

Relative elongations or extensional strains

The relative elongation, ε1, of material line PR is defined as

ε1 =
‖PR‖def − ‖PR‖ref

‖PR‖ref , (1.57)

where the subscripts (·)ref and (·)def are used to indicate the reference and deformed
configurations, respectively, and ‖·‖means magnitude of a vector. The relative elon-
gation is a non-dimensional quantity. The length of the material line in the reference
configuration is

‖PR‖ref = ‖dx1 ı̄1‖ = dx1, (1.58)

whereas in the deformed configuration, it is
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‖PR‖def =‖dx1 ı̄1 + u(x1 + dx1)− u(x1)‖

=‖dx1 ı̄1 + ū(x1) +
∂u

∂x1
dx1 − u(x1)‖ = ‖dx1 ı̄1 +

∂u

∂x1
dx1‖

=‖ı̄1dx1 +
(

∂u1

∂x1
ı̄1 +

∂u2

∂x1
ı̄2 +

∂u3

∂x1
ı̄3

)
dx1‖

=

√
1 + 2

∂u1

∂x1
+

(
∂u1

∂x1

)2

+
(

∂u2

∂x1

)2

+
(

∂u3

∂x1

)2

dx1,

(1.59)

where the higher order differential terms in the Taylor series expansion of the dis-
placement field are neglected. The relative elongation now becomes

ε1 =

√
1 + 2

∂u1

∂x1
+

(
∂u1

∂x1

)2

+
(

∂u2

∂x1

)2

+
(

∂u3

∂x1

)2

− 1. (1.60)

A fundamental assumption of linear elasticity is that all displacement compo-
nents remain very small so that all second order terms can be neglected. This can be
stated as requiring

∣∣∣∣
∂u1

∂x1

∣∣∣∣ ¿ 1,

∣∣∣∣
∂u2

∂x1

∣∣∣∣ ¿ 1,

∣∣∣∣
∂u3

∂x1

∣∣∣∣ ¿ 1,

∣∣∣∣
∂u1

∂x2

∣∣∣∣ ¿ 1, etc. (1.61)

With these assumptions and by making use of the binomial expansion3, the expres-
sion for the relative elongation given in eq. (1.60) reduces to

ε1 ≈ 1 +
∂u1

∂x1
− 1 =

∂u1

∂x1
. (1.62)

A similar reasoning applied to material lines PS and PT yields expressions for the
three components of relative elongation

ε1 =
∂u1

∂x1
, ε2 =

∂u2

∂x2
, ε3 =

∂u3

∂x3
. (1.63)

Angular distortions or shear strains

The angular distortion, γ23, between two material lines PT and PS is defined as the
change of the initially right angle

γ23 = 〈TPS〉ref − 〈TPS〉def =
π

2
− 〈TPS〉def , (1.64)

where the notation 〈TPS〉 is used to indicate the angle between segments PT and PS.
Both relative elongation and angular distortion are non-dimensional quantities. To
eliminate the difference between the two angles, basic properties of the sine function
are used: the sine of the angular distortion becomes
3 When |a| ¿ 1, it is possible to expand (1± a)n ≈ 1± na.
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sin γ23 = sin
(π

2
− 〈TPS〉def

)
= cos〈TPS〉def . (1.65)

The cosine of the angle between the two material lines is computed from the law of
cosines applied to triangle TPS in the deformed configuration

‖TS‖2def = ‖PT‖2def + ‖PS‖2def − 2 cos〈TPS〉def‖PT‖def‖PS‖def . (1.66)

The angular distortion thus becomes

γ23 = arcsin
‖PT‖2def + ‖PS‖2def − ‖TS‖2def

2‖PT‖def‖PS‖def
. (1.67)

The same procedure as used above in determining ε1 can be used to compute
‖PR‖def and ‖PS‖def but since the present computations are a bit more tedious,
it will be convenient to introduce two temporary vectors, A an B, defined as follows

PTdef =
(

ı̄3 +
∂u

∂x3

)
dx3 = A, PSdef =

(
ı̄2 +

∂u

∂x2

)
dx2 = B,

and hence
TSdef = PSdef − PTdef = B −A.

With the help of this notation, the numerator, N , of eq. (1.67) becomes

N = A ·A + B ·B − (B −A) · (B −A) = 2A ·B

= 2
(

ı̄2 +
∂u

∂x2

)(
ı̄3 +

∂u

∂x3

)
dx2dx3 = 2

(
∂u2

∂x3
+

∂u3

∂x2
+

∂u

∂x2

∂u

∂x3

)
dx2dx3

= 2
(

∂u2

∂x3
+

∂u3

∂x2
+

∂u1

∂x2

∂u1

∂x3
+

∂u2

∂x2

∂u2

∂x3
+

∂u3

∂x2

∂u3

∂x3

)
dx2dx3.

(1.68)
The denominator, D, can be expressed in the same manner to find

D =2‖A‖ ‖B‖ = 2
√

A ·A
√

B ·B

=2dx2dx3

√
1 + 2

∂u2

∂x2
+

(
∂u1

∂x2

)2

+
(

∂u2

∂x2

)2

+
(

∂u3

∂x2

)2

√
1 + 2

∂u3

∂x3
+

(
∂u1

∂x3

)2

+
(

∂u2

∂x3

)2

+
(

∂u3

∂x3

)2

.

(1.69)

Finally, these results can be combined in eq. (1.67) to yield the rather cumbersome
expression γ23 = arcsinN/D. With the help of the small displacement assumption,
see eq. (1.61), the numerator simplifies to N ≈ 2(∂u2/∂x3 + ∂u3/∂x2) dx2dx3,
whereas the denominator reduces to D ≈ 2(1+∂u2/∂x2+∂u3/∂x3) dx2dx3. With
these simplifications, the shearing strain component becomes

γ23 ≈ ∂u2/∂x3 + ∂u3/∂x2

1 + ∂u2/∂x2 + ∂u3/∂x3
≈ ∂u2

∂x3
+

∂u3

∂x2
. (1.70)
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A similar reasoning applies to the other material lines to yield the three angular
distortions or shear strains as

γ23 =
∂u2

∂x3
+

∂u3

∂x2
, γ13 =

∂u1

∂x3
+

∂u3

∂x1
, γ12 =

∂u1

∂x2
+

∂u2

∂x1
. (1.71)

Summary

The relative elongations, eqs. (1.63), and angular distortions, eqs. (1.71) charac-
terize the state of deformation at a point. The relative elongations are also called
direct strains or axial strains, whereas the angular distortions are called shearing
strains or simply shear strains. It is important to note that the strain-displacement
relationships, eqs. (1.63) and (1.71) are obtained under the small displacement as-
sumption defined in eq. (1.61). If the displacements become large, expressions (1.60)
and (1.67) should be used instead. It is clear that the small displacement assumption
implies that all strain components also remain very small, i.e.,

|ε1| ¿ 1, |ε2| ¿ 1, |ε3| ¿ 1, |γ23| ¿ 1, |γ13| ¿ 1, |γ12| ¿ 1. (1.72)

Rigid body rotation

In general, the motion of a solid body can be decomposed into a rigid body motion
and straining or deformation. The previous sections are focused on the deformation
of the solid, but the rigid body motion can also be extracted from the displacement
field. The components of the rotation vector associated with the displacement field
are

ω1 =
1
2

(
∂u3

∂x2
− ∂u2

∂x3

)
, (1.73a)

ω2 =
1
2

(
∂u1

∂x3
− ∂u3

∂x1

)
, (1.73b)

ω3 =
1
2

(
∂u2

∂x1
− ∂u1

∂x2

)
. (1.73c)

Each components of the rotation vector ωT =
{
ω1, ω2, ω3

}
represent the rotation of

the solid about axes ı̄1, ı̄2, and ı̄3, respectively.

1.4.2 The volumetric strain

Consider the block of material defined by the three segments PR, PS, and PT. The
volume of this block in the reference configuration is dx1dx2dx3. After deformation,
this volume becomes

V ≈ (1+ ε1)(1+ ε2)(1+ ε3) dx1dx2dx3 ≈ (1+ ε1 + ε2 + ε3) dx1dx2dx3, (1.74)
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where the higher order strain quantities are neglected in view of eq. (1.72). The
relative change in volume is now

e =
(1 + ε1 + ε2 + ε3) dx1dx2dx3 − dx1dx2dx3

dx1dx2dx3
= ε1 + ε2 + ε3. (1.75)

The quantity e is known as the volumetric strain and measures the relative change in
volume of the material.

1.5 Analysis of the state of strain at a point

The state of strain at a point is characterized in the previous section by the relative
elongations of three material lines and their relative angular distortions. The orienta-
tions of three material lines are selected parallel to the axes of the Cartesian reference
frame I = (̄ı1, ı̄2, ı̄3). It is clear that the orientation of this reference frame is entirely
arbitrary: a reference frame I∗ = (̄ı∗1, ı̄

∗
2, ı̄

∗
3) could have been selected, and an analy-

sis identical to that of the previous section would have led to the definition of relative
elongations

ε∗1 =
∂u∗1
∂x∗1

, ε∗2 =
∂u∗2
∂x∗2

, ε∗3 =
∂u∗3
∂x∗3

, (1.76)

and angular distortions

γ∗23 =
∂u∗2
∂x∗3

+
∂u∗3
∂x∗2

, γ∗13 =
∂u∗1
∂x∗3

+
∂u∗3
∂x∗1

, γ∗12 =
∂u∗1
∂x∗2

+
∂u∗2
∂x∗2

. (1.77)

Although expressed in different reference frames, the strain displacements equations,
eq. (1.63) and (1.71), or (1.76) and (1.77) both characterize the state of deformation
at a point of the body. Therefore, the strain components resolved in the two reference
frames should be closely related. Because strain components are purely geometric in
nature, it should not be unexpected that the relationship between the strain compo-
nents resolved in two different coordinate systems is also purely geometric in nature.

1.5.1 Rotation of strains

In this section, the strain components resolved two different bases, I and I∗, will
be related to each other. The orientation of basis I∗ relative to basis I is discussed
in appendix A.3.1 and leads to the definition of the matrix of direction cosines, or
rotation matrix, R, given by eq. (A.36).

With the help of the chain rule for derivatives, the first component of strain given
by eq. (1.76) becomes

ε∗1 =
∂u∗1
∂x∗1

=
∂u∗1
∂x1

∂x1

∂x∗1
+

∂u∗1
∂x2

∂x2

∂x∗1
+

∂u∗1
∂x3

∂x3

∂x∗1
=

∂u∗1
∂x1

`1+
∂u∗1
∂x2

`2+
∂u∗1
∂x3

`3, (1.78)

where eq. (A.39) is used to express the derivatives of x1, x2, and x3 with respect to
x∗1.
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Next the displacement component u∗1 is expressed in terms of the displacement
components in coordinate system I with the help of eq. (A.39), to find

ε∗1 = `1
∂

∂x1
(`1u1 + `2u2 + `3u3) + `2

∂

∂x2
(`1u1 + `2u2 + `3u3)

+ `3
∂

∂x3
(`1u1 + `2u2 + `3u3) .

(1.79)

The last step is to use the strain-displacement relationships, eqs. (1.63) and (1.71), to
find

ε∗1 = ε1`
2
1 + ε2`

2
2 + ε3`

2
3 + γ12`1`2 + γ13`1`3 + γ23`2`3.

A similar analysis for the other direct strain components results in the following
expressions for the extensional strain in system I∗,

ε∗1 = ε1`
2
1 + ε2`

2
2 + ε3`

2
3 + 2

γ12

2
`1`2 + 2

γ13

2
`1`3 + 2

γ23

2
`2`3, (1.80a)

ε∗2 = ε1m
2
1 + ε2m

2
2 + ε3m

2
3 + 2

γ12

2
m1m2 + 2

γ13

2
m1m3 + 2

γ23

2
m2m3, (1.80b)

ε∗3 = ε1n
2
1 + ε2n

2
2 + ε3n

2
3 + 2

γ12

2
n1n2 + 2

γ13

2
n1n3 + 2

γ23

2
n2n3. (1.80c)

Proceeding in a similar manner yields the shear strain components expressed in
basis I∗

γ∗12
2

= ε1`1m1 + ε2`2m2 + ε3`3m3 +
γ12

2
(`1m2 + `2m1)

+
γ13

2
(`1m3 + `3m1) +

γ23

2
(`2m3 + `3m2), (1.81a)

γ∗13
2

= ε1`1n1 + ε2`2n2 + ε3`3n3 +
γ12

2
(`1n2 + `2n1)

+
γ13

2
(`1n3 + `3n1) +

γ23

2
(`2n3 + `3n2), (1.81b)

γ∗23
2

= ε1m1n1 + ε2m2n2 + ε3m3n3 +
γ12

2
(m1n2 + m2n1)

+
γ13

2
(m1n3 + m3n1) +

γ23

2
(m2n3 + m3n2). (1.81c)

Expressions (1.80) and (1.81) are quite tedious, but the permutations of indices
are readily observed. In these equations, it should be noted that the shear strain com-
ponents are divided by a factor of 2. In this form, eqs. (1.80) and (1.81) become
similar to eqs. (1.11) and (1.12), respectively; the axial strain take the place of the
axial stresses and the shear strain that of the shear stresses.

The shearing strain components γ23, γ13 and γ12 are called the engineering shear
strain components, whereas the tensor shear strain components, ε23, ε13 and ε12, are
defined as

ε23 =
γ23

2
, ε13 =

γ13

2
, ε12 =

γ12

2
. (1.82)

When using the tensor strain components, the strain rotation expressions,
eqs. (1.80) and (1.81), can be written in a compact matrix form as
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


ε∗1 ε∗12 ε∗13
ε∗12 ε∗2 ε∗23
ε∗13 ε∗23 ε∗3


 = RT




ε1 ε12 ε13
ε12 ε2 ε23
ε13 ε23 ε3


R, (1.83)

where R is the rotation matrix defined by eq. (A.36).
Comparing this result with eq. (1.20) for the rotation of stress components, it

becomes clear that the transformation equations for these second order tensors are
identical. Equation (1.20) expresses the transformation rules for the components of
the second order stress tensor, whereas eq. (1.83) expresses the same rule for the
second order strain tensor. In fact, a second order tensor is defined as a mathematical
entity whose components measured in two different coordinate systems transform
according to the ruled expressed by eqs. (1.20) or (1.83).

1.5.2 Principal strains

Because it has been established that stress and strain components are the components
of the second order stress and strain tensors, respectively, it should not be unexpected
that the concept of principal stresses, discussed in section 1.2.2 for the stress tensor,
has its equivalent when it comes to the strain tensor.

To introduce the concept of principal strains, the following question is asked: is
there a coordinate system I∗ for which the shear strains vanish? If such a coordinate
system exists, eq. (1.83) implies that




ε∗1 0 0
0 ε∗2 0
0 0 ε∗3


 = RT




ε1 ε12 ε13
ε12 ε2 ε23
ε13 ε23 ε3


R,

where ε∗1 = εp1, ε∗2 = εp2, and ε∗3 = εp3 are the principal strains. By pre-multiplying
by R and reversing the equality, this equation can be written in the following form




ε1 ε12 ε13
ε12 ε2 ε23
ε13 ε23 ε3


R = R




εp1 0 0
0 εp2 0
0 0 εp3


 ,

where the orthogonality of the direction cosine matrix, eq. (A.37), is used. It follows
that the principal strains, εp1, εp2 and εp3, are the solutions of three systems of three
equations of the form




ε1 ε12 ε13
ε12 ε2 ε23
ε13 ε23 ε3








n1

n2

n3



 = εp





n1

n2

n3



 ,

where εp represents each of the three principal strains and n1, n2, and n3 the principal
strain directions. These equations can be recast as a homogeneous system of linear
equations 


ε1 − εp ε12 ε13

ε12 ε2 − εp ε23
ε13 ε23 ε3 − εp








n1

n2

n3



 = 0. (1.84)
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Clearly, this homogeneous system is equivalent to system (1.13) that defines the
principal stresses.

Since this is a homogeneous system of equations, the trivial solution, n1 = n2 =
n3 = 0, is, in general, the solution of this system. When the determinant of the
system vanishes, however, non-trivial solutions will exist. The vanishing of the de-
terminant of the system leads to a cubic equation for the magnitude of the principal
strains given by

ε3p − I1ε
2
p + I2εp − I3 = 0, (1.85)

where the quantities, I1, I2, and I3, defined as

I1 = ε1 + ε2 + ε3, (1.86a)

I2 = ε1ε2 + ε2ε3 + ε3ε1 − ε212 − ε213 − ε223, (1.86b)

I3 = ε1ε2ε3 − ε1ε
2
23 − ε2ε

2
13 − ε3ε

2
12 + 2ε12ε13ε23, (1.86c)

are called the three strain invariants.
The solutions of eq. (1.85) are called the principal strains. Because this is a

cubic equation, there will be three solutions, denoted εp1, εp2, and εp2. For each of
these three solutions, the matrix of the system of equations defined by eq. (1.84) has
a zero determinant, and a non-trivial solution exists for the directions cosines that
now define the direction for which the shear strains vanish. Such direction is called a
principal strain direction. Because the equations to be solved are homogeneous, their
solution will include an arbitrary constant which can be determined by enforcing the
normality condition for unit vector n̄, n2

1 + n2
2 + n2

3 = 1.
Since there exist three principal strains, three principal strain directions must also

exist. It can be shown that these three directions are mutually orthogonal.

1.6 The state of plane strain

A particular state of strain of great practical importance is the plane state of strain.
In this case, the displacement component along the direction of axis ı̄3 is assumed
to vanish, or to be negligible compared to the displacement components in the other
two directions. This means that the only non-vanishing strain components are ε1, ε2,
and γ12, and furthermore, these strain components are assumed to be independent of
x3.

Unlike the plane state of stress considered in section 1.3, plane strain problems
are not characterized by having one dimension much thinner than the others. Instead,
displacement in one direction is zero. An example of a plane strain problem is that
of a very long buried pipe aligned with the ı̄3 direction. Such a problem is clearly
three-dimensional in its overall geometry, but if the displacement along the direction
of axis ı̄3 is small or negligible, the pipe is in a plane state of strain.

1.6.1 Strain-displacement relations for plane strain

If the material is in a plane state of strain, i.e., if u3 = 0 and ∂/∂x3 = 0, eqs (1.63)
and (1.71) reduce to
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ε1 =
∂u1

∂x1
, ε2 =

∂u2

∂x2
, γ12 =

∂u1

∂x2
+

∂u2

∂x1
. (1.87)

1.6.2 Rotation of strains

Next, the strain components measured two different orthonormal bases, I and I∗,
will be related to each other. Since this problem involves two distinct orthonormal
bases, the relationship between these two basis, as explored in appendix A.3.3, is
relevant to this development.

With the help of the chain rule for derivatives, the first component of strain given
by eq. (1.76) becomes

ε∗1 =
∂u∗1
∂x∗1

=
∂u∗1
∂x1

∂x1

∂x∗1
+

∂u∗1
∂x2

∂x2

∂x∗1
=

∂u∗1
∂x1

cos θ +
∂u∗1
∂x2

sin θ,

where eq. (A.43) is used to express the derivatives of x1 and x2 with respect to
x∗1. Next, the displacement component u∗1 is expressed in terms of the displacement
components resolved in coordinate system I with the help of eq. (A.43) to yield

ε∗1 = cos θ
∂

∂x1
(u1 cos θ + u2 sin θ) + sin θ

∂

∂x2
(u1 cos θ + u2 sin θ) . (1.88)

The last step is to use the strain-displacement relationships, eqs. (1.87), to find

ε∗1 = cos2 θ ε1 + sin2 θ ε2 + sin θ cos θ γ12. (1.89)

Proceeding in a similar manner yields the shear strain components in the I∗ coordi-
nate system

γ∗12
2

= −ε1 cos θ sin θ + ε2 sin θ cos θ +
γ12

2
(cos2 θ − sin2 θ). (1.90)

Here again, it is convenient to use the tensor component of shearing strain, ε12 =
γ12/2, see eq. (1.82).

These results can be written in a matrix form as




ε∗1
ε∗2
ε∗12



 =




cos2 θ sin2 θ 2 sin θ cos θ
sin2 θ cos2 θ −2 sin θ cos θ

− sin θ cos θ sin θ cos θ cos2 θ − sin2 θ








ε1
ε2
ε12



 . (1.91)

This relationship can be readily inverted by recognizing that the inverse transforma-
tion is obtained by replacing θ by −θ to find





ε1
ε2
ε12



 =




cos2 θ sin2 θ −2 sin θ cos θ
sin2 θ cos2 θ 2 sin θ cos θ

sin θ cos θ − sin θ cos θ cos2 θ − sin2 θ








ε∗1
ε∗2
ε∗12



 . (1.92)

Note that these transformation formulæ are identical to those derived for the stress
tensor, see eqs. (1.47) and (1.48), respectively.
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With the help of double-angle trigonometric identities, the transformation equa-
tions for tensor strain components, eq. (1.91), can also be written as

ε∗1 =
ε1 + ε2

2
+

ε1 − ε2
2

cos 2θ + ε12 sin 2θ, (1.93a)

ε∗2 =
ε1 + ε2

2
− ε1 − ε2

2
cos 2θ − ε12 sin 2θ, (1.93b)

ε∗12 = − ε1 − ε2
2

sin 2θ + ε12 cos 2θ. (1.93c)

While use of the strain tensor components, εij , renders the treatment of stress and
strain component rotation formulæ identical, it is customary to use the engineering
shear strain components, γij , instead of their tensor counterparts, and hence, the
previous equations become

ε∗1 =
ε1 + ε2

2
+

ε1 − ε2
2

cos 2θ +
γ12

2
sin 2θ, (1.94a)

ε∗2 =
ε1 + ε2

2
− ε1 − ε2

2
cos 2θ − γ12

2
sin 2θ, (1.94b)

γ∗12 = − (ε1 − ε2) sin 2θ + γ12 cos 2θ. (1.94c)

This important result shows that knowledge of the plane strain components ε1, ε2,
and γ12 in two orthogonal directions allows the computation of the strain compo-
nents in an arbitrary orientation. In other words, the knowledge of the plane strain
components in two orthogonal directions fully defines the state of strain at that point.

1.6.3 Principal strains

The relative elongation in an arbitrary direction, θ, can be computed with the help
of eq. (1.94). The orientation, θp, in which the maximum (or minimum) elongation
occurs is determined by requiring the derivative of ε∗1 with respect to θ to vanish, and
this yields

dε∗1
dθ

= −ε1 − ε2
2

2 sin 2θp +
γ12

2
2 cos 2θp = 0. (1.95)

This can be solved for 2θp to find the orientation of extreme elongation as

tan 2θp =
γ12/2

(ε1 − ε2)/2
, (1.96)

where the factor 2 has not been canceled out in order to retain the similarity with
eq. (1.33) if τ12 is replaced with γ12/2 and σ1 and σ2 with ε1 and ε2, respectively.
This equation presents two solutions, θp1 and θp2 = θp1+π/2, corresponding to two
mutually orthogonal principal strain directions. The maximum axial strain is found
along one direction, and the minimum is found along the other.

To define these orientations unequivocally, it is convenient to separately define
the sine and cosines of angle 2θp as follows
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sin 2θp =
γ12

2∆
, cos 2θp =

ε1 − ε2
2∆

, (1.97)

where

∆ =

√(
ε1 − ε2

2

)2

+
(γ12

2

)2

. (1.98)

This result is equivalent to eq. (1.96), but it gives a unique solution for θp because
both the sine and cosine of the angle are known. The maximum and minimum axial
strains, denoted εp1 and εp2, respectively, act in the directions θp1 and θp2 = θp1 +
π/2, respectively. These maximum and minimum axial strains, called the principal
strains, are evaluated by introducing eq. (1.97) into eq. (1.94) to find

εp1 =
ε1 + ε2

2
+ ∆; εp2 =

ε1 + ε2
2

−∆. (1.99)

Finally, the shear strain in the principal directions vanishes as can be verified by
introducing eq. (1.97) into eq. (1.94).

The development of the equations for the state of strain at a point yield equations
that are very similar to those developed in section 1.2.2 for the state of stress at a
point. In particular, the transformation equations are similar in form (identical if the
strain tensor components, ε12 = γ12/2, are used to define the shear strain) and lead in
both cases to the existence of principal stresses and principal strains. The orientations
of the principal stresses and principal strains are not necessarily identical.

1.6.4 Mohr’s circle for plane strain

Equations (1.94) express the direct and shear strains along an arbitrary direction de-
fined by angle θ with respect the axis ı̄1, but the presence of trigonometric functions
involving the angle 2θ makes it difficult to give a geometric interpretation of these
formulae. Let the state of strain at a point be defined by its principal strains, εp1 and
εp2; eq. (1.94) then implies that the strains along a direction defined by angle θ with
respect to the principal strain directions can be written as

ε∗ = εa + R cos 2θ,
γ∗

2
= −R sin 2θ, (1.100)

where εa = (εp1 + εp2)/2, and R = (εp1 − εp2)/2. With this notation and the help
of trigonometric identities, eq. (1.100) becomes

(ε∗ − εa)2 +
(

γ∗

2

)2

= R2. (1.101)

This equation represents the equation of a circle which is known as Mohr’s circle.
When ε∗ is plotted along the horizontal axis and γ∗/2 along the vertical axis, the
center of the circle is at a coordinate εa on the horizontal axis, and the radius of the
circle is R, as depicted in fig. 1.23.
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Consider now point A1 on Mohr’s circle such that segment OA1 makes an an-
gle 2θ with the horizontal. The coordinates of this point are ε∗ = εa + R cos 2θ and
γ∗/2 = −R sin 2θ; hence, in view of eq. (1.100), the coordinates of point A1 rep-
resent the strain components along a direction defined by angle θ. In fact, each point
on Mohr’s circle represents the strain components along a specific orientation.

An important sign convention must be

e
p1

e
p2

e
a

2q

O

A2

A1

B P1P2

E2

E1

Direction of

positive q

e

g  /212

Fig. 1.23. Mohr’s circle for visualizing
plane strain state.

defined: on Mohr’s circle, a positive angle
θ is measured in the counterclockwise di-
rection, see fig. 1.23, to match the positive
direction of angle θ that identifies the ori-
entation of a face in fig. 1.12. Given the
sign convention for angle θ, the shear strain
must be positive downward on the ordinate
of Mohr’s circle depicted in fig. 1.23.4

All the developments presented in sec-
tion 1.3.6 for visualizing a plane state of

stress using Mohr’s circle also apply to the present problem of visualizing the plane
state of strain, provided however, that the strain tensor is used. This means that γ12/2
must be plotted on the vertical axis.

1.7 Measurement of strains
The goal of the theory of elasticity is to predict the state of stress at any point of an
elastic body, given the applied loading. Such predictions must be validated by mea-
suring the state of stress at specific points of a body, then comparing these measure-
ments with the corresponding predictions. Unfortunately, no practical experimental
device can measure stresses directly. An indirect measurement must therefore be
made by first measuring the state of strain, then computing the corresponding state
of stress using the constitutive laws for the material.

Strain gauges

Measurement of the state of strain itself is not an entirely straightforward process.
First, it is relatively difficult to measure the strain state at an interior point of a solid
body, so most measurement methods focus on measuring strains on the body’s exter-
nal surface. As noted in previous sections, the two-dimensional strain state is charac-
terized by both direct and shear components. Measurements of the very small angular
changes associated with shear strains are difficult to perform, but measurements of
extensional strains on a surface are surprisingly easy to acquire.

The relative elongation at the surface of a body can be measured with the help
of what are called electrical resistance strain gauges, or more simply strain gauges.
This device consists of a very thin electric wire, or an etched foil pattern, which is
glued to the surface of the solid. When the solid experiences an extensional strain,
this strain is transferred through the glue to the gauge, hence increasing the length
4 An equivalent construction of Mohr’s circle has the shear strain positive upwards along the

ordinate, but angle θ is then positive in the clockwise direction.
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of the wire. In turn, the wire’s cross-section is reduced by Poisson’s effect, thereby
slightly increasing its electrical resistance. The reverse happens for compressional
strains, and the electrical resistance is slightly reduced in this case.

An accurate electrical measurement of this resistance change, using a Wheat-
stone bridge circuit for instance, yields an estimate of the length change, which in
turn, allows an accurate estimate of the relative elongation and finally, the exten-
sional strain in the direction of the wire. Because strain quantities are very small,
strain measurements are often labeled in micro-strains, which indicates a relative
elongation of µ m/m = 10−6 m/m. Because strains are non-dimensional quantities,
the units employed for measurement of elongation can be any units of length.

Chevron strain gauge

Figure 1.24 shows the external surface of a body with two strain gauges forming at
a 90 degree angle with respect to each other; this configuration is sometimes called
chevron strain gauge. This device is of finite size, and hence, the two extensional
strain measurements are not made exactly at the same point, but if the chevron strain
gauge is very small and the strain gradients are small compared to its size, it can be
assumed that the two gauges experience the same strain state.

Let e+45 and e−45 be the experimentally measured relative elongations in the
two gauge directions. The two gauges of the chevron are oriented at ± 45 degrees
with respect to a triad, I = (̄ı1, ı̄2), as shown in fig. 1.24. The state of strain at that
point is defined by the three strain components, ε1, ε2, and γ12, resolved in triad I.
With the help of eq. (1.94a), these measurements can be expressed as follows

e+45 =
ε1 + ε2

2
+

ε1 − ε2
2

cos(2× 45◦) +
γ12

2
sin(2× 45◦) =

ε1 + ε2
2

+
γ12

2
,

e−45 =
ε1 + ε2

2
+

ε1 − ε2
2

cos(2× 135◦) +
γ12

2
sin(2× 135◦) =

ε1 + ε2
2

− γ12

2
.

Clearly, the two measurements, e+45 and e−45, are not sufficient to determine the
strain state at the chevron’s location. Indeed, three measurements would be required
to determine the three strain components, ε1, ε2, and γ12. It is possible, however,
to unequivocally determine the shear strain by subtracting the above equations from
each other to find

γ12 = e+45 − e−45. (1.102)

Adding the two equations yields ε1 + ε2 = e+45 + e−45, but the two normal strain
components, ε1 and ε2, cannot be determined individually.

The complete state of strain at the surface of the body is specified by three in-
dependent quantities, i.e., either two extensional and a shear strain, or two principal
strains and a principal direction. These can be computed from the measurement of
relative elongation in three distinct directions on the surface.
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Fig. 1.24. Two strain gauges at the surface of
a solid.
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Fig. 1.25. Three strain gauges forming a
rosette at the surface of a solid.

Strain gauge rosette

The experimental determination of the strain state at the surface of a body requires
three independent measurements. One approach is to locate three strain gauges form-
ing an equilateral triangle at the external surface of a body, as depicted in fig. 1.25.
This type of device is commonly referred to as a strain gauge rosette; the configu-
ration shown in the figure is often called a “delta rosette.” Once again, this rosette
is of finite size, and hence, the three extensional strain measurements are not made
exactly at the same point, but if the rosette is very small and the strain gradients are
small compared to the size of the rosette, it can be assumed that the three gauges
experience the same strain state.

Let e1, e2, and e3 be the experimentally measured relative elongations in the three
gauge directions. With the help of eq. (1.94a), these measurements can be related to
the strain components measured in triad I = (̄ı1, ı̄2) as follows

e1 =
ε1 + ε2

2
+

ε1 − ε2
2

,

e2 =
ε1 + ε2

2
+

ε1 − ε2
2

cos(+2× 60◦) +
γ12

2
sin(+2× 60◦),

e3 =
ε1 + ε2

2
+

ε1 − ε2
2

cos(−2× 60◦) +
γ12

2
sin(−2× 60◦).

These relationships can be inverted to yield the strain components in terms of the
measured axial strains

ε1 = e1, ε2 =
2
3

(
e2 + e3 − e1

2

)
, γ12 =

2√
3

(e2 − e3) . (1.103)

The principal strain directions then follow from (1.97)

sin 2θp =
e2 − e3√

3∆
, cos 2θp =

2e1 − e2 − e3

3∆
, (1.104)

and the principal strains are

εp1 = ē + ∆, εp2 = ē−∆, (1.105)

where ē = (e1 + e2 + e3)/3 and ∆ = 2/3
√

e2
1 + e2

2 + e2
3 − e2e3 − e1e3 − e1e2.
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Various commonly used strain gauge arrangements are depicted in fig. 1.26. Note
that a complete evaluation of the state of strain requires the knowledge of three strain
components, and thus requires three independent measurements in three distinct di-
rections. Combinations (a) and (c) of fig. 1.26 provide three independent measure-
ments from which the strain state can be evaluated using a similar approach to that
developed above for the delta strain gauge rosette shown in fig. 1.25.

Combinations (B) and (D) allow four independent measurements to be made
to provide enough information in the event when one of the gauges is damaged.
If the four gauges are properly working, the redundant information can be used to
compensate for experimental errors, as illustrated in example 1.4 for the T-Delta
rosette.
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Fig. 1.26. Various commonly used strain gauge arrangements.

Example 1.4. Data reduction for the T-Delta rosette
Consider the T-Delta rosette shown in fig. 1.26 D. Given the output of the four
gauges, e1, e2, e3 and e4, find the state of strain at the location of the rosette. First,
the four measurements are expressed in terms of the three strain components with
the help of eq. (1.94a) to find

e1 =
ε1 + ε2

2
+

ε1 − ε2
2

cos 120 +
γ12

2
sin 120 =

ε1 + ε2
2

− ε1 − ε2
4

+
√

3
4

γ12,

e2 =
ε1 + ε2

2
+

ε1 − ε2
2

cos 240 +
γ12

2
sin 240 =

ε1 + ε2
2

− ε1 − ε2
4

−
√

3
4

γ12,

e3 =
ε1 + ε2

2
+

ε1 − ε2
2

= ε1,

e4 =
ε1 + ε2

2
+

ε1 − ε2
2

cos 180 +
γ12

2
sin 180 = ε2.

These relationships form a set of four equations for three unknowns, the strain com-
ponents ε1, ε2, and γ12, which can be written in a compact matrix form as




1/4 3/4
√

3/4
1/4 3/4 −√3/4
1 0 0
0 1 0








ε1
ε2
γ12



 =





e1

e2

e3

e4





.
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These equations form an over-determined set of equations to evaluate the three com-
ponents of strain. Since the strain measurement are likely to involve experimental
errors, it seems appropriate to solve the over-determined system in a least squares
sense, as explained in appendix A.2.10. For this problem, the least-squares solution
given by eq. (A.33) becomes

1
8




9 3 0
3 17 0
0 0 3








ε1
ε2
γ12



 =





(e1 + e2)/4 + e3

3(e1 + e2)/4 + e4√
3 (e1 − e2)/4



 .

The solution of this 3× 3 linear system then yields the desired strain components as

ε1 =
2e1 + 2e2 + 17e3 − 3e4

18
; ε2 =

6e1 + 6e2 − 3e3 + 9e4

18
; γ12 =

2(e1 − e2)√
3

.

1.7.1 Problems

Problem 1.14. Data reduction for the delta rosette
Consider the delta rosette shown in fig. 1.26 C. The measured data are e1 = 410µ, e2 =
−290µ, and e3 = 610µ. (1) Find the state of strain at this location. (2) Draw Mohr’s circle
for this state of strain. (3) Find the orientation of the principal strain directions, and (4) find
the principal strains. Use a software package to carry out these calculations.

Problem 1.15. Data reduction for the rectangular rosette
Consider the rectangular rosette shown in fig. 1.26 A. The measured data are e1 = −510µ,
e2 = 780µ, e3 = 340µ. (1) Develop expressions similar to eq. (1.103) for the state of strain
with respect to a surface axis system aligned with gauges #1 and #2. (2) Find the state of strain
at this location for the given data. (3) Draw Mohr’s circle for this state of strain. (4) Find the
orientation of the principal strain directions, and (5) the principal strains.

Problem 1.16. Data reduction for the T-V rosette
Consider the T-V rosette shown in fig. 1.26 B. The measured data is e1 = 910µ, e2 = 990µ,
e3 = 310µ and e4 = 190µ. Use a least square approach to solve this problem. (1) Find
the state of strain at this location. (2) Draw Mohr’s circle for this state of strain. (3) Find the
orientation of the principal strain directions, and (4) the principal strains.

Problem 1.17. Correlating rosette strain measurements
Consider the strain gauge arrangements shown in fig. 1.26 B. If the strain measurements e1,
e2 and e3 are given find the strain e4.

Problem 1.18. Correlating rosette strain measurements
Consider the strain gauge arrangements shown in fig. 1.26 D. If the strain measurements e1,
e2 and e4 are given, find the strain e3.

Problem 1.19. Misaligned Delta rosette
The delta rosette depicted in fig. 1.27 has been improperly installed on a solid: instead of
aligning the rosette with axes ı̄1 and ı̄2, as desired, the gage was installed at an angle θ with
respect to the desired directions. This implies that the gauge measurements will be e∗1, e∗2 and
e∗3, instead of the desired e1, e2 and e3. Since the misalignment is unintentional, the experi-
mentalist will use the measurements, e∗1, e∗2 and e∗3, as if they were e1, e2 and e3, respectively.
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In other words, he will use the measurements e∗1, e∗2 and e∗3 to extract the strain state, thinking
that θ = 0. (1) If the strain state is ε1 = 1245µ, ε2 = −780µ and γ12 = 675µ, determine
the state of strain that the experimentalist will erroneously extract, denoted ε̂1, ε̂2 and γ̂12, as
function of the misalignment angle. (2) On one graph, plot the relative errors (ε̂1 − ε1)/ε1,
(ε̂2 − ε2)/ε2 and (γ̂12 − γ12)/γ12, as functions of θ ∈ [−10, 10] degrees.
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Fig. 1.27. Delta rosette with an angular misalignment of θ.

Problem 1.20. Transverse shear strain in beams
In beam theory, it is assumed that the planar cross-section of the beam remains planar and
remains perpendicular to the axis of the beam as it bends. This implies that two material lines,
the axis of the beam and a material line in the plane of the cross-section, remain perpendicular
to each other. In view of this assumption, what is the transverse shear strain along the axis of
the beam?

1.8 Strain compatibility equations

The displacement field uniquely defines the deformation of a solid body. Six strain
components, however, are defined to characterize the state of deformation at a point.
Hence, the strain components are not independent and must satisfy a set of relation-
ships called the strain compatibility equations. Consider the following derivatives of
the shear strain components

∂2γ23

∂x2∂x3
=

∂2

∂x2∂x3

(
∂u2

∂x3
+

∂u3

∂x2

)
=

∂3u2

∂x2∂x2
3

+
∂3u3

∂2x2∂x3
=

∂2ε2
∂x2

3

+
∂2ε3
∂x2

2

.

This implies that the shear and axial strain components are not independent. Consider
now a different set of derivatives

∂2ε1
∂x2∂x3

=
∂3u1

∂x1∂x2∂x3
,

∂γ23

∂x1
=

∂2u2

∂x1∂x3
+

∂2u3

∂x1∂x2
;

∂γ13

∂x2
=

∂2u1

∂x2∂x3
+

∂2u3

∂x1∂x2
,

∂γ12

∂x3
=

∂2u1

∂x2∂x3
+

∂2u2

∂x1∂x3
,

which imply
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2
∂2ε1

∂x2∂x3
=

∂

∂x1

(
−∂γ23

∂x1
+

∂γ13

∂x2
+

∂γ12

∂x3

)
.

This is another relationship between the shear and axial strain components.
Similar relationships can be obtained through cyclical permutations of the indices

to yield Saint-Venant’s strain compatibility equations

∂2γ23

∂x2∂x3
=

∂2ε2
∂x2

3

+
∂2ε3
∂x2

2

, (1.106a)

∂2γ13

∂x1∂x3
=

∂2ε1
∂x2

3

+
∂2ε3
∂x2

1

, (1.106b)

∂2γ12

∂x1∂x2
=

∂2ε1
∂x2

2

+
∂2ε2
∂x2

1

, (1.106c)

2
∂2ε1

∂x2∂x3
=

∂

∂x1

(
−∂γ23

∂x1
+

∂γ13

∂x2
+

∂γ12

∂x3

)
, (1.106d)

2
∂2ε2

∂x1∂x3
=

∂

∂x2

(
+

∂γ23

∂x1
− ∂γ13

∂x2
+

∂γ12

∂x3

)
, (1.106e)

2
∂2ε3

∂x1∂x2
=

∂

∂x3

(
+

∂γ23

∂x1
+

∂γ13

∂x2
− ∂γ12

∂x3

)
. (1.106f)

Some reflection is needed to fully understand the need for stating the compati-
bility equations. Clearly, if the state of deformation is defined by the three compo-
nents of the displacement vector, i.e., if the displacement field is given, it is a simple
matter to compute the six strain components using eqs. (1.63) and (1.71). The in-
verse problem, however, is not so simple: if the state of deformation is defined by
six components of strain, i.e., given the strain field, it is not obvious to determine the
displacement components that give rise to this strain field. Indeed, the six strain com-
ponents are generated based on three displacement components only. Furthermore,
some strain states could possibly be associated with displacement fields that include
discontinuities or jumps corresponding to gaps or tears in the continuous body. In
summary, if the six components of the strain field are derived from the three com-
ponents of the displacement field, they are not independent and must satisfy Saint-
Venant’s strain compatibility equations. Three only of the six compatibility equations
are independent.
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Constitutive behavior of materials

The solution of elasticity problems requires three types of relationships. First, the
equilibrium equations discussed in section 1.1.2, second, the strain-displacement
relationships of section 1.4.1. Finally, the stress and strain fields must be related
through a set of constitutive laws. These constitutive laws characterize the mechani-
cal behavior of the material and consist of a set of mathematical idealizations of their
observed behavior.

Homogeneity and isotropy

Constitutive laws for homogeneous, isotropic materials will be presented first. A
homogeneous material is a material for which the physical properties are identical
at each point within the sample. An isotropic material is a material for which the
physical properties are identical in all directions. A sample of mild steel or aluminum
can usually be assumed to be both homogeneous and isotropic.

Many engineering materials, however, are neither homogeneous nor isotropic.
Consider a composite material consisting of long fibers aligned along a single direc-
tion and embedded in a matrix material. Such material is not homogeneous: the prop-
erties of the fibers are, in general, very different from those of the matrix material.
Furthermore, it is not isotropic: if loading is applied along the fibers, the response
of the material is likely to be very different from that observed when the loading is
applied in a direction transverse to the fiber orientation. Such a material is referred
to as being heterogeneous and anisotropic and will be examined in the second half
of this chapter.

The assumptions of homogeneity or isotropy are scale dependent. For instance,
it seems reasonable to consider a sample of aluminum to be both homogeneous
and isotropic. Of course, at the atomic level, aluminum is neither homogeneous nor
isotropic. Hence, assumptions of homogeneity and isotropy only hold for samples
containing a very large number of atoms.

For high temperature turbine blade applications, either poly-crystalline or single
crystal materials might be used. For single crystal materials, the atoms are arranged
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to form regular lattice structures that create a clearly defined orientation in the mate-
rial. In such a case, a sample containing a large number of atoms could be assumed
to be homogeneous but anisotropic, because the response of the material will be
different when stresses are applied in different directions with respect to the lattice
directions.

For poly-crystalline material samples containing a large number of crystals, the
material could be considered homogeneous, but if the crystals are generally ori-
ented in a specific direction, the material will be anisotropic. This can be the case
for forged metals where the forging process aligns the crystals. For poly-crystalline
material samples containing a large number of crystals arranged at random orienta-
tions with respect to each other, the material can be considered both homogeneous
and isotropic, and this is often the case for common structural metals such as steel
and aluminum.

For composite material reinforced with long fibers all aligned in the same direc-
tion, the material is clearly anisotropic because the fiber direction defines a preferen-
tial direction for the material. For samples containing just a few fibers, the material
is not homogeneous, whereas for samples containing a very large number of fibers it
is a reasonable assumption to consider the material to be homogeneous.

Material testing

At present, no first-principles based models models accurately describe the constitu-
tive properties of structural materials. Most practical constitutive models are based
on empirical data, and various types of constitutive laws have been proposed to rep-
resent the many types of experimentally observed material behaviors.

If the deformation of the body remains
N

N

Specimen
cross-section

l
Test

section

Grip of
the testing

machine

A

Fig. 2.1. Homogeneous bar loaded by
a single stress component σ1

very small, however, the stress-strain relation-
ship can often be assumed to be linear. This
widely used approximation, in which stress is
proportional to strain, will be discussed in sec-
tion 2.1.1. As the magnitude of the deformation
increases, the stress-strain relationship can no
longer be assumed to remain linear.

The stress-strain relationship for large de-
formations has distinctly different characteris-
tics depending on whether the material is duc-
tile or brittle. Constitutive relationships for duc-
tile materials are presented in section 2.1.4 and
relationships for brittle materials are presented
in section 2.1.5.

Typically, material behavior is characterized by carrying out a tensile test similar
to that sketched in fig. 2.1, in which a bar of circular cross-sectional area, A, is
loaded in a testing machine that applies an axial force, N , to the test specimen. The
test section is a representative portion of the test specimen of length, `, located at a
sufficient distance away from the grips of the testing machine to avoid the end effects
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they generate. The grips of the testing machine move slowly, applying an increasing
load to the specimen. During the test, the extensional strain in the sample is computed
by dividing the change in length of the test section by its original length, ε1 = ∆`/`.
The stress in the sample is computed by dividing the applied load by the sample
cross-sectional area, σ1 = N/A. The results of the test are presented in the form of
a stress-strain diagram: the strain is plotted along the abscissa, the stress along the
ordinate.

2.1 Constitutive laws for isotropic materials

2.1.1 Homogeneous, isotropic, linearly elastic materials

For specimens undergoing small deformations, the stress-strain diagram often ex-
hibits a linear behavior. Although this is a very crude approximation to the behavior
of actual materials, it is a convenient assumption that is often used for preliminary
evaluation. A linear relationship between stress and strain can be expressed as

σ1 = E ε1, (2.1)

where the coefficient of proportionality, E, is called Young’s modulus or modulus of
elasticity. Since strains are non-dimensional quantities, this coefficient has the same
units as stress quantities, i.e., Pa. This linear relationship is known as Hooke’s law.

The elongation of a bar in the direction of the applied stress is accompanied by a
lateral contraction that is also proportional to the applied stress. The resulting defor-
mations for this uniaxial state of stress can therefore be described by the following
strains

ε1 =
1
E

σ1, ε2 = − ν

E
σ1, ε3 = − ν

E
σ1, (2.2)

where ν is called Poisson’s ratio and is a non-dimensional constant.
If a stress component, σ2, is applied to the same material, similar deformations

will result
ε1 = − ν

E
σ2, ε2 =

1
E

σ2, ε3 = − ν

E
σ2. (2.3)

Note that the assumption of material isotropy implies identical values of Young’s
modulus and Poisson’s ratio in eq. (2.2) and (2.3). Similar relationships hold for an
applied stress, σ3.

Generalized Hooke’s law

When the three stress components are applied simultaneously, the resulting defor-
mation is the sum of the deformations obtained for each stress component applied
individually because of the assumed linear behavior of the material. This results in
the generalized Hooke’s law for extensional strains
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ε1 =
1
E

[σ1 − ν(σ2 + σ3)] , (2.4a)

ε2 =
1
E

[σ2 − ν(σ1 + σ3)] , (2.4b)

ε3 =
1
E

[σ3 − ν(σ1 + σ2)] . (2.4c)

The extensional strains depend only on the direct stresses and not on the shear
stresses. This is a key characteristic of isotropic materials, which does not hold for
anisotropic materials.

Shear stress-shear strain relationships

The relationship between the shear strains and the shear stresses is bit more compli-
cated to deduce, but it is revealed by the following reasoning. Consider the state of
pure shear in a plane stress state described in section 1.3.5, which is characterized
by two principal stresses that are equal and opposite in magnitude and with the third
principal stress equal to zero. Assume that the principal stresses are σp2 = −σp1,
σp3 = 0. The corresponding extensional strain components then follow from the
generalized Hooke’s law eq. (2.4a) and (2.4b) while the shear strain must be zero in
the principal axes

ε1 =
1 + ν

E
σp1, ε2 = −1 + ν

E
σp1, γ12 = 0. (2.5)

In the analysis of the pure shear stress state, the state of stress on faces oriented
at a 45◦ angle with respect to the principal stress directions is shown to take on an
extreme value given by

τ∗s12 = σp2 = −σp1, σ∗s1 = σ∗s2 = 0 (2.6)

where the asterisk and subscript “s” are used to designate this special rotated axis
system with maximum shear stresses. The strains in this rotated axis system are
readily obtained from eq. (1.94), with θs = 45◦,

γ∗s12 = −(ε1 − ε2) = −2(1 + ν)
E

σp1; ε∗s1 = ε∗s2 = 0. (2.7)

The relationship between τ∗s12 and γ∗s12 is then obtained by comparing eq. (2.6) and
eq. (2.7) above to find γ∗s12 = −2(1+ν)σp1/E = 2(1+ν)τ∗s12/E, or τ∗s12 = G γ∗s12,
where

G =
E

2(1 + ν)
(2.8)

is defined as the shear modulus.
The above reasoning can be repeated for a state of pure shear in the other two

orthogonal planes leading to similar results for the other shear stresses and strains,
and this can be summarized by the generalized Hooke’s law for shear strains
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γ23 = τ23/G, γ13 = τ13/G, γ12 = τ12/G. (2.9)

Here again, the shear modulus is the same in all directions due to the assumed
isotropy of the material.

The shear strain-shear stress relationships, eq. (2.9), are established for the case
of pure shear. They remain valid, however, for more complex stress states involving
axial stresses, because, in view of eq. (2.4), axial stresses create no shear strains. Sim-
ilarly, the generalized Hooke’s law, eq. (2.4), is established when only axial stresses
are applied. They do remain valid for more complex stress states involving shear
stresses because, in view of eq. (2.9), shear stresses create no axial strains.

Matrix form of the constitutive laws

The constitutive laws, eqs. (2.4) and (2.9), are often called the generalized Hooke’s
laws. They can be expressed in a compact matrix form as

ε = S σ, (2.10)

where ε and σ are the strain and stress arrays, respectively, and store the six strain
and stress components, respectively,

ε =
{
ε1, ε2, ε3, γ23, γ13, γ12

}T
, (2.11a)

σ =
{
σ1, σ2, σ3, τ23, τ13, τ12

}T
, (2.11b)

and the 6× 6 material compliance matrix, S, is defined as

S =
1
E




1 −ν −ν 0 0 0
−ν 1 −ν 0 0 0
−ν −ν 1 0 0 0
0 0 0 2(1 + ν) 0 0
0 0 0 0 2(1 + ν) 0
0 0 0 0 0 2(1 + ν)




. (2.12)

The upper left 3 × 3 partition of the compliance matrix represents generalized
Hooke’s law, eq. (2.4), whereas the lower right 3 × 3 partition represents the shear
stress-shear strain relationships, eq. (2.9). The vanishing of the upper right and lower
left partitions stems from the absence of coupling between axial stresses and shear
strains, and shear stresses and axial strains, respectively.

In summary, a homogeneous, linearly elastic, isotropic material is characterized
by the constitutive laws given by eqs. (2.4) and (2.9) or combined as eq. (2.10).
Only two material parameters are involved in these laws, Young’s modulus, E, and
Poisson’s ratio, ν. The shear modulus G can be evaluated from eq. (2.8).

The constitutive laws are often presented in the compliance form of eq. (2.10),
i.e., strains are expressed as a function of stress. A straightforward algebraic process,
however, yields the stiffness form of the same constitutive laws, where stresses are
expressed as a function of strains,
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σ = C ε, (2.13)

where the 6× 6 material stiffness matrix, C, is defined as

C =
E

(1 + ν)(1− 2ν)




1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0
ν ν 1− ν 0 0 0

0 0 0
1− 2ν

2
0 0

0 0 0 0
1− 2ν

2
0

0 0 0 0 0
1− 2ν

2




. (2.14)

Plane stress state

The state of plane stress is studied in section 1.3. It will be convenient to define stress
and strain arrays that include only the relevant components of stress and strain,

ε =
{
ε1, ε2, γ12

}T
, (2.15a)

σ =
{
σ1, σ2, τ12

}T
. (2.15b)

For the state of plane stress, σ3 = τ13 = τ23 = 0, and the stiffness matrix reduces to
a 3× 3 matrix,

C =
E

(1− ν2)




1 ν 0
ν 1 0

0 0
1− ν

2


 . (2.16)

The constitutive laws for plane stress then become σ = C ε, where stress and strain
arrays are defined by eqs. (2.15), and the stiffness matrix by eq. (2.16). Note that due
to Poisson’s ratio effect, the strain component ε3 does not vanish, ε3 = −ν(σ1 +σ2).

Plane strain state

For the plane strain case, ε3 = γ13 = γ23 = 0, the stiffness matrix again reduces to
a 3× 3 matrix, but now different from eq. (2.16),

C =
E

(1 + ν)(1− 2ν)




1− ν ν 0
ν 1− ν 0

0 0
1− 2ν

2


 . (2.17)

The constitutive laws for plane stress then become σ = C ε, where stress and strain
arrays are defined by eqs. (2.15), and the stiffness matrix by eq. (2.17). Note that the
stress component, σ3, does not vanish due to Poisson’s ratio effect, σ3 = νE(ε1 +
ε2)/[(1 + ν)(1− 2ν)].
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The bulk modulus

The volumetric strain is readily evaluated with the help of eq. (1.75)

e = ε1 + ε2 + ε3 =
1− 2ν

E
(σ1 + σ2 + σ3) =

1− 2ν

E
I1, (2.18)

where I1 is the first stress invariant defined by eq. (1.15a).
In the special case of an applied hydrostatic pressure, σ1 = σ2 = σ3 = p, a linear

relationship is found between the applied pressure and the resulting volumetric strain

p = κ e, (2.19)

where
κ =

E

3(1− 2ν)
, (2.20)

is known is the bulk modulus of the material. When Poisson’s ratio approaches a
value of 1/2, the bulk modulus approaches infinity, implying the vanishing of the
volumetric strain under an applied pressure. Such a material is called an incompress-
ible material. Many types of rubber materials are nearly incompressible, and metals
undergoing plastic deformations are often assumed to be nearly incompressible.

2.1.2 Thermal effects

When a sample of a material is heated, its dimensions will change. Under a change in
temperature, homogeneous isotropic materials will expand equally in all directions,
generating thermal strains, εt = f(∆T ), where f(∆T ) is a function of the change in
temperature ∆T . The volume of most materials increases when they are subjected to
increased temperatures, whereas temperature decreases generally cause the material
to shrink. There are, however, notable exceptions. For example, the transition from
water to ice under decreasing temperature is accompanied by a volume increase.

For moderate temperature changes, it is often adequate to assume that f(∆T )
is a linear function of the temperature change, i.e., f(∆T ) = α∆T , where α is the
coefficient of thermal expansion, a positive number if the material expands under
increased temperature. The thermal strain now becomes

εt = α∆T. (2.21)

Two important aspects of thermal deformations must be emphasized. First, ther-
mal strains are purely extensional: temperature changes do not induce shear strains.
Second, thermal strains do not generate internal stresses, in contrast with mechanical
strains that are related to internal stresses through the material constitutive law. An
unconfined material sample subjected to a temperature change simply expands, but
remains unstressed.

For homogeneous isotropic materials, the total strain is the sum of the thermal
and mechanical strains. Thermal strains are the consequence of temperature changes,
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whereas mechanical strains result from the application of stresses. The total strains
are the superposition of the mechanical strains, given by eq. (2.4), and their thermal
counterparts, given by eq. (2.21),

ε1 =
1
E

[σ1 − ν(σ2 + σ3)] + α∆T ; (2.22a)

ε2 =
1
E

[σ2 − ν(σ1 + σ3)] + α∆T ; (2.22b)

ε3 =
1
E

[σ3 − ν(σ1 + σ2)] + α∆T. (2.22c)

Because temperature changes induce no shear strains, the shear stress-shear strain
relationships given by eq. (2.9) remain unchanged.

When dealing with constrained material samples, temperature changes will indi-
rectly generate stresses in the material. For example, consider a bar constrained at its
two ends by rigid walls that prevent any extension of the bar. When subjected to a
temperature change, ∆T , the bar tries to expand in all directions, but the rigid walls
prevent expansion of the bar along its axis, ı̄1. The stress components in the trans-
verse direction, σ2 and σ3, must vanish because the bar is free to expand in those
directions, whereas the axial strain, ε1, must vanish, due to the presence of the rigid
walls. Eq. (2.22a) then implies

ε1 =
1
E

[σ1] + α∆T = 0,

and hence, σ1 = −Eα∆T ; the temperature change induces a compressive stress
in the bar. Such stresses are called thermal stresses. If same the bar is allowed to
freely expand, i.e., if the end walls are removed, axial equilibrium of the bar implies
σ1 = 0 and eq. (2.22a) then yields ε1 = α∆T : the temperature change induces
thermal strains, but no thermal stresses.

Example 2.1. Material sample confined in a rigid circular cylinder
Consider a sample of linearly elastic, isotropic material confined in an infinitely rigid
circular cylinder and subjected to an applied stress σ3, as depicted in fig. 2.2. Because
the circular cylinder cannot deform in the directions perpendicular to the applied
stress direction, the corresponding strain components must vanish, ε1 = ε2 = 0. The
first two equations of the generalized Hooke’s laws, eqs. (2.4a) and (2.4b), then yield
σ1 = σ2 = ν/(1 − ν) σ3. Introducing these results into the last of the generalized
Hooke’s laws, eq. (2.4c), leads to

ε3 =
(1 + ν)(1− 2ν)

E(1− ν)
σ3.

The apparent modulus of elasticity of the sample is defined as Ea = σ3/ε3, and

Ea =
(1− ν)

(1 + ν)(1− 2ν)
E.
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s3

Fig. 2.2. Elastic material sample confined in
a rigid circular cylinder.

0 0.1 0.2 0.3 0.4 0.5
0

2

4

6

8

10

POISSON’S RATIO n

A
P

P
A

R
E

N
T

M
O

D
U

L
U

S
 E

/E
a

Fig. 2.3. Normalized apparent modulus of
elasticity versus Poisson’s ratio.

As Poisson’s ratio approaches 1/2, the normalized apparent modulus of elasticity
Ea/E increases rapidly, as shown in fig. 2.3. For ν = 0.45, Ea/E = 3.79, i.e., the
apparent modulus of the sample is 3.79 times that of the material.

Example 2.2. State of strain at the outer surface of a body
An experimentalist has measured the state of strain, ε1, ε2, and γ12, at the outer sur-
face of a three-dimensional body made of a homogeneous, isotropic, linearly elastic
material. Axes ı̄1 and ı̄2 define the plane tangent to the outer surface of the body, and
axis ı̄3 is normal to this outer surface. Find the strain components ε3, γ13 and γ23.

Since the outer surface of the body is stress free, equilibrium requires σ3 = τ13 =
τ23 = 0. Hooke’s law for shear components, see eq. (2.9), then readily implies that
γ13 = γ23 = 0. The determination of the last strain component is more arduous. For
this particular situation, generalized Hooke’s laws, eqs. (2.4), become

ε1 =
1
E

[σ1 − νσ2] , ε2 =
1
E

[σ2 − νσ1] , ε3 =
1
E

[−ν(σ1 + σ2)] ,

since σ3 = 0. Adding together the first two equations yields ε1 + ε2 = (1− ν)(σ1 +
σ2)/E. Introducing this result in the last equation then yields

ε3 = − ν

1− ν
(ε1 + ε2).

Typically, the three strain components at the outer surface of the body, ε1, ε2, and
γ12, are measured with the help of strain gauges. The determination of the remaining
strain components is based on the equilibrium conditions at the surface of the body
and on the constitutive laws, in this case Hooke’s law.

2.1.3 Problems

Problem 2.1. Stresses expressed in terms of strains
It is sometimes necessary invert Hooke’s law to express the stress in terms of the strain com-
ponents. (1) Based on eqs. (2.4) and (2.9) prove the following relationships
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σ1 =
E

(1 + ν)(1− 2ν)
[(1− ν)ε1 + νε2 + νε3] , (2.23a)

σ2 =
E

(1 + ν)(1− 2ν)
[νε1 + (1− ν)ε2 + νε3] , (2.23b)

σ3 =
E

(1 + ν)(1− 2ν)
[νε1 + νε2 + (1− ν)ε3] , (2.23c)

and
τ12 = Gγ12, τ23 = Gγ23, τ13 = Gγ13. (2.24)

Note: do not simply expand eq. (2.13) for your answer.

Problem 2.2. Independent coefficients for linearly elastic, isotropic materials
For a linearly elastic, isotropic material, the constitutive laws involve three parameters:
Young’s modulus, E, Poisson’s ratio, ν, and the shear modulus, G. (1) Are these three co-
efficients independent of each other? (2) If not, give the equations that relate them.

Problem 2.3. Constitutive laws for stress and strain invariants
Let Iε

1 be the first invariant of the strain tensor, as defined by eq. (1.86), and Iσ
1 be the first

invariant of the stress tensor, as defined by eq. (1.15). (1) Find the constitutive law relating
these two invariants if the material obeys the generalized Hooke’s law.

Problem 2.4. Relationship between the principal stress and strain axes orienta-
tions
Prove that the principal stress and principal strain directions are always coincident at any point
of a three-dimensional body made of a homogeneous, isotropic, linearly elastic material.

Problem 2.5. Stress data reduction for a strain gauge rosette
Consider the strain gauge rosette depicted in fig. 1.26A, bonded to the external surface of a
body made of a homogeneous, isotropic, linearly elastic material. The following strains have
been measured: e1 = 3657µ, e2 = −1245µ, e3 = 956µ. (1) Find the strain state at this
point. (2) Find the principal strains and the principal strain directions at this point. (3) Sketch
the rosette and superpose on this sketch the principal strain directions. (4) compute the state
of stress at this point. (5) Find the principal stresses and the principal stress directions at this
point. (6) Find the relationship between the principal strain and stress directions. For this
material, E = 73 GPa and ν = 0.3

Problem 2.6. Data reduction for the “stress gauge”
A “fish-bone” strain gauge has the configuration shown in

a

- a

gauge
direction

Fig. 2.4. Configuration of
the “fish-bone” gauge.

fig. 2.4. The various sub-gauges, inclined at angles +α and
−α with respect to the gauge direction, measure strains along
those two directions, denoted εα and ε−α, respectively. The
sub-gauges are electrically connected in such a way that a sin-
gle measurement is made, e = εα +ε−α. The fish-bone gauge,
also known as a “stress gauge,” is intended to measure the
stress, σ, along the direction of the gauge, independently of
any other stress components acting at that location. (1) Find
the value of angle α for which the gauge measurement, e, becomes independent of the other
stress components. (2) Find the relationship between the measurement and the stress, σ, in the
gauge direction.
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2.1.4 Ductile materials

The linearly elastic behavior described in the previous section is a highly idealized
behavior. In general, materials will present a nonlinear relationship between stress
and strain.

Figure 2.5 shows a typical stress-strain diagram for a ductile material such as
mild steel. From point O to point A, the material behaves in a linear manner, and
this can be described by Hooke’s law. In this region, the slope of the stress-strain
diagram is constant and its value equals Young’s modulus, E. If the loading is re-
leased, the specimen will come back to its original configuration without sustaining
any permanent deformations, and it is referred to as being “elastic.”

Beyond point A, the behavior is no longer proportional (linear), and hence, this
point is called the limit of proportionality. The corresponding stress level is denoted
σe, see fig. 2.5. The material may continue to be elastic beyond point A, but at some
point it will begin to deform plastically, and when the load is removed, a permanent
deformation will remain. The stress at which this occurs is called the yield stress,
σy . More often than not, especially for mild steels, little difference exists between
the limit of proportionality and the yield stress, and so σe and σy are often used
interchangeably.

Beyond point B, the material un-
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Fig. 2.5. Stress-strain diagram for a ductile ma-
terial such as mild steel.

dergoes extensive deformation at a
nearly constant stress level, denoted by
σp. From point B to point C, the mate-
rial is undergoing a plastic flow under
nearly constant stress level. Figure 2.5
shows that the strain over this region
amounts to about 5% (i.e., ε1 = 0.05),
but for highly ductile steels and other
materials, this may amount to more
than 10%.

Beyond point C, an increasing
stress level is required to continue de-
forming the material. The stress level
increases up to point E, where the maximum stress level, denoted by σf , is reached.

Past this point, the cross-sectional area of the specimen decreases significantly at
a particular location along the test section: this phenomenon is called “necking” of
the specimen. Because the stress level is determined by dividing the applied load by
the original cross-sectional area, the stress level will seem to decrease beyond point
E, but if the stress level is computed by dividing the applied load by the reduced
cross-section area of the specimen at the location where necking occurs, this true
stress level sill continue to increase past point E.

With most experimental testing equipment, a controlled load (rather than a con-
trolled deformation) is applied, and hence, point F is never recorded. Instead, once
point E is reached, necking develops and the specimen breaks almost immediately
afterwards. Consequently, the stress at point E is called the failure stress and desig-
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nated by σf . Only when controlled extension is applied to the specimen is it possible
to follow the behavior of the specimen from point E to point F.

Clearly, ductile materials undergo very large deformations before failure, cor-
responding to the portion of the stress-strain curve from point B to E in fig. 2.5.
Experiments show that if the specimen is unloaded at a point between B and E,
for example at point D, the stress-strain relationship will follow curve DG, parallel
to AO, and while unloading, the material behaves elastically, although a permanent
deformation of magnitude OG will remain after all loading is removed. If the speci-
men is reloaded, the stress-strain relationship will follow curve GD, and if additional
loading is applied, it will follow curve DEF, as if the prior unloading had not taken
place. The reloading curve GD is linear and reaches a higher stress level at point D
before yield occurs and plastic deformation begins again. This increase in the yield
stress is called strain hardening1.

The discussion presented in the previous paragraphs is focused on diagrams of
axial stress versus axial strain obtained from a tensile test as depicted in fig. 2.1. It is
not unexpected that material behavior under shear exhibits nonlinear characteristics
of a nature that is similar to that observed under tension. Figure 2.6 shows a typi-
cal shear stress-shear strain diagram for a ductile material such as mild steel. Here
again, upon unloading, the material tends to behave in a linear manner, although a
permanent deformation of magnitude OG will be remain after unloading.
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Fig. 2.6. Shear stress-shear strain diagram for
a ductile material.
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Fig. 2.7. Stress-strain diagram for an elastic-
perfectly plastic material.

It is sometimes convenient to idealize the stress-strain diagram of ductile mate-
rials as presenting an initial elastic regime, followed by a perfectly plastic regime.
This idealization is depicted in fig. 2.7. For a strain range −εe ≤ ε ≤ εe, the mate-
rial is linearly elastic, but for strain level outside this range, the material is perfectly
plastic, that is, the material flows under a constant stress level, σe which is also the
yield stress σy . This highly idealized material behavior is called elastic-perfectly
1 Strain hardening is particularly noticeable in annealed copper such as might be encountered

in new copper tubing. After the tube is initially bent, it requires a considerably greater effort
to begin bending again or to try to reverse the initial bend.
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plastic material behavior. Failure occurs when the strain reaches the level εf . Such a
constitutive model is a good first approximation to the behavior of a ductile metal-
lic material such as mild steel or annealed aluminum. Of course, if the material is
unloaded at point D, the unloading curve follows segment DG, parallel to OE.

Other ductile materials such as aluminum and copper do not exhibit a plastic
flow regime like the portion of the stress-strain diagram from point B to C in fig. 2.5
observed for mild steel. Figure 2.8 shows a representative stress-strain diagram for
aluminum. For such materials, no pronounced limit of proportionality is present nor
is the yield stress (elastic limit) evident. Instead, it is convenient to define the yield
stress, denoted σy , as the stress level for which the specimen will exhibit a small
permanent residual strain upon unloading. For aluminum, this residual strain is spec-
ified as 0.2% or ε = 0.002. The yield stress can be determined from the stress-strain
diagram by constructing a straight line parallel to the initial linearly elastic portion
of the curve at a 0.2% offset and recording the stress at the intersection with the
stress-strain curve, as illustrated in fig. 2.8.

2.1.5 Brittle materials

Ductile materials are characterized by stress-strain diagrams such as those presented
in figs. 2.5 and 2.8: large deformations occur when stress levels greater than that
corresponding to the elastic limit of the material are applied. For brittle materials,
very little deformation is observed beyond the elastic limit. Typically, failure occurs
abruptly at strain levels much smaller than those observed for ductile materials. Fig-
ure 2.9 shows a stress-strain diagram typical of that observed for brittle materials
such as glass, concrete, stone, wood, unidirectional composites or ceramic materials.
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material such as aluminum.
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Fig. 2.9. Stress-strain diagram for a brittle
material.
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2.2 Allowable stress

A central problem of structural analysis is to determine the optimal configuration of
a structure subjected to specific loads. The design will be influenced by many factors
associated with various structural characteristics, such as those listed below.

1. The strength of the structure. When the local stress in the structure exceeds a spe-
cific value, the material will break or sustain permanent damage such as cracks
or plastic deformations.

2. The elastic deformation of the structure under load. Even when subjected to
small loads, a structure can present undesirable levels of elastic deformation.
For example, the elastic deflection of a part may lead to interference with other
parts in a structural assembly.

3. The dynamics characteristics of the structure. If the structure is subjected to
dynamic loads, the time history of its response becomes important. More often
than not, its natural frequencies must be carefully placed to avoid resonance. For
aerospace structures, aeroelastic phenomena such as flutter will put stringent
requirements on the torsional natural frequencies of wings and fuselages.

4. The stability characteristics of the structure. When parts of the structures are
subjected to compressive loads, the equilibrium configuration can become un-
stable, resulting in buckling. During level flight, the upper skin of a wing of an
aircraft is subjected to compressive loads. Wing design is significantly affected
by buckling considerations.

5. The time dependent deformations of the structure associated with creep of the
constitutive materials. Creep considerations play an important role in aircraft
turbine engine design, because they are subjected to high temperatures.

The strength of a structure is the focus of the present section, although a good
design must incorporate all the above characteristics. A structure is said to fail if
it breaks, collapses, or develops significant permanent damage. Clearly, the applied
service loads must be less, and often much less, than those corresponding to failure.
The main reason for decreasing service loads is due to the numerous uncertainties
about the problem. Among these are

1. The actual magnitude of the applied service loads is not accurately known. In
an aircraft, maneuver loads or loads associated with a rough landing conditions
cannot be precisely evaluated. Accidental overloads might also take place during
flight or ground operations of the aircraft.

2. The strength of materials presents statistical characteristics. Measurements of
the strengths of two nominally identical samples of aluminum will be different
due to material inhomogeneities, processing difference, and experimental errors.

3. Manufacturing variability also plays an important role. For instance, machining
fittings of complex shapes is a delicate operation. Dimensional tolerances might
vary from part to part; the strength of the resulting material might not be equal
to that measured in laboratory samples, and quality control sometimes fails to
detect some types of defects in manufactured parts.
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4. The strength of the material might decrease in time due to corrosion, wear, or
the presence of a chemically aggressive environment such as salt water, fuels or
solvents.

5. Finally, if failure is predicted based on the computed value of internal stresses
in the structure, these predicted stresses might be very different from their actual
value, because simplifying assumptions are used to predict these stresses.

Consequently, service loads must be limited to a conservative level, and as the
uncertainty about the problem increases, so must the level of conservatism in the
design. It is common practice to account for all these uncertainties by defining a
load factor

load factor =
failure load
service load

, (2.25)

where failure load is the load at which the part fails and service load is the maximum
load that is expected in normal service. Of course, the load factor should be larger
than unity, and it is sometimes as large as 10. Engineering judgment must be carefully
exercised in choosing this load factor. If a low value is selected, the likelihood of
accidental failure will increase, whereas for high values, the design might be too
expensive or too heavy for its intended purpose.

The load factor might be viewed as a factor of safety with respect to failure: lim-
iting the service loads to a fraction of the failure loads implies a safe operation of the
structure. Using the load factor as a factor of safety is not always practical because
the failure load is often unknown. Indeed, it is not practical, nor cost effective to test
all structures to failure to determine the failure load. A more common approach is
to compute the local stresses induced by the applied loads and limit the these local
stresses to an allowable level. This can be written as

allowable stress =
yield stress
safety factor

, or σallow =
σy

n
, (2.26)

where σallow is the allowable stress, σy the yield stress of the material, and n the
factor of safety. This definition is adequate for ductile materials described in sec-
tion 2.1.4. Once the yield stress is reached, permanent deformation occurs. On the
other hand, for brittle materials such as those discussed in section 2.1.5, the following
definition of the allowable stress is more appropriate

allowable stress =
ultimate stress
safety factor

, or σallow =
σf

n
, (2.27)

where the ultimate stress is the failure stress for the material.
In summary, the stress level, σ, that a structure is subjected to during service

should be smaller than the allowable stress, leading to the following strength criterion

|σ| ≤ σallow. (2.28)

For some materials, the allowable stress in tension and in compression are different,
and the actual stress level should then be compared to the appropriate allowable
stress.
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2.3 Yielding under combined loading

The concept of allowable stress discussed in the previous section is focused on the
highly idealized case where a structural component is subjected to a single stress
component. The yield criterion is then simply expressed in terms of the single stress
component as σ ≤ σy . As depicted in fig. 1.3, a differential element of material can
be subjected to a number of stress components simultaneously. The question is now:
what is the proper yield criterion to be used when multiple stress components are
acting simultaneously? Consider an aircraft propeller connected to a homogeneous,
circular shaft. The engine applies a torque to the shaft resulting in shear stresses, τ ,
throughout the shaft. On the other hand, the propeller creates a thrust that generates
uniform axial stresses, σ, over the cross-section. If the torque acts alone, the yield
criterion is τ < τy; if the axial force acts alone, the corresponding criterion is σ <
σy . In the actual structure, both stress components are acting simultaneously, and it
is natural to ask: what is the proper criterion to apply?

The yield criteria to be presented in this section are applicable to isotropic, ho-
mogeneous material subjected to a general three-dimensional state of stress. Because
the material is isotropic, the direction of application of the stress is irrelevant. If the
material is subjected to a single stress component, it should yield under the same
stress level regardless of the direction in which this stress component is applied. In
contrast, if the material is anisotropic, the direction of application of stress becomes
important.

For isotropic materials, there is no directional dependency of the yield criterion,
even when subjected to a combined state of stress. An arbitrary state of stress can
be represented by the six stress components defining the stress tensor at that point,
for example, see eq. (1.3). Alternatively, the state of stress can be represented by
the three principal stresses, σp1, σp2, and σp3 and the three orientations defining the
faces on which these principal stresses act, see section 1.2.2. If the yield criterion
should not depend on directional information because of material isotropy, it is clear
that only the magnitudes of the principal stress should appear in its expression.

In addition, empirical evidence indicates that hydrostatic stress does not cause
yielding. This implies that changes in the state of stress in which the three principal
stresses are increased equally will not result in yielding. Other empirical evidence
also suggests that yielding is directly related to the maximum shear stress in the ma-
terial which, in turn, is directly proportional to the differences between the principal
stresses.

Two specific criteria will be presented here, Tresca’s criterion, see section 2.3.1,
and von Mises’ criterion, see section 2.3.2. Both compute an equivalent maximum
shear stress intensity but yield slightly different results for some cases. A more de-
tailed discussion of yield criteria can be found in section 13.1.

2.3.1 Tresca’s criterion

Tresca’s yield criterion is expressed in terms of the following three principal stress
inequalities
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|σp1 − σp2| ≤ σy, |σp2 − σp3| ≤ σy, |σp3 − σp1| ≤ σy, (2.29)

where σy is the yield stress observed in a uniaxial test such as that described in
fig. 2.5. The material operates in the linearly elastic range when the stress state it
is subjected to satisfies the three inequalities expressed by eq. (2.29). Conversely,
yielding develops whenever any one of these conditions is violated. Tresca’s crite-
rion clearly meets the two conditions stated above: it depends only on the principal
stresses, and a hydrostatic state of stress will not produce yielding.

Tresca’s criterion can be interpreted in the following manner. Let ı̄∗1, ı̄∗2, and ı̄∗3 be
the principal stress directions. Consider now a rotation of magnitude θ about axis ı̄∗3.
The shear stress on this face inclined with respect to the principal stress directions
is then given by eq. (1.49), where σ1 = σp1, σ2 = σp2 and τ12 = 0, to yield
τ12 = −(σp1 − σp2)/2 sin 2θ. Clearly, the maximum shear stress is found on a
face inclined at an angle θ = 45 degrees and gives τ12max = |σp1 − σp2|/2. Similar
arguments for rotations about axes ı̄∗2 and ı̄∗1 lead to τ13max = |σp1 − σp3|/2, and
τ23max = |σp2 − σp3|/2, respectively. Tresca’s criterion is now recast as τ23max ≤
σy/2, τ13max ≤ σy/2 and τ12max ≤ σy/2.

By denoting τmax = max (τ23max, τ13max, τ12max), Tresca’s criterion can be
expressed by a single condition, τmax ≤ σy/2: the material reaches the yield con-
dition when the maximum shear stress equals half the yield stress under a uniaxial
stress state. This physical interpretation of Tresca’s criterion helps explain why it
is sometimes called the maximum shear stress criterion. Tresca’s criterion is now
applied to a few combined loading cases of practical interest.

Uniaxial stress state

First, consider the case of a material subjected to an uniaxial state of stress, σp1,
σp2 = σp3 = 0. The sole non-vanishing principal stress is σp1, and Tresca’s yield
criterion reduces to σp1 ≤ σy . This result is identical to the yield criterion discussed
in section 2.2, as expected.

Plane state of stress

Consider a material under a plane state of stress, as defined in section 1.3. If σ1, σ2,
and τ12 are the stress components in an arbitrary coordinate system, the principal
stresses are readily found as

σp1, σp2 =
σ1 + σ2

2
±

√(
σ1 − σ2

2

)2

+ τ2
12, σp3 = 0. (2.30)

Tresca’s criterion now implies the following three conditions

2

√(
σ1 − σ2

2

)2

+ τ2
12 ≤ σy,

∣∣∣∣∣∣
σ1 + σ2

2
±

√(
σ1 − σ2

2

)2

+ τ2
12

∣∣∣∣∣∣
≤ σy.

(2.31)
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Pure shear state

The state of pure shear is a special case of a plane stress state where σ1 = σ2 = 0 and
τ12 = τ . The only remaining condition of Tresca’s criterion, eq. (2.31), is τ ≤ σy/2.
According to Tresca’s criterion, the shear stress level at which the material yields in
a pure shear state is one half the level observed under uniaxial stress state.

2.3.2 Von Mises’ criterion

Von Mises’ yield criterion is expressed by the following inequality

σeq =
1√
2

√
[(σp1 − σp2)2 + (σp2 − σp3)2 + (σp3 − σp1)2] ≤ σy, (2.32)

where the first equality defines the equivalent stress, σeq. Von Mises’ criterion states
that the yield condition is reached under the combined loading, when the equivalent
stress, σeq, reaches the yield stress for a uniaxial stress state, σy . Von Mises’ criterion
clearly meets the requirement stated above: it only depends on the principal stresses
and a hydrostatic state of stress will not produce yielding.

The physical nature of this equivalent stress is better understood by considering
the octahedral face discussed in example 1.3 on page 18. The magnitude of the shear
stress acting on this octahedral face is given by eq. (1.25), and simple algebra then
reveals

3τ2
oc = (σ2

p1 + σ2
p2 + σ2

p3)−
1
3
(σp1 + σp2 + σp3)2 =

2
3
σ2

eq. (2.33)

This result implies that the equivalent stress is proportional the octahedral shear
stress: σeq = 3/

√
2 τoc. Von Mises’ criterion can now be restated as: the yield con-

dition is reached under combined loading when the octahedral shear stress reaches
3/
√

2 of the yield stress for a uniaxial stress state, σy .
When applying von Mises’ criterion, the first step is to compute the equivalent

stress defined by eq. (2.32). Given a loading state defined by the direct stress compo-
nents σ1, σ2, and σ3 and shear stress components τ23, τ13, and τ12, it is necessary to
first compute the principal stresses, σp1, σp2, and σp3 using the procedure described
in section 1.2.2. This laborious procedure can be bypassed by noticing that the first
two invariants of the stress tensor, see eq. (1.15a) and (1.15b), can be written as
I1 = σp1 +σp2 +σp3 and I2 = σp1σp2 +σp2σp3 +σp3σp1, respectively, because the
shear stresses vanish on the faces normal to the principal stress directions. The fol-
lowing algebraic manipulations show that the equivalent stress is readily expressed
in terms of these two invariant as

σ2
eq =

[
(σp1 − σp2)2 + (σp2 − σp3)2 + (σp3 − σp1)2

]
/2

= (σ2
p1 + σ2

p2 + σ2
p3)− (σp1σp2 + σp2σp3 + σp3σp1)

= (σp1 + σp2 + σp3)2 − 3(σp1σp2 + σp2σp3 + σp3σp1) = I2
1 − 3I2.

(2.34)
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If the first two stress invariants are now expressed in terms of the stress components
in an arbitrarily oriented axis system using eqs. (1.15a) and (1.15b), von Mises’ yield
criterion can then be written as

σeq =
√

σ2
1 + σ2

2 + σ2
3 − σ2σ3 − σ3σ1 − σ1σ2 + 3(τ2

23 + τ2
13 + τ2

12) ≤ σy.

(2.35)
This criterion is now applied to several combined loading cases of practical interest.

Uniaxial stress state

First, consider the case of a material subjected to an uniaxial state of stress, σp1,
σp2 = σp3 = 0. The sole non-vanishing principal stress is σp1, and von Mises’s
yield criterion reduces to σp1 ≤ σy . This result is identical to the yield criterion
discussed in section 2.2, as expected.

Plane state of stress

Consider a material under a plane state of stress as defined in section 1.3. If σ1, σ2

and τ12 are the stress components in an arbitrary coordinate system, the equivalent
stress, eq. (2.35), now reduces to

σeq =
√

σ2
1 + σ2

2 − σ1σ2 + 3τ2
12 ≤ σy. (2.36)

Pure shear state

The state of pure shear is a special case of plane stress where σ1 = σ2 = 0 and
τ12 = τ . Von Mises’ criterion, eq. (2.36), reduces to τ ≤ σy/

√
3. According to von

Mises’ criterion, the shear stress level at which the material yields in a pure shear
state is 1/

√
3 ≈ 0.577, i.e., about 60% of the level observed under uniaxial stress

state. Experimentation shows that this prediction is slightly more accurate than that
of Tresca’s criterion. This and computational simplicity are the reasons why von
Mises’ criterion is more widely used than Tresca’s.

2.3.3 Comparing Tresca’s and von Mises’ criteria

A useful geometric interpretation of Tresca’s and von Mises’ criteria can be obtained
by considering a plane stress problem for which σp3 = 0. In the stress space of
the two remaining principal stresses, σp1 and σp2, Tresca’s criterion, see eq. (2.29),
reduce to three inequalities

|σp1

σy
| ≤ 1, |σp2

σy
| ≤ 1, |σp2

σy
− σp1

σy
| ≤ 1.

When taken as the limiting equalities, these three equations define the six straight line
segments depicted in fig. 2.10. In the construction of this graph, the principal stresses
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are normalized by the yield stress. Safe stress levels correspond to stress states falling
within the irregular hexagon enclosed by the six dashed line segments. For this plane
stress state, the yield envelope is therefore the hexagon shown in dashed lines in
fig. 2.10.

For the same stress states, von Mises’

s
p1

s
p

2
s

e
s

e

Fig. 2.10. Comparison of Tresca’s and von
Mises’ criteria for a plane stress case.

criterion, see eq. (2.32), becomes the
oblique ellipse defined by

(
σp1

σy

)2

+
(

σp2

σy

)2

−
(

σp1

σy

)(
σp2

σy

)
= 1.

Safe stress levels correspond to stress states
falling within the ellipse shown in fig. 2.10
which forms the yield envelope.

At the six vertices of the hexagon, the
yield conditions predicted by the two cri-
teria are identical. For all other stress con-
ditions, Tresca’s criterion is slightly more
conservative. In most experimental studies,
yielding is observed to occur at points falling between these two criteria. As a purely
practical matter, von Mises’criterion is often preferred because of its relatively sim-
pler representation as a single analytical expression in contrast with the three separate
inequalities that must be evaluated for Tresca’s criterion.

When a set of loads is applied to a structure, it is natural to assume that they
are all increased proportionally. Consequently, the components of the stress state,
and therefore the principal stresses, increase proportionally as well. Three special
stress states will be contrasted. In all three cases, the principal stresses are assumed
to remain proportional as the load is applied, and hence, a single stress parameter,
denoted σ, will be used to describe the loading for each case. The three stress cases
are: (1) σp1 = −σp2 = σ, (2) σp1 = 2σp2 = σ, and (3) σp2 = 2σp1 = σ, and
these correspond to the three radial lines OA, OB, and OC, respectively, shown in
fig. 2.10. Table 2.1 shows a quantitative comparison of the cases. These three loading
cases give the maximum discrepancy in the predictions of the two criteria. For all
other loading configurations, the prediction differ by less than 15%.

Table 2.1. Comparison of the Tresca and von Mises yield criteria.

Stress Radial line Tresca’s von Mises’ Percent
state in fig. 2.10 yield stress yield stress difference

σp1 = −σp2 = σ OA σy/2 σy/
√

3 15.5%
σp1 = 2σp2 = σ OB σy 2σy/

√
3 15.5%

σp2 = 2σp1 = σ OC σy 2σy/
√

3 15.5%
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2.3.4 Problems

Problem 2.7. Yield criterion for a confined cylindrical sample
Consider a sample of homogeneous, isotropic material of Poisson’s ratio ν and yield stress σy

confined in a rigid cylinder, as depicted in fig. 2.2. A single stress component is applied to
the material and it is assumed that there is no friction between the sample and the enclosure.
(1) Find the stress level σ3 for which the sample will yield as a function of σy and ν if the
material obeys Tresca’s criterion. Plot your results. (2) Find the stress level σ3 for which the
sample will yield as a function of σy and ν if the material obeys von Mises’ criterion. Plot
your results. Use a range of Poisson’s ratios ν ∈ [0, 0.5].

Problem 2.8. Yield criterion for a pressure vessel
A cylindrical pressure vessel of radius R and thickness t is subjected to an internal pressure
pi, as shown in fig. 1.20. At any point in the cylindrical portion of vessel wall, two stress
components are acting: the hoop stress, σh = Rpi/t and the axial stress, σa = Rpi/(2t).
The radial stress, acting in the direction perpendicular to the wall, is very small, σr ≈ 0. The
yield stress for the material is σy . (1) If the material is assumed to follow von Mises’ criterion,
find the maximum internal pressure the vessel can carry. (2) If the material is assumed to
follow Tresca’s criterion, find the maximum internal pressure the vessel can carry.

2.4 Material selection for structural performance

An important phase of structural design is the selection of a specific material. Ta-
ble 2.2 lists the physical properties of three commonly used metals: aluminum, tita-
nium, and steel. This table lists their respective ultimate stress, modulus of elasticity,
and density. Table 2.3 lists the corresponding properties for a number of fibers.

Table 2.2 shows that the ultimate stress and modulus of elasticity of steel are far
superior to those of titanium or aluminum. Why then is steel not always preferred,
since it is far stronger and stiffer? A second look at table 2.2 shows that while steel
is far stronger and stiffer, it is also far heavier that the other two metals. In a weight
sensitive design, a compromise must be made between these conflicting characteris-
tics. The same observations can be made when comparing the properties of fibers, as
listed in table 2.3.

It is important to compare the performance of these various materials for specific
structural applications. Three categories of structural design situations will be inves-
tigated, namely strength design, stiffness design, and buckling design. A performance
index of the material will be derived in each case.

Table 2.2. Physical properties of a few metals.

Ultimate stress [MPa] Modulus of elasticity [GPa] Density [kg/m3]
Aluminum 620 73 2700
Titanium 1900 115 4700

Steel 4100 210 7700
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Table 2.3. Physical properties of a few fibers.

Ultimate stress [MPa] Modulus of elasticity [GPa] Density [kg/m3]
E-Glass 3400 72 2550
S-Glass 4800 86 2500
Carbon 1700 190 1410
Boron 3400 400 2570

Graphite 1700 250 1410

2.4.1 Strength design

Consider a sheet of material of length L, width b, and thickness t, subjected to a
tension load P , as depicted in the left portion of fig. 2.11. Assuming the stress dis-
tribution to be uniform over the sheet’s cross-section, the total load the material can
carry is Pmax = σultbt, where σult is the ultimate allowable stress for the material.

P

P

L

t

b
L

t

h

b
P

P

L

t

b

Strength design Stiffness design Buckling design

Fig. 2.11. Three types of design situation.

The total mass, M , of the structure is M = ρ btL, where ρ is the material density.
Eliminating the sheet thickness between these two equations yields

Pmax =
M

L

σult

ρ
. (2.37)

For a given mass and geometry of the structure, the maximum load it can carry is

Pmax ∝ σult

ρ
. (2.38)

The desired material performance index for strength design is σult/ρ, and it is pro-
portional to the maximum load that can be carried by a structure of given geometry
and mass.

2.4.2 Stiffness design

In many instances, the stiffness of a structure is specified, but more often than not,
it is the natural frequency of the structure that must be maximized. Consider the
cantilevered, thin-walled beam of length L consisting of two thin skins of width b
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and thickness t separated by a distance h as shown in the middle portion of fig. 2.11.
Under certain conditions, the natural frequency of this structure is

ω ∝ 1
L2

[
Hc

22

m

]1/2

(2.39)

where Hc
22 is the bending stiffness, and m the mass per unit span of the beam; these

quantities are readily found as Hc
22 = Ebth2/2[1 + 1/3(t/h)2] and m = 2ρbt,

respectively. For a thin-walled structure t/h ¿ 1, and the natural frequency becomes

ω ∝ h

L2

[
E

ρ

]1/2

(2.40)

For a given configuration of the structure, h and L are given quantities, and the de-
sired material performance index for stiffness design is

√
E/ρ, and it is proportional

to the natural frequency of a structure of a given geometry and mass.

2.4.3 Buckling design

The right portion of fig. 2.11 shows a thin plate of length L, width b, and thickness t.
The plate is supported around all its edges, and subjected to an in-plane compressive
load P . The critical value of the load that will cause the plate to buckle is

Pcr ∝ Et3

b
. (2.41)

This formula will be derived in section 16.7. The total mass of the structure is M =
ρ btL; eliminating the thickness of the plate from then yields

Pcr ∝ M3

b4L3

E

ρ3
. (2.42)

For a given mass and geometry of the structure, the desired performance index is
E/ρ3, and it is proportional to the maximum compressive load that can be carried by
a structure of given geometry and mass.

Table 2.4 lists the performance indices σult/ρ,
√

E/ρ, and E/ρ3 for strength,
stiffness, and buckling designs, respectively. Table 2.5 lists the corresponding quan-
tities for a few fibers.

Consider first the data of table 2.4. Steel is clearly the best material for strength
design. When it comes to stiffness design, however, the three metals perform about
equally well, with only a slight disadvantage for titanium. Finally, comparing the
strength and buckling designs, the ranking of the materials is now reversed: alu-
minum performs far better than steel and titanium in buckling design.

The same observations can be made about the fibers for which data is listed in
table 2.5. In a strength design, S-glass out performs the other fibers. The situation
is reversed for stiffness and buckling designs. It is clear that the third power of the
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density in the denominator of the buckling design performance index makes lighter
materials perform well in buckling sensitive designs.

It is not possible to directly compare the materials in tables 2.4 and 2.5. Indeed,
the various metals can be used as structural materials, whereas the fibers cannot be
used, as such, as structural materials. It is clear, however, that the remarkably high
performance indices of these fibers justifies a closer look at their potential use in
structural applications.

Table 2.4. Structural design performance indices for a few metals.

Performance Strength design Stiffness design Buckling design
index σult/ρ [103 m2/sec2]

√
E/ρ [103 m/sec] E/ρ3 [m8/(kg2sec2)]

Aluminum 230 5.2 3.7
Titanium 405 4.9 1.1

Steel 530 5.2 0.46

Table 2.5. Structural design performance indices for a few fibers.

Performance Strength design Stiffness design Buckling design
Index σult/ρ [103 m2/sec2]

√
E/ρ [103 m/sec] E/ρ3 [m8/(kg2 sec2)]

E-Glass 1330 5.3 4.3
S-Glass 1920 5.9 5.5
Carbon 1200 11.6 68
Boron 1320 12.5 23

Graphite 1200 13.3 89

2.5 Composite materials

2.5.1 Basic characteristics

Advanced composite materials for structural applications are made by embedding
in a matrix material fibers that are all aligned in a single direction. A number of
polymeric materials can be used as matrix materials. Thermoset materials such as
epoxy have been extensively used as matrices for composite materials. The mechan-
ical properties of epoxy are

σtens
ult = 50 MPa, σcomp

ult = 140 MPa, (2.43)

for the ultimate allowable stress in tension and compression, respectively. The mod-
ulus of elasticity, and the density of the material are

E = 3.5 GPa, ρ = 1300 kg/m3
. (2.44)
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A very crude way of approximating the strength of a composite material consist-
ing of fibers all aligned in a single direction embedded in a matrix is to use a rule of
mixture

Sc = VfSf + VmSm, (2.45)

where Sc, Sf , and Sm are the strength of the composite, fiber, and matrix materials,
respectively; and Vf and Vm the volume fractions of fiber, and matrix materials,
respectively. If the material contains no voids Vf + Vm = 1.

Consider a composite material consisting of graphite fibers (Vf = 0.6), embed-
ded in an epoxy matrix (Vm = 0.4). The strength of the composite can be estimated
using eq. (2.45) and the data of table 2.3

Sc = 1700× 0.6 + 50× 0.4 = 1020 + 20 = 1040 MPa. (2.46)

Clearly, the matrix material contributes very little to the strength of the composite.
The stiffness of the composite can also be crudely estimated from the following

reasoning. Assume the various phases of the material to be perfectly bonded together,

εm = εf = εc, (2.47)

where εm, εf , and εc are the strains in the matrix, fiber, and composite materials,
respectively. If a sheet of this material is subjected to a tensile load P , the average
stress in the composite, σc, can be defined as follows

P = Acσc = Afσf + Amσm, (2.48)

where σf and σm are the stresses in the fiber and matrix materials, respectively,
and Ac, Af , and Am are the cross-sectional areas of composite, fiber, and matrix
materials, respectively. Dividing eq. (2.48) by Ac yields

σc =
Af

Ac
σf +

Am

Ac
σm = Vfσf + Vmσm. (2.49)

If both fiber and matrix materials are assumed to be linearly elastic, isotropic
materials, the following constitutive laws adequately describe their behavior

σf = Ef εf , σm = Emεm, (2.50)

where Ef and Em are the moduli of elasticity for the fiber and matrix materials,
respectively. Similarly, the modulus of elasticity Ec for the composite is defined as

σc = Ecεc. (2.51)

Introducing eqs. (2.50) and (2.51) into eq. (2.49), and taking into account the
assumed equality of the strain in the various materials, eq. (2.47), yields

Ec = VfEf + VmEm. (2.52)

For the graphite epoxy material considered above, the composite modulus of
elasticity can be estimated as
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Ec = 250× 0.6 + 3.5× 0.4 = 150 + 1.4 ≈ 150 GPa. (2.53)

Here again, the intrinsic stiffness of the matrix material contributes little to the stiff-
ness of the composite.

The above discussion clearly shows that a significant fraction of the high strength
and stiffness of the fibers is directly inherited by the composite. The matrix material,
however, contributes little to the strength and stiffness of the composite. This obser-
vation prompts the following question: what is the role of the matrix material in a
composite? The matrix is needed to keep all the fibers together, and to provide an
adequate surface finish. A less obvious role of the matrix is to diffuse the stresses
among the otherwise isolated fibers. This aspect is explored in the next section.

2.5.2 Stress diffusion in composites

Consider a lamina consisting of fibers all aligned in a single direction embedded in
a matrix material. The lamina is subjected to a far-field stress, σ0. If all the fibers are
continuous, it is easy to see how the entire load will be carried by the fibers only, with
no significant contribution of the matrix. In practical situations, however, numerous
broken fibers will be present in the lamina.

s0 s0

s0 s0

Lamina with
broken fibers

Lamina with
one broken fiber

L

L

Fig. 2.12. Lamina with a broken fiber.

x1

h

s0

sa sa

sf

Smeared
material

ra rm

L
rf

A A

Fig. 2.13. Stress diffusion problem.

Figure 2.12 shows the geometry of the problem, including a single broken fiber
of length 2L. At the two ends of the fiber, the stress in the fiber must vanish. Nev-
ertheless, the matrix material adjacent to the broken fiber will transfer stress from
the surrounding material to the broken fiber. This stress diffusion process is a very
important phenomenon because it allows all fibers, including broken fibers, to carry
the applied load.

A simplified model of this phenomenon is depicted in the cross-section shown
in fig. 2.13. It consists of a cylindrical fiber of radius rf , surrounded by circular
sleeve of matrix material of outer radius rm, itself surrounded by a circular sleeve of
composite material of outer radius ra. The following assumptions will be made. (1)
The matrix material carries shear stresses only. This assumption can be justified by
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the fact that the stiffness of the fiber is far greater than that of the matrix, and hence,
the axial stress it carries is far greater than that carried by the matrix. (2) The axial
stress in the fiber is uniformly distributed over its cross-section. (3) The properties of
the composite material surrounding the core fiber/matrix cylinder can smeared, i.e.,
the existence of individual fibers can be ignored, except for the specific broken fiber
at the heart of the model. (4) The various phases of the model are perfectly bonded
together.

Due to the symmetry of the problem, the displacements at x1 = 0 are set to zero.
Figure 2.14 shows the displacements uf (x1), and ua(x1) of the fiber, and composite,
respectively, at section A-A in fig. 2.13. The stress-displacement relationships for the
various constituents of the model are

εf =
duf

dx1
, (2.54a)

εa =
dua

dx1
, (2.54b)

γm =
ua − uf

rm − rf
, (2.54c)

where εf , εa, and γm are the axial strains in the fiber and composite, and the shear
strain in the matrix, respectively.

s sf f 1 1+ d /dx  dx

sf

dx1

ua

uf

gm

rf
rm

Free body
diagram

tf

Fig. 2.14. Displacement definition and free body diagram of a differential element of fiber.

A free body diagram of a differential element of the fiber is shown in fig. 2.14. A
summation of the forces along the axis of the fiber yields

dσf

dx1
+

2
rf

τm = 0, (2.55)

where σf (x1) is the uniform axial stress in the fiber, and τm(x1) the shear stress in
the matrix. On the other hand, the free body diagram of the entire model depicted in
fig. 2.13 yields an overall equilibrium equation

σa =
σ0

1− r2
m/r2

a

− r2
f

r2
a

σf

1− r2
m/r2

a

≈ σ0. (2.56)

It is clear that the fiber has a much smaller radius than the overall composite, i.e.,
rf/ra ¿ 1, and the second term of this equation become negligible. Furthermore,
rm/ra ¿ 1, i.e., 1− (rm/ra)2 ≈ 1.
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If Ef , Ea, and Gm are the moduli of elasticity of the fiber, and composite, and
the shearing modulus of the matrix, respectively, the constitutive laws for the various
constituents of the model are

σf = Ef εf , (2.57a)
σa = Eaεa, (2.57b)
τm = Gmγm. (2.57c)

Introducing the matrix material constitutive law, eq. (2.57c), and the definition of
the shear strain, eq. (2.54c), into the fiber equilibrium, eq. (2.55), yields

dσf

dx1
+

2Gm

rf (rm − rf )
(ua − uf ) = 0.

Taking a derivative of this equation with respect to x1, introducing the definition of
the fiber and composite strains, eqs. (2.54a) and (2.54b), respectively, and using the
constitutive laws, eqs. (2.57a) and (2.57b) leads to

d2σf

dx2
1

+
2Gm

rf (rm − rf )
(
σa

Ea
− σf

Ef
) = 0.

Finally, the stress in the composite, σa, is eliminated by means of the overall equi-
librium eq. (2.56) to find the governing equation for the fiber stress

d2σf

dx2
1

− 2
rf (rm − rf )

Gm

Ef
σf = − 2

rf (rm − rf )
Gm

Ef

Ef

Ea
σ0.

As shown in fig. 2.13, the non-dimensional variable η = (L − x1)/(2rf ) mea-
sures the distance from the fiber break divided by the fiber diameter. The governing
equation for the fiber stress becomes

σ′′f − λ2σf = −λ2 Ef

Ea
σ0,

where the notation (.)′ is used to denote a derivative with respect to η; and λ2 =
8(Gm/Ef )(rf/rm)/(1 − rf/rm). The volume fraction of the material is Vf =
(πr2

f )/(πr2
m) = (rf/rm)2. Furthermore, the rule of mixture for the modulus of elas-

ticity, eq. (2.52), yields Ef/Ea = Ef/(VfEf + VmEm) ≈ Ef/(VfEf ) = 1/Vf ,
where the fact that Em ¿ Ef is taken into account. The governing equation finally
can be recast as

σ′′f − λ2σf = −λ2 σ0

Vf
, (2.58)

where

λ2 = 8
Gm

Ef

√
Vf

1−√
Vf

. (2.59)

The boundary conditions are σf = 0 at the broken end of the fiber, i.e., at η = 0.
At η = L/2rf , the symmetry of the problem requires σ′f = 0. The solution of
eq. (2.58) subjected to these boundary conditions is
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σf

σ0
=

1
Vf

(
1− cosh λ(L/2rf − η)

cosh(λL/2rf )

)
≈ 1

Vf

(
1− e−λη

)
. (2.60)

To illustrate the distribution of stress near a fiber break, three material systems
will be considered. Table 2.6 lists the relevant parameters for the three material sys-
tems: boron, graphite, and kevlar fibers in an epoxy matrix with a shearing modulus
of 1.35 GPa.

Table 2.6. Physical properties of three material systems.

Material system Volume fraction Ef [GPa] λ, Eq. (2.59) δ/df , Eq. (2.62)
Boron/Epoxy 0.5 400 0.255 11

Graphite/Epoxy 0.6 250 0.385 7.3
Kevlar/Epoxy 0.6 130 0.534 5.3

The fiber stress at a large distance from the fiber break can be obtained from
eq. (2.49): σ0 = Vfσf∞ + (1 − Vf )σm∞ ≈ Vfσf∞. The stress distribution,
eq. (2.60), then becomes

σf

σf∞
= 1− e−λη, (2.61)

where the notation (.)∞ is used to denote the value of the corresponding quantity at a
large distance from the fiber break. The non-dimensional parameter, λ, characterizes
the fiber axial stress distribution near the fiber break, which is plotted in fig. 2.15 for
the three material systems. At η = 0, which corresponds to the fiber break, the fiber
axial stress vanishes. The fiber axial stress grows rapidly to its far field value σf∞.
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Fig. 2.15. Distribution of fiber axial stress
near a fiber break for three material systems.
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Fig. 2.16. Distribution of matrix shear stress
near a fiber break for three material systems.

It is convenient to define the fiber ineffective length δ as the distance it takes for
the fiber stress to reach 95% of its far field value, i.e., 0.95 = 1 − exp(−λδ/df ),
where df is the fiber diameter. Solving this equation yields the ineffective length as
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δ

df
≈

[
Ef

Gm

1−√
Vf√

Vf

]1/2

. (2.62)

The ineffective length can be thought of as the length of fiber, near a fiber break,
that does not carry axial stress at full capacity. Table 2.6 lists the ineffective length
for the three material systems. It appears that 5.3 fiber diameters away from a break,
the Kevlar fiber is already carrying 95% of its far field stress. This means that the
matrix material transfers the load from the surrounding material to the broken fiber
very rapidly. This mechanism is called the shear lag mechanism because the shear
stress in the matrix is effectively transferring the load to the fiber. The shear stress in
the matrix can be readily evaluated from the fiber equilibrium equation (2.55) as

τm

σf∞
=

λ

4
e−λη. (2.63)

Figure 2.16 shows the distribution of shear stress in the matrix near a fiber break, for
the three material systems. The shear stress is maximum near the fiber break, then
decays very rapidly.

An important role of the matrix material now becomes apparent in light of the
above analysis. Near a fiber break, the matrix material transfers stresses from the
surrounding material to the broken fiber. The shearing of the matrix near the fiber
break is the mechanism that allows this stress transfer to occur. This mechanism
is very efficient: for the material systems described above, the broken fiber is fully
loaded within about ten fiber diameters from the fiber break. The zone affected by
the fiber break is about 2δ in length (δ on each side of the break). For a graphite fiber
with a diameter of 10 microns, the zone affected by a fiber break is therefore only
about 200 microns in length.

Another way of looking at this fact is to say that a fiber is continuous or infinitely
long, if its total length is much larger, say 100 times larger, than its ineffective length.
Hence, a 10 micron diameter graphite fiber can be considered continuous or infinitely
long when its length is greater than 100× 100 10−6 = 10 mm. From a load carrying
stand point, a 10 millimeter long graphite fiber can be considered continuous or
infinitely long.

2.6 Constitutive laws for anisotropic materials

Section 2.1 focuses on the constitutive behavior of isotropic materials. Due to
the growing importance of composite materials, the linearly elastic behavior of
anisotropic materials will be addressed here. The physical properties of anisotropic
materials are directional, i.e., the physical response of the material depends on the
direction in which it is acted upon.

Consider, as an example, the stiffness of the unidirectional composite material
described in section 2.5: in the fiber direction the stiffness of the composite is dom-
inated by the high stiffness of the fiber, see eq. (2.52). In the direction transverse
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to the fiber, however, the stiffness of the composite is dominated by that of the ma-
trix material, which is far small than that of the fiber. This contrasts with isotropic
materials for which the mechanical response is identical in all directions.

The straining of the material will be measured by the engineering strain com-
ponents which are stored in array ε, defined by eq. (2.11a). Similarly, the state of
stress in the material is measured by the engineering stress components stored in ar-
ray σ, defined by eq. (2.11b). A linearly elastic, anisotropic material is characterized
a linear relationship between the stress and strain measures,

σ = C ε; ε = S σ, (2.64)

where C is the 6×6 stiffness matrix and S the 6×6 compliance matrix. These two
matrices are the inverse of each other, i.e.,

S = C−1. (2.65)

The strain energy, A, stored in a differential element of the material is

A =
1
2

εT σ =
1
2

εT C ε =
1
2

σT S σ. (2.66)

The stored strain energy is a positive quantity for whatever deformation or stress state
the material is subjected to. This implies that both stiffness and compliance matrices
are symmetric and definite positive.

In general, the 6×6 stiffness matrix has 6×6 = 36 independent coefficients. The
symmetry requirement, however, reduces the number of independent coefficients to
21. The stress-strain relationship, eq. (2.64), written in expanded form is





σ1

σ2

σ3

τ23

τ13

τ12





=




C11 C12 C13 C14 C15 C16

C22 C23 C24 C25 C26

C33 C34 C35 C36

C44 C45 C46

C55 C56

sym C66








ε1
ε2
ε3
γ23

γ13

γ12





, (2.67)

where the entries in the lower triangular part of the stiffness matrix are equal to the
corresponding upper triangular entries. The 21 constants, Cij , characterize the be-
havior of the material. Each constant must be determined experimentally. A material
characterized by relationship (2.67) is called an anisotropic or triclinic material.

Materials sometimes possess a plane of symmetry. Let plane (̄ı1, ı̄2) be a plane
of symmetry of the material. The stress-strain relationship reduces to





σ1

σ2

σ3

τ23

τ13

τ12





=




C11 C12 C13 0 0 C16

C22 C23 0 0 C26

C33 0 0 C36

C44 C45 0
C55 0

sym C66








ε1
ε2
ε3
γ23

γ13

γ12





. (2.68)
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The stiffness coefficient, C14, must vanish, because, if it does not vanish, an axial
strain, ε1, would give rise to a shear stress, τ23. The presence of a shear stress, τ23,
however, would violate the symmetry of the response, which is a natural consequence
of the material symmetry. A systematic application of this symmetry argument shows
that the 8 coefficients indicated as “0” in eq. (2.68) must vanish, leaving 21−8 = 13
independent coefficients. This type of material is called a monoclinic material.

Some materials show a higher level of symmetry characterized by two mutually
orthogonal planes of symmetry; for instance, let planes (̄ı1, ı̄2) and (̄ı2, ı̄3) be planes
of symmetry. The stress-strain relationships then reduces to





σ1

σ2

σ3

τ23

τ13

τ12





=




C11 C12 C13 0 0 0
C22 C23 0 0 0

C33 0 0 0
C44 0 0

C55 0
sym C66








ε1
ε2
ε3
γ23

γ13

γ12





. (2.69)

Here again symmetry arguments can be used to prove that the 12 coefficients in-
dicated as “0” in the above matrix must vanish, leaving 21 − 12 = 9 independent
coefficients. This type of material is called an orthotropic material.

A case of particular importance to the study of laminated composite materials
is that of materials presenting two orthogonal planes of symmetry, and one plane of
isotropy. Let planes (̄ı1, ı̄2) and (̄ı2, ı̄3) be the mutually orthogonal planes of symme-
try, and let the material be isotropic in plane (̄ı2, ı̄3). This means, for instance, that
the coefficients C12 and C13 should be identical due to the isotropic response of the
material in plane (̄ı2, ı̄3). The stress-strain relationships now reduce to





σ1

σ2

σ3

τ23

τ13

τ12





=




C11 C12 C12 0 0 0
C22 C23 0 0 0

C22 0 0 0
C22−C23

2 0 0
C55 0

sym C55








ε1
ε2
ε3
γ23

γ13

γ12





. (2.70)

Only five constants remain for this material called transversely isotropic.
Finally, an isotropic material is characterized by an identical response in all di-

rections, leading to the following stress-strain relationship




σ1

σ2

σ3

τ23

τ13

τ12





=




C11 C12 C12 0 0 0
C11 C12 0 0 0

C11 0 0 0
C11−C12

2 0 0
C11−C12

2 0
sym C11−C12

2








ε1
ε2
ε3
γ23

γ13

γ12





. (2.71)

Two independent constants only are left for this type of material. Relations (2.67)
to (2.71) give the structure of the stiffness matrix, C, for various types of materials.
The compliance matrix, S can be obtained by inversion, see eq. (2.65).



2.6 Constitutive laws for anisotropic materials 85

While the actual structure of the stiffness matrix is obtained based on energy
and symmetry arguments, the physical interpretation of the various terms appearing
in this matrix is not clear. For example, isotropic materials are shown to be charac-
terized by two independent coefficients, C11 and C12; in practice, isotropic materi-
als are generally characterized by their Young’s modulus and Poisson’s ratio, which
have a clear physical interpretation. These constants are called the engineering con-
stants because they can be readily measured experimentally. For the various types
of materials, the stiffness and compliance terms can be expressed in terms of the
engineering constants. The following section discusses the experimental determina-
tion and the physical interpretation of the engineering constants for a lamina made
of unidirectional fibers embedded in a matrix material.

2.6.1 Constitutive laws for a lamina in the fiber aligned triad

Consider a thin sheet of composite material made of unidirectional fibers embedded
in a matrix. Let axis ı̄∗1 be oriented along the fiber direction, ı̄∗2 in the transverse di-
rection, and ı̄∗3 is perpendicular to the plane of the thin sheet. Triad I∗ = (̄ı∗1, ı̄

∗
2, ı̄

∗
3)

is called the fiber aligned triad and the superscript (·)∗ will be used to indicate quan-
tities measured in this triad.

If the diameter of the fiber is small compared to the thickness of the sheet, the
material can be assumed to be a homogeneous, transversely isotropic material. The
existence of individual fibers can be ignored: fibers and matrix materials are smeared
into an equivalent, homogeneous, anisotropic material. For a linearly elastic, trans-
versely isotropic material the constitutive laws reduce to eq. (2.70).

It will be assumed that the thin sheet of material is in a plane stress state, see
section 1.3, i.e., σ∗3 ≈ τ∗13 ≈ τ∗23 ≈ 0. The constitutive laws expressed in compliance
form are written in the following form





ε∗1
ε∗2
γ∗12



 =




1/E∗
1 −ν∗21/E∗

2 0
−ν∗12/E∗

1 1/E∗
2 0

0 0 1/G∗12








σ∗1
σ∗2
τ∗12



 . (2.72)

The compliance matrix is expressed in terms of four constants, E∗
1 , E∗

2 , ν∗12, and G∗12,
which are called the engineering constants. Note that the compliance matrix must be
symmetric, thus ν∗12/E∗

1 = ν∗21/E∗
2 . This means that although five constants appear

in the expression of the compliance matrix, one of, them say ν∗21, can be computed
from the other, and hence, is not an independent quantity.

The engineering constants can be readily measured experimentally. Consider a
simple test where the composite is subjected to a known stress in the fiber direction
only, σ∗1 , i.e., σ∗2 = τ∗12 = 0, as depicted in the left part of fig. 2.17. The first equation
of (2.72) now reduces to ε∗1 = σ∗1/E∗

1 . The strain in the fiber direction, ε∗1, can be
measured as a function of the applied stress, σ∗1 , by means of a strain gauge, and the
modulus of elasticity is then computed as E∗

1 = σ∗1/ε∗1. Clearly, E∗
1 is the modulus

of elasticity of the material in the fiber direction.
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The second equation of (2.72) becomes ε∗2 = −ν12σ
∗
1/E∗

1 . The strain in the
direction transverse to the fiber, ε∗2, can also be measured by means of a strain gauge.
Poisson’s ratio now becomes ν∗12 = −E∗

1ε∗2/σ∗1 .
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Fig. 2.17. Three simple tests for the determination of the engineering constants.

Consider next a second test where the composite material is subjected to a known
stress in the direction transverse to the fiber, σ∗2 , i.e., σ∗1 = τ∗12 = 0, as depicted in
the middle portion of fig. 2.17. Using the same approach as before, a measurement
of the transverse strain, ε∗2, as a function of the transverse stress, σ∗2 , will then yield
E∗

2 , the modulus of elasticity of the material in the direction transverse to the fiber.
An additional measurement of the strain in the fiber direction, ε∗1, will yield ν∗21. The
symmetry of the compliance matrix can be verified experimentally by checking that
the various measured quantities satisfy the symmetry condition ν∗12/E∗

1 = ν∗21/E∗
2 ,

within the expected experimental errors.
Finally, in the last test, the composite material is subjected to a known shear

stress, τ∗12, only, i.e., σ∗1 = σ∗2 = 0, as depicted in right portion of fig. 2.17. The last
equation of (2.72) reduces to γ∗12 = τ∗12/G∗12. A measurement of the shear strain,
γ∗12, then allows the evaluation of the shearing modulus, G∗12 = τ∗12/γ∗12.

The stiffness matrix is obtained by inverting eq. (2.72) to find





σ∗1
σ∗2
τ∗12



 =




E∗
1

1− ν∗212E∗
2/E∗

1

ν∗12E
∗
2

1− ν∗212E∗
2/E∗

1

0

ν∗12E
∗
2

1− ν∗212E∗
2/E∗

1

E∗
2

1− ν∗212E∗
2/E∗

1

0

0 0 G∗12








ε∗1
ε∗2
γ∗12



 . (2.73)

To simplify the writing of the above relationships, the following stress and strain
arrays are introduced

σ∗ =
{
σ∗1 , σ∗2 , τ∗12

}T
, ε∗ =

{
ε∗1, ε

∗
2, γ

∗
12

}T
. (2.74)

The constitutive laws, eqs. (2.73) and (2.72), are written in compact form as

σ∗ = C∗ε∗, and ε∗ = S∗σ∗, (2.75)

respectively. The stiffness and compliance matrices are then
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C∗ =




E∗
1

1− ν∗212E∗
2/E∗

1

ν∗12E
∗
2

1− ν∗212E∗
2/E∗

1

0

ν∗12E
∗
2

1− ν∗212E∗
2/E∗

1

E∗
2

1− ν∗212E∗
2/E∗

1

0

0 0 G∗12


 =




C∗11 C∗12 0
C∗12 C∗22 0
0 0 C∗66


 , (2.76)

and

S∗ =




1/E∗
1 −ν∗21/E∗

2 0
−ν∗12/E∗

1 1/E∗
2 0

0 0 1/G∗12


 =




S∗11 S∗12 0
S∗12 S∗22 0
0 0 S∗66


 , (2.77)

respectively.
The engineering constant for lamina made of a few different type of materials are

listed in table 2.7. This table lists the volume fraction Vf , engineering constants E∗
1 ,

E∗
2 , ν∗12, and G∗12, as well as the density of the various lamina.

Table 2.7. Engineering constants for lamina made of different materials.

Material Vf E∗
1 E∗

2 ν∗12 G∗12 density
system [GPa] [GPa] [GPa] [kg/m3]

Graphite/Epoxy (T300/5208) 0.70 180. 10. 0.28 7.0 1600
Graphite/Epoxy (AS/3501) 0.66 138. 9. 0.30 7.0 1600
Boron/Epoxy (T300/5208) 0.50 204. 18. 0.23 5.6 2000

Scotchply (1002) 0.45 39. 8. 0.26 4.0 1800
Kevlar 49 0.60 76. 5.5 0.34 2.3 1460

2.6.2 Constitutive laws for a lamina in an arbitrary triad

In the previous section, the constitutive laws for

i1

i1

*
i2

*

i2

q

Fig. 2.18. Definition of two axis sys-
tems for a lamina.

a lamina made of a transversely isotropic mate-
rial are discussed. The stresses and strains are
measured in the fiber aligned triad, I∗. In many
cases, however, the constitutive laws for the
lamina are required for a direction that might
not coincide with that of the fibers. Figure 2.18
shows a transversely isotropic lamina with a
reference triad, I = (̄ı1, ı̄2, ı̄3) and the fiber
aligned triad, I∗. The fibers run at an angle θ with respect to a reference triad; angle
θ is counted positive in the counterclockwise direction. Let σ, and ε be the arrays
of in-plane stresses and strains, respectively, measured in the reference triad I. The
lamina constitutive laws, measured in triad I, now become

σ = C ε. (2.78)

Stiffness matrix C could be obtained experimentally by performing a series
a tests on the lamina, applying a stress along axis ı̄1 first, then along axis ı̄2, as
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described in the previous section. Although conceptually feasible, this approach is
not practical because a series of tests would have to be performed each time the
constitutive laws are desired for a specific angle θ. A better approach would be to
relate the stiffness properties at an angle θ to those measured in the fiber direction.
This can be readily achieved with the help of the formulae for computing stresses
and strains in a rotated axis system.

Rotation of the stiffness matrix

All the elements required to relate the constitutive laws in the two triads are now in
place. The constitutive laws for a lamina expressed in the fiber aligned triad, σ∗ =
C∗ε∗, are the starting point of the development. Introducing the rotation formulae
for stresses, eq. (1.47), and strain, eq. (1.91), yields




m2 n2 2mn
n2 m2 −2mn
−mn mn m2 − n2








σ1

σ2

τ12



 = C∗




m2 n2 mn
n2 m2 −mn

−2mn 2mn m2 − n2








ε1
ε2
γ12



 ,

where m = cos θ and n = sin θ. Multiplying from the left by the inverse of the
rotation matrix for stresses results in





σ1

σ2

τ12



 =




m2 n2 −2mn
n2 m2 2mn
mn −mn m2 − n2


C∗




m2 n2 mn
n2 m2 −mn

−2mn 2mn m2 − n2








ε1
ε2
γ12



 .

Comparing this relationship to (2.78) then leads to

C =




m2 n2 −2mn
n2 m2 2mn
mn −mn m2 − n2


C∗




m2 n2 2mn
n2 m2 −2mn
−mn mn m2 − n2


 . (2.79)

Performing this triple matrix multiplication yields the various terms of the stiff-
ness matrix

C =




C11 C12 C16

C12 C22 C26

C16 C26 C66


 , (2.80)

where C11 = m4C∗11 + n4C∗22 + 2m2n2C∗12 + 4m2n2C∗66 and similar expressions
hold for the other entries. In view of the complexity of this result that involves powers
of trigonometric functions, an alternative expression can be derived based on well-
known trigonometric identities to find

C11 = α1 + α2 + α3 cos 2θ + α4 cos 4θ,
C22 = α1 + α2 − α3 cos 2θ + α4 cos 4θ,
C12 = α1 − α2 − α4 cos 4θ,
C66 = α2 − α4 cos 4θ,
C16 = (α3/2) sin 2θ + α4 sin 4θ,
C26 = (α3/2) sin 2θ − α4 sin 4θ,

(2.81)
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where the four material invariants, α1, α2, α3, and α4, are defined as

α1 =
E∗

1 + E∗
2 + 2ν∗12E

∗
2

4α0
, α2 =

E∗
1 + E∗

2 − 2ν∗12E
∗
2

8α0
+

G∗12
2

, (2.82a)

α3 =
E∗

1 − E∗
2

2α0
, α4 =

E∗
1 + E∗

2 − 2ν∗12E
∗
2

8α0
− G∗12

2
, (2.82b)

and where α0 = 1− ν∗212E∗
2/E∗

1 .
This relationship is written in a more compact manner by defining the following

matrix

χ(θ) =




1 1 cos 2θ cos 4θ
1 1 − cos 2θ cos 4θ
1 −1 0 − cos 4θ
0 1 0 − cos 4θ
0 0 1

2 sin 2θ sin 4θ
0 0 1

2 sin 2θ − sin 4θ




, (2.83)

which is a function of the lamina orientation angle only. Next, the array of stiffness
component is defined as

C =
{
C11, C22, C12, C66, C16, C26

}T
, (2.84)

and finally, the array of material invariants

α =
{
α1, α2, α3, α4

}T
. (2.85)

With these notations, the entries of the stiffness matrix for a lamina with a fiber
orientation angle θ can be written as

C(θ) = χ(θ)α. (2.86)

In summary, the stiffness matrix for a lamina can be obtained as follows.

1. Determine the engineering constants, E∗
1 , E∗

2 , ν∗12, and G∗12 by performing a
series of test on the lamina, as discussed in section 2.6.1.

2. Compute the stiffness matrix, C∗, in the fiber aligned triad, see eq. (2.76).
3. Compute the material invariants, α1, α2, α3, and α4, with the help of eqs.(2.82).

Set up the array of material invariants defined by eq. (2.85).
4. Set up matrix χ(θ) given by eq. (2.83) for the desired fiber orientation angle, θ,

and evaluate the components of the stiffness matrix using eq. (2.86).

The material invariants for lamina made of a few different type of materials are
listed in table 2.8. This table lists the material invariants computed from eqs. (2.82)
based on the data of table 2.7.

Figure 2.19 shows the stiffness components, C11 and C22, as a function of the
lamina angle, θ, for the Graphite/Epoxy T300/5208 material system. Note the rapid
decline of the stiffness coefficient, C11, when the lamina angle moves away from 0
degrees. This sharp decline is due to the high directionality of the lamina stiffness
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Table 2.8. Material invariants for lamina made of different materials.

Material system α1 [GPa] α2 [GPa] α3 [GPa] α4 [GPa]
Graphite/Epoxy (T300/5208) 49.11 26.65 85.37 19.65
Graphite/Epoxy (AS/3501) 38.32 21.30 64.88 14.30
Boron/Epoxy (T300/5208) 57.84 29.64 93.44 24.04

Scotchply (1002) 12.97 7.43 15.72 3.43
Kevlar 49 21.49 10.95 35.55 8.65

properties. The shearing stiffness component, C66, shown in fig. 2.20, drastically in-
creases when the lamina angle is 45 degrees. This can be explained as follows: a state
of pure shear, see section 1.3.5, is equivalent to stresses in tension and compression
acting at 45 and 135 degree angles, respectively. Theses stresses are now aligned
with the fiber direction, which presents very high stiffness.

The coupling stiffness terms, C16 and C26, do not vanish. These terms express a
coupling between extension and shearing of the lamina. In contrast, the stiffness ma-
trix, C∗, expressed in the fiber aligned triad, has vanishing terms in the corresponding
entries. Indeed, when the loading is applied along the fiber direction, which is the in-
tersection of two planes of symmetry, the response of the system must be symmetric,
precluding extension-shear coupling. When the loading is no longer aligned with the
intersection of the two planes of symmetry, a coupled response of the lamina is in-
tuitively expected. Figure 2.21 shows the stiffness components, C16 and C26, as a
function of lamina angle θ.
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Fig. 2.19. Variation of the stiffness coeffi-
cients, C11 and C22, and the engineering
constants, E1 and E2, as a function of θ.

Fig. 2.20. Variation of the stiffness coeffi-
cient, C66, and engineering constant, G12 as
a function of θ.

Rotation of the compliance matrix

The lamina constitutive laws can be expressed in the stiffness form, eq. (2.78), or in
the compliance form as
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Fig. 2.21. Variation of the coupling stiffness coefficients, C16 and C26, with the lamina angle
θ.

ε = S σ, (2.87)

where S = C−1 is the compliance matrix measured in the arbitrary triad. Of course,
the compliance matrix can be obtained by inverting the stiffness matrix, as indicated
by eq. (2.65), but a direct determination is also possible. Introducing the stress rota-
tion formula, eq. (1.47), and strain rotation formula, eq. (1.91), into the constitutive
laws, eq. (2.75), and identifying the result with eq. (2.87) yields

S =




m2 n2 −mn
n2 m2 mn

2mn −2mn m2 − n2


S∗




m2 n2 2mn
n2 m2 −2mn
−mn mn m2 − n2


 . (2.88)

Performing this triple matrix multiplication yields the terms of the compliance matrix

S =




S11 S12 S16

S12 S22 S26

S16 S26 S66


 =




1/E1 −ν21/E2 ν61/G12

−ν12/E1 1/E2 ν62/G12

ν16/E1 ν26/E2 1/G12


 , (2.89)

where E1, E2, ν12, G12, ν16, and ν26, define the engineering constants in the ar-
bitrary triad. Due to the symmetry of the compliance matrix, the following relation-
ships hold ν12/E1 = ν21/E2, ν16/E1 = ν61/G12, and ν26/E2 = ν62/G12. The first
entry of the compliance matrix is S11 = m4S∗11 + n4S∗22 + 2m2n2S∗12 + m2n2S∗66,
and similar expressions can be obtained for the other entries. In view of the com-
plexity of this result that involves powers of trigonometric functions, an alternative
expression is derived based on well-known trigonometric identities to find

S11 = β1 + β2 + β3 cos 2θ + β4 cos 4θ,
S22 = β1 + β2 − β3 cos 2θ + β4 cos 4θ,
S12 = β1 − β2 − β4 cos 4θ,
S66 = 4β2 − 4β4 cos 4θ,
S16 = β3 sin 2θ + 2β4 sin 4θ,
S26 = β3 sin 2θ − 2β4 sin 4θ,

(2.90)
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where the material invariants, β1, β2, β3, and β4, are defined as

β1 =
1
4

(
1

E∗
1

+
1

E∗
2

− 2ν∗12
E∗

1

)
, β2 =

1
8

(
1

E∗
1

+
1

E∗
2

+
2ν∗12
E∗

1

)
+

1
8G∗12

, (2.91a)

β3 =
1
2

(
1

E∗
1

− 1
E∗

2

)
, β4 =

1
8

(
1

E∗
1

+
1

E∗
2

+
2ν∗12
E∗

1

)
− 1

8G∗12
. (2.91b)

Explicit expression for the engineering constants can be obtained from eq. (2.89)

E1 = 1/ (β1 + β2 + β3 cos 2θ + β4 cos 4θ) , (2.92a)
E2 = 1/ (β1 + β2 − β3 cos 2θ + β4 cos 4θ) , (2.92b)
ν12 = − (β1 − β2 − β4 cos 4θ) / (β1 + β2 + β3 cos 2θ + β4 cos 4θ) , (2.92c)
G12 = 1/ (4β2 − 4β4 cos 4θ) , (2.92d)
ν16 = (β3 sin 2θ + 2β4 sin 4θ) / (β1 + β2 + β3 cos 2θ + β4 cos 4θ) , (2.92e)
ν26 = (β3 sin 2θ − 2β4 sin 4θ) / (β1 + β2 + β3 cos 2θ + β4 cos 4θ) . (2.92f)

These engineering constants can also be measured experimentally by performing
the various tests depicted in fig. 2.22. The tests are similar to those discussed in
section 2.6.1, except for the fact that stresses are now applied at an angle θ with
respect to the fibers.
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Fig. 2.22. Three simple tests for the determination of the engineering constants.

Figure 2.19 shows the variation of the modulus of elasticity, E1, as a function of
the lamina angle θ. Note the precipitous drop in the modulus of elasticity when the
lamina angle moves away from 0 degrees. This drop is much more pronounced than
that of the stiffness coefficient, C11.

It is important to understand the difference between the stiffness coefficient, C11,
and the engineering constant, E1. Mathematically, these two quantities clearly are
different: E1 = 1/S11 but 1/S11 6= C11 because the inverse of a matrix is not sim-
ply the inverse of its terms. This difference is easily understood in physical terms by
looking at the tests that would allow the measurement of these quantities. Figure 2.22
shows the tests to be performed to measure the engineering constants, and fig. 2.23
shows the corresponding tests to be performed to measure the stiffness coefficients.
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Focusing on the first test depicted in fig. 2.22, a single stress component, σ1, is ap-
plied, i.e., σ2 = τ12 = 0. A complex state of strain results that involves ε1, ε2, and
γ12. The measurement of the strain component, ε1, yields E1 from the first eq. (2.87),
the measurement of ε2 yields ν12 from the second eq. (2.87), and the measurement
of γ12 yields ν16 from the last eq. (2.87).

s1
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s2 s2

e1

e2 t12

t12
t12

t12

e g2 12=      = 0 e g1 12=      = 0

e e1 2= = 0

Test 1 Test 2 Test 3

Fig. 2.23. Three simple tests for the determination of the stiffness coefficients.

In the first test depicted in fig. 2.23, a single strain component, ε1, is applied,
i.e., ε2 = γ12 = 0. A complex state of stress results that involves stress components
σ1, σ2, and τ12. Measurements of these stresses would yield the stiffness coeffi-
cients, C11, C12, and C16, from the first, second, and last equation of eqs. (2.78),
respectively. Although conceptually simple, the tests depicted in fig. 2.23 are very
difficult to perform in practice. For the first test, the test specimen would have to be
constrained to prevent any deformations except for strain component ε1, and the re-
sulting stresses components would then need to be measured. Furthermore, friction
between the sample and the side restraints should be completely eliminated. Clearly,
such test is difficult to perform in practice.

Considering the first test in fig. 2.23 it is clear that the stiffness coefficient, C11,
reflects the stiffness of the material when it is constrained, i.e., when ε2 = γ12 = 0.
The effect of these constraints is to considerably stiffen the response of the material.
At a 20 degree lamina angle, the stiffness coefficient C11 is about 130 GPa, see
fig. 2.19, whereas the engineering constant E1 is only about 50 GPa. The effect of
constraining the material is clearly very important.

A similar effect is observed in fig. 2.19, which compares the stiffness coefficient,
C66, and the shearing modulus, G12. The stiffness coefficient increases considerably,
whereas the shearing modulus rises very modestly. Both quantities, however, reach
their maximum values for a 45 degree lamina angle.

Figure 2.24 shows the Poisson’s ratios, ν12, and ν21. Poisson’s ratio ν12 has a
value of 0.28 at a 0 degree lamina angle, but a value of about 0.02 only for a 90
degree lamina angle. For most metals, Poisson’s ratio is about 0.3; with composite
materials, a much wider range of value is observed. Finally, fig. 2.24 also shows the
variation of the engineering constants ν16, ν61, ν26, and ν62 as a function the lamina
angle.
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2.7 Strength of a transversely isotropic lamina

The constitutive laws for a linearly elastic, transversely isotropic material are in-
vestigated in section 2.6.2. The equations developed in that section express a linear
relationship between stress and strain, but provide no information about the strength
of the material.

2.7.1 Strength of a lamina under simple loading conditions

The strength of a lamina made of transversely isotropic material can be experimen-
tally determined by performing a series of simple tests. In practical applications,
this lamina will be under plane state of stress. Consider a first test where the lam-
ina is subjected to a single tensile stress, σ∗1 , applied in the fiber direction, i.e.,
σ∗2 = τ∗12 = 0, as depicted in fig. 2.26. As the applied stress increases, a point is
reached where the material fails. Let σ∗f1t be the stress level at which failure occurs.
The same test could be repeated for a compressive stress σ∗1 , and let σ∗f1c be the abso-
lute value of the compressive stress at failure. There is no reason to believe that σ∗f1t

and σ∗f1c are, in general, equal. Therefore, the subscripts (.)t and (.)c will be used to
distinguish the tensile and compressive failure stresses, respectively.

In a second test, depicted in fig. 2.26, the lamina is subjected to a single tensile
stress, σ∗2 , applied in the direction transverse to the fiber, i.e., σ∗1 = τ∗12 = 0. The
applied stress level that corresponds to failure of the lamina is denoted σ∗f2t , and
let σ∗f2c be the absolute value of the compressive stress that corresponds to failure.
Figure 2.26 also shows the third test to be performed in which the lamina is subjected
to a shear stress, τ∗12, whereas σ∗1 = σ∗2 = 0. Let τ∗f12 denote the level of applied shear
stress that corresponds to failure. Clearly, the failure level in shear does not depend
on the sign of the shear stress.

Although conceptually simple, the above tests can be very difficult to perform
in practice. Care must be taken in the tensile tests to reinforce the ends of the test
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Fig. 2.26. Three tests for the determination of the strength of a lamina

specimens that fit into the grips of the testing machine to avoid premature failure
near the grips. Furthermore, the specimen must be long enough to ensure that the
test section is free of end effects. The test setup to measure compressive strength
is far more complex because buckling of the specimen must be prevented. This can
be achieved by providing lateral support of the test sample. Performing the shear
test is also very complex. Subjecting a flat specimen to a state of pure shear is very
difficult to achieve experimentally. Of course, a tubular specimen can be used, but at
a far greater cost. Table 2.9 lists the typical failure stress levels for lamina made of
different materials.

Table 2.9. Typical failure stresses for lamina made of different materials.

Material σ∗f
1t σ∗f

1c σ∗f
2t σ∗f

1c τ∗f
12

system [MPa] [MPa] [MPa] [MPa] [MPa]
Graphite/Epoxy (T300/5208) 1500 1500 40 240 68
Graphite/Epoxy (AS/3501) 1450 1450 52 205 93
Boron/Epoxy (T300/5208) 1260 2500 61 202 67

Scotchply (1002) 1060 610 31 118 72
Kevlar 49 1400 235 12 53 34

2.7.2 Strength of a lamina under combined loading conditions

In practical design situations, the lamina might be subjected to several stress com-
ponents simultaneously. Consider, for instance, a lamina subjected to stresses along
both the fiber direction and the transverse direction. Figure 2.27 shows the corre-
sponding stress space and the failure stress levels σ∗f1t , σ∗f1c , σ∗f2t , and σ∗f2c which
correspond to the various failure stress levels measured in the tests described pre-
viously. Assume that equal stresses are applied in both directions simultaneously,
i.e., σ∗1 = σ∗2 . These stress states form a 45 degree line in the stress space. As the
applied stresses increase, failure will occur at a certain level. Of course, the applied
stresses σ∗1 and σ∗2 could be applied in any proportion, corresponding to various ra-
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dial lines emanating from the origin of the stress space. A different failure level will
correspond to each radial line.

To cover all possible combinations, the failure envelope, depicted in fig. 2.27,
should be known. All stress states within the failure envelope correspond to stress
levels the material can sustain without failing, whereas the stress states outside the
failure envelope result in failure.
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Fig. 2.27. Stress space for a lamina in biaxial stress state.

Clearly, the failure envelope could be obtained experimentally by performing a
large number of tests with various combinations of applied stress components, σ∗1 ,
σ∗2 , and τ∗12. This approach is not practical because it would require an overwhelm-
ing amount of testing to determine the failure envelope. A more desirable approach
would be to determine the failure envelope based on the knowledge of a few failure
stress levels such as σ∗f1t , σ∗f1c , σ∗f2t , σ∗f1c , and τ∗f12 . This can be achieved by means of a
failure criterion that predicts failure under combined loads. Although many different
failure criteria have been proposed, none is fully satisfactory, in the sense that their
predictions are not always in very good agreement with the experimentally measured
failure stresses. They are, however, widely used in preliminary design.

It is important to note that when designing with composite materials, the failure
mode is often as important as the failure stress. Indeed, consider the case of a lamina
subjected to a load transverse to the fibers: the lamina will fail at a very low stress
level which is indicative of the low load carrying capability of the matrix material.
On the other hand, if the same lamina is subjected to a stress aligned with the fibers,
it will fail at a far higher stress level which reflects the high strength of the fiber.
The failure modes in the two cases are quite different: matrix failure for the former,
fiber failure for the latter. Failure of the matrix due to a transverse load does not
substantially decrease the ability of the lamina to continue to carry high loads in the
fiber direction, whereas with fiber failure, load carrying capability is completely lost.
Clearly, a matrix failure is not always a catastrophic event in contrast to fiber failure,
which completely eliminates any load carrying capability.

2.7.3 The Tsai-Wu failure criterion

A commonly used failure criterion is the Tsai-Wu failure criterion. This criterion
states that the failure condition is reached when the combined applied stresses satisfy
the following equality
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F ∗11σ
∗2
1 + 2F ∗12σ

∗
1σ∗2 + F ∗22σ

∗2
2 + F ∗66τ

∗2
12 + F ∗1 σ∗1 + F ∗2 σ∗2 = 1, (2.93)

where the coefficients F ∗11, F ∗12, F ∗22, F ∗66, F ∗1 , and F ∗2 must be determined experi-
mentally. Note that the stress components appearing in the criterion are expressed in
the fiber aligned triad. Consider first the test described earlier where a single stress
component σ∗1 is applied. At failure in tension and in compression, the above equality
must be satisfied, implying

F ∗11σ
∗f2
1t + F ∗1 σ∗f1t = 1, F ∗11σ

∗f2
1c − F ∗1 σ∗f1c = 1.

The second test involves stress component σ∗2 only and yields

F ∗22σ
∗f2
2t + F ∗2 σ∗f2t = 1, F ∗22σ

∗f2
2c − F ∗2 σ∗f2c = 1.

Finally, the last test involves τ∗12 only and implies F ∗66τ
∗f2
12 = 1. These five equations

can be solved for five of the coefficients appearing in eq. (2.93) to find

F ∗11 =
1

σ∗f1t σ∗f1c

, F ∗22 =
1

σ∗f2t σ∗f2c

, F ∗66 =
1

τ∗f2
12

;

F ∗1 =
σ∗f1c − σ∗f1t

σ∗f1t σ∗f1c

, F ∗2 =
σ∗f2c − σ∗f2t

σ∗f2t σ∗f2c

.

These results are introduced in the initial statement of the failure criterion, eq. (2.93),
to yield

σ̄∗211 + 2F̄ ∗12σ̄
∗
11σ̄

∗
22 + σ̄∗222 + τ̄∗212 + F̄ ∗1 σ̄∗11 + F̄ ∗2 σ̄∗22 = 1, (2.94)

where the following non-dimensional stress components are defined,

σ̄∗11 =
σ∗1√

σ∗f1t σ∗f1c

; σ̄∗22 =
σ∗2√

σ∗f2t σ∗f2c

; τ̄∗12 =
τ∗12
τ∗f12

; (2.95)

as well as the following non-dimensional coefficients:

F̄ ∗1 =
σ∗f1c − σ∗f1t√

σ∗f1t σ∗f1c

; F̄ ∗2 =
σ∗f2c − σ∗f2t√

σ∗f2t σ∗f2c

. (2.96)

Coefficient F̄ ∗12 is as yet undetermined. Clearly, an additional test involving a
biaxial state of applied stress (i.e., a test where both σ∗1 and σ∗2 are applied simulta-
neously) is required to determine this coefficient. Because such a biaxial test is very
difficult to perform, coefficient F̄ ∗12 is often selected by fitting the prediction of the
criterion to available experimental data. F̄ ∗12 = −1/2 has been found to provide the
best fit. The final statement of the Tsai-Wu criterion becomes

σ̄∗211 − σ̄∗11σ̄
∗
22 + σ̄∗222 + τ̄∗212 + F̄ ∗1 σ̄∗11 + F̄ ∗2 σ̄∗22 = 1. (2.97)
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Example 2.3. Tsai-Wu failure criterion for uniaxial stress
As an example of application of this criterion consider the simple test shown in
fig. 2.28. A single stress component, σ1, is applied to a lamina with fibers running at
an angle θ. The stress rotation formula (1.47) yields the applied stresses in the fiber
aligned triad as σ∗1 = σ1 cos2 θ, σ∗2 = σ1 sin2 θ, and τ∗12 = −σ1 cos θ sin θ.

The level of applied stress that corresponds to failure satisfies the failure crite-
rion 2.97, i.e.,

σ2
1


 cos4 θ

σ∗f1t σ∗f1c

− sin2 θ cos2 θ√
σ∗f1t σ∗f1c σ∗f2t σ∗f2c

+
sin4 θ

σ∗f2t σ∗f2c

+
sin2 θ cos2 θ

τ∗f2
12




+ σ1


 F̄ ∗1 cos2 θ√

σ∗f1t σ∗f1c

+
F̄ ∗2 sin2 θ√

σ∗f2t σ∗f2c


− 1 = 0.

This second order equation can be solved to find the failure load. The two solu-
tions correspond to the failure loads in tension and compression. Figure 2.29 shows
the absolute value of these failure loads as a function of the lamina angle θ for the
Graphite/Epoxy materials (T300/5208) whose properties are given in table 2.9. Note
the precipitous drop in strength as the lamina angle moves away from 0 degrees.

2.7.4 The reserve factor

The concept of reserve factor is often used in stress computations. The reserve factor,
R, is defined as the factor by which the applied stress can be multiplied to reach
failure, i.e.,

σfail = R σappl. (2.98)

From this definition it follows that:

• R = 1 means that the applied stresses causes failure;
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• R > 1 means that the applied stresses level is safe, i.e., it is below the failure
level. A reserve factor of two means that the applied stresses can be doubled
before failure occurs;

• R < 1 means that the applied stresses is above the failure stress.

Let σ∗1 , σ∗2 , and τ∗12 be the stresses applied to a lamina. By definition of the re-
serve factor, it follows that Rσ∗1 , Rσ∗2 , Rτ∗12 is the stress level that will cause failure.
Assuming failure can be predicted by the Tsai-Wu failure criterion, eq. (2.97), the
failure condition can be written as

(Rσ∗1)2

σ∗f1t σ∗f1c

− (Rσ∗1)(Rσ∗2)√
σ∗f1t σ∗f1c σ∗f2t σ∗f2c

+
(Rσ∗2)2

σ∗f2t σ∗f2c

+
(Rτ∗12)

2

τ∗f2
12

+F̄ ∗1
Rσ∗1√
σ∗f1t σ∗f1c

+ F̄ ∗2
Rσ∗2√
σ∗f2t σ∗f2c

− 1 = 0.

Introducing the non-dimensional stresses, eq. (2.95), and regrouping the powers of
R yields the following quadratic equation for the reserve factor

(
σ̄∗211 − σ̄∗11σ̄

∗
22 + σ̄∗222 + τ̄∗212

)
R2 +

(
F̄ ∗1 σ̄∗11 + F̄ ∗2 σ̄∗22

)
R− 1 = 0. (2.99)

This quadratic equation has two roots, R1 and R2, which are positive and neg-
ative, respectively. The positive root gives the failure stress level, and the negative
root gives the failure stress level when the sign of the applied stresses is reversed.
In general, |R1| 6= |R2| since the failure stress level in tension and compression are
different.
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Linear elasticity solutions

The equations of linear elasticity are derived in chapters 1 and 2, and can be divided
into three groups: the equilibrium equations, the strain displacement equations, and
the constitutive laws. Figure 3.1 shows these three groups of equations in a block
diagram.

Newton’s
Laws

Equilibrium
equations

Constitutive
laws

Material
science

Geometry

Strain-
displacement,
compatibility

Equations
of elasticity

Physics
or science

origin

Fig. 3.1. The elasticity equations separated into three groups.

The equilibrium equations express the equilibrium conditions for a differential
element of the body in terms of the stress field. These equilibrium conditions are
a direct consequence Newton’s laws applied to a differential element of the de-
formable body. They consists of the three partial differential equations of equilib-
rium, eqs. (1.4).

The strain-displacement equations, also called the kinematic equations, describe
the deformation of the body without reference to the forces that create the deforma-
tion. The strain components are defined based on a purely kinematic description of
the deformed and undeformed configurations of the solid. The strain-displacement
equations consists of the six partial differential equations relating the strain compo-
nents to the displacement components, eqs. (1.63) and (1.71).
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The constitutive laws describe the behavior of materials under load. More specif-
ically, they take the form of relationships linking the stress and strain components at
a point. Constitutive laws are rooted in material science and express an approxima-
tion to the observed behavior of actual materials. For Hooke’s law, they consists of
six algebraic equations, eqs. (2.4) and (2.9).

A total of 15 equations of linear elasticity are obtained. Given the proper bound-
ary conditions, these 15 equations can be solved to obtain the following 15 un-
knowns: the three components of the displacement vector, the six components of
the strain tensor, and the six components of the stress tensor.

In addition, the six partial differential strain compatibility equations, eqs. (1.106),
impose certain continuity conditions on the displacement components that may arise
from a state of strain. While these compatibility equations are not part of the basic 15
equations of elasticity, their use may be a critical element of any solution procedure.
In this chapter, solutions of this set of equations will be presented for very simple
problems. Indeed, exact solutions for realistic problems are very difficult to obtain
in general.

3.1 Solution procedures

The linear equations of elasticity form a set of coupled partial differential equations
that are elegantly simple but like most partial differential equations, are often quite
difficult to solve for realistic problems. Considerable simplification can be achieved
when the general, three-dimensional formulation is reduced to a two-dimensional
formulation by assuming the problem to be either plane stress or plane strain, as dis-
cussed in sections 1.3 or 1.6, respectively. Further simplification can be achieved for
problems presenting specific symmetries. For example, the governing equations for
two-dimensional problems featuring cylindrical symmetry reduce to ordinary differ-
ential equations. It is often necessary, however, to reformulate the elasticity equa-
tions in cylindrical or spherical coordinates to take advantage of specific symmetries
or easily impose boundary conditions.

Three approaches are available for the solution of elasticity problems.

1. Displacement formulations: the objective is to derive three equations for the
three unknown displacement components.

2. Stress formulations: the objective is to solve for the state of stress in the body.
This means that six equations are required for the six stress components.

3. Semi-inverse approaches: assumptions are made to solve the problem for a sub-
set of the variables. With that solution at hand, the remaining equations of the
problem are solved. If all equations can be exactly satisfied, an exact solution is
obtained and the initial assumptions are validated.

For all three approaches, dimensional reduction is often performed first. Under spe-
cific conditions, the initial three-dimensional problem can be reduced to a two- and
sometimes one-dimensional problem, considerably easing the solution process. Ex-
amples of these various approaches are given in the following sections.



3.1 Solution procedures 103

3.1.1 Displacement formulation

A formulation leading to equations involving only the displacement components, u1,
u2, and u3, is readily developed based on the following procedure.

1. Substitute the stress-strain equations (2.4) and (2.9) into the three equilibrium
equations (1.4) to obtain three equations expressed in terms of strain compo-
nents.

2. Substitute the strain-displacement equations (1.63) and (1.71) into these equa-
tions to obtain a set of three equilibrium equations expressed in terms of the
displacement components, u1, u2, and u3 alone.

These equations are generally referred to as Navier’s equations. Given appro-
priate boundary conditions expressed in terms of displacement components, solu-
tion of Navier’s equations yields the unknown displacement field throughout the
body. While specification of displacement boundary conditions is straightforward,
the specification of traction boundary conditions in terms of displacements often lead
to complicated formulations. It is left as an exercise to show that Navier’s equations
are

E

2(1 + ν)(1− 2ν)
∂e

∂x1
+ G ∇2u1 + b1 = 0 (3.1a)

E

2(1 + ν)(1− 2ν)
∂e

∂x2
+ G ∇2u2 + b2 = 0 (3.1b)

E

2(1 + ν)(1− 2ν)
∂e

∂x3
+ G ∇2u3 + b3 = 0, (3.1c)

where e is the volumetric strain defined by eq. (1.75). The differential operator, ∇2,
called the Laplacian, is defined as

∇2 =
∂2

∂x2
1

+
∂2

∂x2
2

+
∂2

∂x2
3

. (3.2)

If body forces are constant throughout the body, taking a derivative with respect to
x1, x2, and x3 of eqs. (3.1a), (3.1b) and (3.1c), respectively, and summing up the
resulting equations leads to

∂e

∂x2
1

+
∂e

∂x2
2

+
∂e

∂x2
3

= ∇2e = 0. (3.3)

Thus, for constant body forces, the volumetric strain satisfies the homogeneous
Laplace’s equation.

3.1.2 Stress formulation

It is a much more difficult task to formulate elasticity equations in terms of the stress
components. The three equilibrium equations alone are not sufficient to determine
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the six unknown stress components. In this case, the compatibility equations must
be included to insure that stress components correspond to a deformation state that
is continuous and sufficiently smooth. The formulation is quite tedious but can be
accomplished by following the steps.

1. Substitute the stress-strain equations (2.4) and (2.9) into the six compatibility
equations (1.106).

2. Further simplify these six equations into three equations for the normal stresses
and three equations for the shear stresses.

The resulting equations are called Beltrami-Michell’s equations, which can be
written as

∇2σ1 +
1

1 + ν

∂2I1

∂x2
1

+
ν

1− ν

(
∂b1

∂x1
+

∂b2

∂x2
+

∂b3

∂x3

)
+ 2

∂b1

∂x1
= 0, (3.4a)

∇2σ2 +
1

1 + ν

∂2I1

∂x2
2

+
ν

1− ν

(
∂b1

∂x1
+

∂b2

∂x2
+

∂b3

∂x3

)
+ 2

∂b1

∂x2
= 0, (3.4b)

∇2σ3 +
1

1 + ν

∂2I1

∂x2
3

+
ν

1− ν

(
∂b1

∂x1
+

∂b2

∂x2
+

∂b3

∂x3

)
+ 2

∂b1

∂x3
= 0, (3.4c)

∇2τ12 +
1

1 + ν

∂2I1

∂x1∂x2
+

(
∂b1

∂x2
+

∂b2

∂x1

)
= 0, (3.4d)

∇2τ23 +
1

1 + ν

∂2I1

∂x2∂x3
+

(
∂b2

∂x3
+

∂b3

∂x2

)
= 0, (3.4e)

∇2τ31 +
1

1 + ν

∂2I1

∂x3∂x1
+

(
∂b1

∂x3
+

∂b3

∂x1

)
= 0, (3.4f)

where I1 is the first stress invariant given by eq. (1.15a). These equations, along
with appropriate stress boundary conditions, can be solved for the stress state within
the body. Solutions to all but the simplest problems are extremely difficult to con-
struct. Moreover, many problems of practical interest involve boundary conditions
expressed in terms of displacement components over parts of the body and in terms
of stress components over other portions of the body; this leads to so called “mixed
boundary value problems,” which are very difficult to handle for all but the simplest
problems.

If body forces are constant throughout the body, summing up eqs. (3.4a) to (3.4c)
leads to ∇2I1 = 0, i.e., the first stress invariant satisfies the homogeneous Laplace’s
equation. Introducing eq. (2.18), this becomes E/(1 − 2ν) ∇2e = 0 and finally
∇2e = 0, a result that is obtained in the previous section, see eq. (3.3).

3.1.3 Solutions to elasticity problems

Solutions to practical problems in three dimensions are very difficult to achieve for
all but the simplest geometries. This is largely due to the large number of partial
differential equations in the governing equations of linear elasticity and the fact that
solutions to partial differential equations involve arbitrary functions (rather than the
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much simpler arbitrary constants that occur in solutions to ordinary differential equa-
tions). The choice of such functions generally depends critically on the particular ge-
ometry of the problem under consideration. In this section, one single problem will
be treated to illustrate the difficulty of the solution procedure.

Example 3.1. Rectangular bar hanging under its own weight
To illustrate the solution problem for a simple practical problem, the stress and dis-
placement distributions in a prismatic bar hanging vertically under its own weight
will be evaluated. For simplicity, consider a prismatic bar of length L, with a rectan-
gular cross-section of width b and thickness t, hanging vertically under the action of
gravity as shown in fig. 3.2. The cross-sectional dimensions of the bar are assumed
to be far smaller than its length, i.e., b/L ¿ 1 and t/L ¿ 1.

i1

i2

i3

t

b

rg
L

Fig. 3.2. Prismatic bar hanging under its own weight.

While a number of approaches to this problem are possible, perhaps the simplest
is to seek a solution for the stress field. This is a natural choice because all the sides
of the bar are stress-free, except for the top surface where it is attached to the support.
Expressing these stress-free boundary conditions is relatively easy in a stress based
formulation. While the six Beltrami-Michell equations, eqs. (3.4), could be used as
the starting point of this development, it is easier to adopt a semi-inverse method, in
which simplifying assumptions are made prior to solving the governing equations.

Because the cross-sectional dimensions of the bar are small compared to its
length, it seems reasonable to assume that, (1) all transverse stress components
vanish, and (2) the axial stress, σ3, is solely a function of the variable x3. With
these simplifications, the three equilibrium equations reduce to the single equation,
dσ3/dx3 + b3 = 0. The applied load per unit volume of the bar is b3 = −ρg, where
ρ is the material mass density and g the gravitational constant; this equation is in-
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tegrated to find the axial stress component, σ3, as σ3 =
∫ −b3 dx3 = ρgx3 + C,

where C is an integration constant.
The stress boundary conditions can be expressed using eq. (1.9), but since all

surfaces are perpendicular to one of the coordinate axes, it follows that σ1 = τ12 =
τ13 = 0 on faces normal to axis ı̄1, σ2 = τ21 = τ23 = 0 on faces normal to ı̄2,
and σ3 = τ31 = τ32 = 0 on the lower face. The assumed stress state satisfies all
these boundary conditions except for the condition that σ3 = 0 on the lower face.
Imposing this condition on the stress field yields C = 0 and hence,

σ3 = ρgx3. (3.5)

All all other stress components vanish. This solution implies that the stress on the
upper surface, at x3 = L, is σ3 = ρgL. The net force on this area is the integral of
the stress over the cross-section, which is equal to ρgLbt, the total weight of the bar,
as expected from elementary statics.

Now that the stress field throughout the body has been established, the corre-
sponding displacement field must be evaluated. The first step in determining the dis-
placement components is to express the strains in terms of the stresses using the
constitutive equations (2.4) and (2.8) to find

ε1 = −νρgx3

E
, ε2 = −νρgx3

E
, ε3 =

ρgx3

E
, γ12 = γ13 = γ23 = 0. (3.6)

The shear strain components vanish, while the direct strain components are linear
functions of x3, hence, all six compatibility equations (1.106) are satisfied.

To determine the displacements, it is necessary to integrate the strain-
displacement equations (1.63) and (1.71) which can be stated as follows

∂u1

∂x1
= −νρg

E
x3, (3.7a)

∂u2

∂x2
= −νρg

E
x3, (3.7b)

∂u3

∂x3
=

ρg

E
x3, (3.7c)

∂u1

∂x2
+

∂u2

∂x1
= 0, (3.7d)

∂u1

∂x3
+

∂u3

∂x1
= 0, (3.7e)

∂u2

∂x3
+

∂u3

∂x2
= 0. (3.7f)

Integration of these partial differential equations to determine the displacement field
turns out to be a bit more challenging than it appears. Integrating eq. (3.7c) yields
the third displacement component as

u3 =
ρg

2E
x2

3 + f1(x1, x2), (3.8)
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where the constant of partial integration is a function, f1(x1, x2), rather than simply
a constant, as would be the case for ordinary differential equations. This result can
now be substituted into equations (3.7e) and (3.7f) to find ∂u1/∂x3 = −∂f1/∂x1

and ∂u2/∂x3 = −∂f1/∂x2. These equations can be integrated to yield

u1 = − ∂f1

∂x1
x3 + f2(x1, x2), u2 = − ∂f1

∂x2
x3 + f3(x1, x2), (3.9)

where f2(x1, x2) and f3(x1, x2) are arbitrary functions arising from the integration.
While eqs. (3.7c), (3.7e) and (3.7f) have been used already, the above displacements
can be substituted into eqs. (3.7a) and (3.7b) to find−(∂2f1/∂x2

1) x3+(∂f2/∂x1) =
−(νρg/E) x3 and −(∂2f1/∂x2

2) x3 + (∂f3/∂x2) = −(νρg/E) x3, which can be
rearranged into a more useful form as

(
∂2f1

∂x2
1

− νρg

E

)
x3 =

∂f2

∂x1
,

(
∂2f1

∂x2
2

− νρg

E

)
x3 =

∂f3

∂x2
. (3.10)

These results must be carefully examined: functions f1(x1, x2), f2(x1, x2), and
f3(x1, x2) are all three independent of x3. Because the above equations must hold
for any value of x3, the expressions in parentheses, which depend only on x1 and x2,
must vanish, as must the righthand sides of the equations, implying that

∂2f1

∂x2
1

=
νρg

E
, (3.11a)

∂2f1

∂x2
2

=
νρg

E
, (3.11b)

∂f2

∂x1
= 0, (3.11c)

∂f3

∂x2
= 0. (3.11d)

These expressions are still insufficient to determine the functions f1(x1, x2),
f2(x1, x2) and f3(x1, x2), but eq. (3.7d) has not yet been used. Substituting u1 and
u2 from eq. (3.9) into eq. (3.7d) yields

−2
∂2f1

∂x1∂x2
x3 +

∂f3

∂x1
+

∂f2

∂x2
= 0.

The reasoning used earlier applies here again: because the above equation must hold
for any value of x3 and because f2 and f3 are functions of x1 and x2 only, both the
coefficient of x3 and the independent term must vanish, leading to

∂2f1

∂x1∂x2
= 0 (3.12a)

∂f3

∂x1
+

∂f2

∂x2
= 0. (3.12b)
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Equations (3.11) and (3.12) now constitute a set of equations that can be solved
for the unknown functions f1, f2 and f3. Equations (3.11c) and (3.11d) can be inte-
grated to yield f2 = C1a1(x2) + C2 and f3 = C3a2(x1) + C4, where a1(x2) and
a2(x1) are arbitrary functions and C1, C2, C3 and C4 arbitrary constants. Substitut-
ing these into eq. (3.12b) results in

C3
da2(x1)

dx1
+ C1

da1(x2)
dx2

= 0,

where the functional dependence is explicitly shown and the partial derivatives be-
come regular derivatives. Inspection of this result reveals that the only possible solu-
tion is a1 = x2, a2 = x1 and C3 = −C1, leading to

f2 = C1x2 + C2 and f3 = −C1x1 + C4. (3.13)

Next, eqs. (3.11a) and (3.11b) can be integrated to yield two different expres-
sions for f1: f1 = (νρg/2E) x2

1 + f4(x2) x1 + C5 and f1 = (νρg/2E) x2
2 +

f5(x1) x2 + C6. Equation (3.12a) now implies (∂2f1)/(∂x1∂x2) = df4/dx2 = 0
and (∂2f1)/(∂x1∂x2) = df5/dx1 = 0, and hence, f4 = C7 and f5 = C8. Finally,
it is possible to combine these results into a single expression for f1

f1 =
νρg

2E
(x2

1 + x2
2) + C7x1 + C8x2 + C9, (3.14)

where the C7, C8 and C9 are arbitrary constants. The functions expressed in
eqs. (3.13) and (3.14) can now be substituted into eqs. (3.8) and (3.9) to yield so-
lutions for the displacement components

u1 = −νρg

E
x1x3 − C7x3 + C1x2 + C3,

u2 = −νρg

E
x2x3 − C8x3 − C1x1 + C4,

u3 =
ρg

2E
x2

3 +
νρg

2E
(x2

1 + x2
2) + C7x1 + C8x2 + C9.

(3.15)

At this point, the only remaining task is to determine the integration constants
appearing in the displacement field. Two requirements must be met: the bar un-
dergoes no rigid body translation and no rigid body rotation. The simplest way to
impose these conditions is to enforce the vanishing of displacements and rotations
at the center of the upper surface along which the bar is attached: vanishing of the
displacements implies u1(0, 0, L) = u2(0, 0, L) = u3(0, 0, L) = 0, whereas van-
ishing of the rotations leads to ω1(0, 0, L) = ω2(0, 0, L) = ω3(0, 0, L) = 0, see
eqs. (1.73). Application of these boundary conditions to the displacement field given
by eq. (3.15) is left as an exercise; the final expression for the displacement field is

u1 = −νρg

E
x1x3, u2 = −νρg

E
x2x3, u3 =

ρg

2E

[
x2

3 − L2 + ν(x2
1 + x2

2)
]
. (3.16)

Equations (3.5) and (3.16) describe the state of stress and displacement, respec-
tively, inside the prismatic bar hanging vertically under its own weight. A number of
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features of this solution are worth examining in more detail. The stress field consists
of a single component, σ3, which linearly increases from the lower to the upper end
of the bar, as expected from basic statics requirements. The displacement solution
is a bit more complex but quite revealing. The vertical displacement of the lower
surface of the bar, i.e., at x3 = 0, is given by

u3(x3 = 0) = − ρg

2E

[
L2 − ν(x2

1 + x2
2)

]
.

Figure 3.3 shows this distribution of non-dimensional displacement,
u3/(ρg/2EL2), over the cross-section of the bar. The vertical displacement at
the centerline, i.e., at x1 = x2 = 0, is that which would be obtained from a
one dimensional analysis ignoring the finite dimension of the cross-section. The
vertical displacement away from the centerline is reduced by a factor proportional
to Poisson’s ratio and the square of the distance from the centerline, resulting in a
spherical shape for the deflected surface; the central portion of the bar deflects more
than the outer regions. The vertical displacement of the upper surface vanishes only
at the centerline, as required by the imposed boundary conditions, but is otherwise
parabolic. These results are consistent with the stress-free boundary conditions
assumed at the lower surface, but had the upper surface been assumed to remain
planar, a completely different solution would have resulted. This behavior is perhaps
easier to visualize if one imagines the bar to be made of a very soft material like
gelatin; in this case, the parabolic displacement of the bar’s cross-section becomes
more intuitive.
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Fig. 3.3. Vertical displacement component,
u3, of lower surface of the prismatic bar.
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Fig. 3.4. Lateral displacement component,
u2, of the left and right sides of prismatic bar.

The displacements of the sides of the bar reveal additional details of the deforma-
tion behavior. Figure 3.4 shows a greatly exaggerated plot of the shape of a section
of the bar taken through the centerline and perpendicular to axis ı̄1. As indicated by
eq. (3.16), the sides of the bar taper inwards for increasing values of x3 so that the
transverse dimensions of the upper cross-section are smaller than those of the lower.
This behavior is due to Poisson’s effect, and the presence of Poisson’s ratio, ν, in the
equations for u1 and u2 clearly indicates the origin of this phenomenon.
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3.2 Plane strain problems

The assumption of plane strain state introduced in section 1.6 reduces three-
dimensional problems to two-dimensional problems and results in considerable sim-
plification of the governing equations. In plane strain problems, the displacements,
body forces and changes in properties are assumed to vanish along a preferential
direction; it is always possible to select axis ı̄3 to coincide with that preferential di-
rection. Problems meeting these conditions are not necessarily two-dimensional in
appearance, such as a thin sheet or a flat plate, but instead, experience no deformation
in one direction. For example, the cross-section of a buried pipe or a cross-section
of a long dam could be modeled as plane strain problems under the assumption that
there is no displacement in the axial direction.

For plane strain states, the strain-displacement equations, eqs. (1.63) and (1.71),
reduce to

ε1 =
∂u1

∂x1
, ε2 =

∂u2

∂x2
, γ12 =

∂u1

∂x2
+

∂u2

∂x1
, (3.17)

while the axial and transverse shear strain components vanish, ε3 = γ13 = γ23 = 0.
Similarly, the equilibrium equations, eqs. (1.4), reduce to

∂σ1

∂x1
+

∂τ21

∂x2
+ b1 = 0,

∂τ12

∂x1
+

∂σ2

∂x2
+ b2 = 0. (3.18)

The transverse shear stress components vanish, τ13 = τ23 = 0, while the axial stress
does not due to Poisson’s effect, σ3 = ν(σ1 + σ2). If the material is assumed to
obey Hooke’s law, the vanishing of the axial and transverse shear strain components
results in the following reduced constitutive laws

ε1 =
1 + ν

E
[(1− ν)σ1 − νσ2] , ε2 =

1 + ν

E
[(1− ν)σ2 − νσ1] , γ12 =

τ12

G
.

(3.19)
Under plane strain assumptions, Navier’s equations, eqs. (3.1), reduce to two

equations only,

E

2(1 + ν)(1− 2ν)
∂e

∂x1
+ G ∇2u1 + b1 = 0, (3.20a)

E

2(1 + ν)(1− 2ν)
∂e

∂x2
+ G ∇2u2 + b2 = 0, (3.20b)

where the volumetric strain, see eq. (1.75), reduces to e = ε1 + ε2. The differential
operator ∇2 is now the two-dimensional Laplacian

∇2 =
∂2

∂x2
1

+
∂2

∂x2
2

. (3.21)

Taking derivatives with respect to x1 and x2 of eqs. (3.20a) and (3.20b), respec-
tively, and summing up the resulting equations leads to
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2(1− ν)G
1− 2ν

∇2e = −
(

∂b1

∂x1
+

∂b2

∂x2

)
. (3.22)

The constitutive law for the volumetric strain, given by eq. (2.18), reduces to e =
(1− 2ν)(1 + ν)(σ1 + σ2)/E for plane strain state. It then follows that

∇2(σ1 + σ2) = − 1
1− ν

(
∂b1

∂x1
+

∂b2

∂x2

)
. (3.23)

Unfortunately, this equation alone is insufficient to determine the three stress
components, σ1, σ2 and τ12. To overcome this problem, a novel approach, first pro-
posed by Airy, is introduced. It is assumed that the body forces, b1 and b2, are con-
servative forces, i.e., they can be derived from a potential: b1 = −∂V/∂x1 and
b2 = −∂V/∂x2, where V (x1, x2) is the potential of the body forces. Next, the stress
field is written in terms of Airy’s stress function, φ(x1, x2), as

σ1 =
∂2φ

∂x2
2

+ V, σ2 =
∂2φ

∂x2
1

+ V, τ12 = − ∂2φ

∂x1∂x2
. (3.24)

The stress field written in terms of Airy’s stress function automatically satis-
fies the equilibrium equations of the problem, as can be verified by introducing
eqs. (3.24) into eqs. (3.18). This is the very reason why Airy’s stress function is
introduced in the first place: instead of working with three stress components, σ1, σ2

and τ12, a single unknown, the stress function, φ, remains. Furthermore, the stress
field derived from Airy’s stress function through eqs. (3.24) automatically satisfies
equilibrium conditions.

Introducing the stress components expressed in terms of Airy’s stress function
into equilibrium equation (3.23) yields a single equation for the stress function

∂4φ

∂x4
1

+ 2
∂4φ

∂x2
1∂x2

2

+
∂4φ

∂x4
2

= ∇4φ = −1− 2ν

1− ν
∇2V. (3.25)

This is a nonhomogeneous, two-dimensional bi-harmonic partial differential equa-
tion. When the body forces vanish or are harmonic function, i.e., when ∇2V = 0,
the governing equation becomes the homogeneous bi-harmonic equation. The bi-
harmonic equation has been extensively studied and a number of solution procedures
are available.

3.3 Plane stress problems

The assumption of plane stress state introduced in section 1.3 reduces three-
dimensional problems to two-dimensional problems and results in considerable sim-
plification of the governing equations. In plane stress problems, the stress compo-
nents and body forces are assumed to vanish along a preferential direction. It is
always possible to select axis ı̄3 to coincide with that preferential direction; hence
σ3 = τ13 = τ23 = 0 and b3 = 0. Next, it is assumed that the response of the solid
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does not vary along axis ı̄3, leading to further simplification of the governing equa-
tions. This latter assumption is realistic for bodies in the form of thin sheets loaded
by forces acting in the plane of the sheet.

For plane stress states, the equilibrium equations are identical to those for plane
strain states, eqs. (3.18). If the material is assumed to obey Hooke’s law, the vanish-
ing of the axial and shear stress components leads to the following reduced constitu-
tive laws

ε1 =
1
E

(σ1 − νσ2), ε2 =
1
E

(σ2 − νσ1), γ12 =
1
G

τ12. (3.26)

The inverse relationships are

σ1 =
E

1− ν2
(ε1 + νε2), σ2 =

E

1− ν2
(ε2 + νε1), τ12 = G γ12, (3.27)

Finally, the strain along axis ı̄3 is ε3 = −ν(σ1 + σ2)/E. Although Hooke’s law is
used for both plane strain and plane stress problems, the reduced constitutive law
differ for the two cases, see eqs (3.19) and (3.26), respectively.

It is convenient here again to use Airy’s stress function to satisfy equilibrium con-
ditions and substitute the stress components expressed in terms of the stress function,
eq. (3.24), into the constitutive equations to obtain the following expressions for the
strain components

ε1 =
1
E

[
∂2φ

∂x2
2

− ν
∂2φ

∂x2
1

+ (1− ν)V
]

, ε2 =
1
E

[
∂2φ

∂x2
1

− ν
∂2φ

∂x2
2

+ (1− ν)V
]

ε3 = − ν

E

[
∂2φ

∂x2
2

+
∂2φ

∂x2
1

+ 2V

]
, γ12 = − 1

G

∂2φ

∂x1∂x2
.

Of course, the transverse shear strain components vanish, γ13 = γ23 = 0.
These strain components can be substituted into the strain compatibility equa-

tions (1.106c), (1.106b), (1.106a) and (1.106f) to obtain

∇4φ = −(1− ν)∇2V, (3.28a)

∂2ε3
∂x2

1

=
∂4φ

∂x4
1

+
∂4φ

∂x2
1∂x2

2

+ 2
∂2V

∂x2
1

= 0, (3.28b)

∂2ε3
∂x2

2

=
∂4φ

∂x4
2

+
∂4φ

∂x2
1∂x2

2

+ 2
∂2V

∂x2
2

= 0, (3.28c)

∂2ε3
∂x1∂x2

=
∂4φ

∂x3
1∂x2

+
∂4φ

∂x1∂x3
2

+ 2
∂2V

∂x1∂x2
= 0, (3.28d)

respectively, while the last two compatibility equations, eqs. (1.106d) and (1.106e),
are automatically satisfied. This appears to be a complicated situation with four equa-
tions to define the stress function. It can be shown, however, that failure to satisfy
the last three equations, eqs. (3.28b) to (3.28d), does not lead to large errors. Hence,
a single equation for Airy’s stress function remains
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∇4φ = −(1− ν)∇2V. (3.29)

When the body forces vanish or are harmonic function, i.e., when ∇2V = 0, the
governing equation becomes the homogeneous bi-harmonic equation, as is the case
for the plane strain state.

In conclusion, both plane strain and plane stress states lead to nonhomoge-
neous bi-harmonic equations, eqs. (3.25) and (3.29), respectively. The two equations
present only slight differences in their nonhomogeneous parts. For plane strain and
plane stress problems, boundary conditions will differ considerably and the consti-
tutive relationships are also different; hence, identical solutions of the two problems
should not be expected. Nonetheless, the wealth of knowledge about how to solve
bi-harmonic equations is useful for both types of problems.

3.4 Plane strain and plane stress in polar coordinates

A number of practical plane strain or plane stress problems present circular bound-
aries or cylindrical symmetry. Examples include such problems as thick-walled tubes
subjected to torsion or internal pressure, thin sheets with circular holes, curved beams
and many others.

To formulate these types of problems, the governing equations of elasticity must
be recast in a polar (or cylindrical) coordinate system. While this can be accom-
plished by re-examination of differential volume and area elements defined in the
cylindrical coordinate system, the equations can also be obtained from those derived
in Cartesian coordinates through appropriate transformations. To this end, consider
the coordinate system (̄ı1, ı̄2) that forms the basis of a Cartesian system and the unit
vectors of the polar system, (̄ır, ı̄θ), as depicted fig. 3.5.

Polar coordinates are expressed in terms of

i1

ir

i
q i2

q
r

P

Fig. 3.5. Coordinate rotation from
Cartesian into Polar.

their Cartesian counterparts through the follow-
ing well-known relationships

r =
√

x2
1 + x2

2, θ = arctan
x2

x1
, (3.30)

where r is the radial coordinate and θ is the an-
gular coordinate, while the inverse transforma-
tion is readily obtained as

x1 = r cos θ, x2 = r sin θ. (3.31)

Transformations of the displacement components expressed in the two coordinates
systems are particular cases of the transformations expressed by eqs. (A.43), recast
as

{
ur

uθ

}
=

[
cos θ sin θ

− sin θ cos θ

]{
u1

u2

}
,

{
u1

u2

}
=

[
cos θ − sin θ
sin θ cos θ

]{
ur

uθ

}
. (3.32)
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It will also be necessary to express the transformations of partial derivatives
with respect to both coordinates system. The chain rule for derivatives implies that
∂/∂x1 = (∂/∂r)(∂r/∂x1) + (∂/∂θ)(∂θ/∂x1), with a similar expression for the
partial derivative with respect to x2. It then follows that





∂

∂x1
∂

∂x2





=
[
cos θ − sin θ
sin θ cos θ

]




∂

∂r
1
r

∂

∂θ





. (3.33)

The derivatives of polar coordinates with respect to their Cartesian counterparts
are easily developed from eq. (3.30) to find

∂r

∂x1
=

x1

r
= cos θ,

∂r

∂x2
=

x2

r
= sin θ,

∂θ

∂x1
= − sin θ

r
,

∂θ

∂x2
=

cos θ

r
. (3.34)

Next, the strain components expressed in the two coordinate systems will be
related to each other using the general two-dimensional strain rotation expressions
given by eqs. (1.91). The radial strain component, εr, becomes

εr = ε1 cos2 θ + ε2 sin2 θ + γ12 sin θ cos θ, (3.35)

where the Cartesian strain components, ε1, ε2, and γ12, are computed by means of
the strain-displacement equations, eqs. (1.63) and (1.71), to find

ε1 =
∂u1

∂x1
=

(
cos θ

∂

∂r
− sin θ

r

∂

∂θ

)
(ur cos θ − uθ sin θ),

ε2 =
∂u2

∂x2
=

(
sin θ

∂

∂r
+

cos θ

r

∂

∂θ

)
(ur sin θ + uθ cos θ),

γ12 =
∂u1

∂x2
+

∂u2

∂x1
=

(
sin θ

∂

∂r
+

cos θ

r

∂

∂θ

)
(ur cos θ − uθ sin θ)

+
(

cos θ
∂

∂r
− sin θ

r

∂

∂θ

)
(ur sin θ + uθ cos θ).

Note that the partial derivatives and displacement components are evaluated with
the help of eqs. (3.33) and (3.32), respectively. Finally, these strain components are
substituted into eq. (3.35) to find, after considerable algebraic manipulation,

εr = (cos4 θ + 2 sin2 θ cos2 θ + sin4 θ)
∂ur

∂r
=

∂ur

∂r
. (3.36)

A similar procedure can be followed to derive the three components of strain in the
polar coordinate system as

εr =
∂ur

∂r
, (3.37a)

εθ =
1
r

∂uθ

∂θ
+

ur

r
, (3.37b)

γrθ =
∂uθ

∂r
+

1
r

∂ur

∂θ
− uθ

r
. (3.37c)
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A similar development can be carried out to express stress components in polar
coordinates in terms of Airy’s stress function. The two-dimensional stress component
transformation equations (1.47) are used to express the radial stress component, σr,
in terms of its Cartesian counterparts to find

σr = σ1 cos2 θ + σ2 sin2 θ + 2τ12 sin θ cos θ

=
∂2φ

∂x2
2

cos2 θ +
∂2φ

∂x2
1

sin2 θ − 2
∂2φ

∂x1∂x2
sin θ cos θ,

where the Cartesian stress components are expressed in terms of Airy’s stress func-
tion using eq. (3.24) and body force terms are neglected. The final step is to use
eq. (3.33) to express the derivatives with respect to Cartesian coordinates in terms of
derivatives with respect to polar coordinates. Tedious algebra then yields

σr =
1
r

∂φ

∂r
+

1
r2

∂2φ

∂θ2
.

The same procedure can be used to obtain expressions for the remaining stress com-
ponents in polar coordinates, leading to

σr =
1
r

∂φ

∂r
+

1
r2

∂2φ

∂θ2
, (3.38a)

σθ =
∂2φ

∂r2
, (3.38b)

τrθ =
1
r2

∂φ

∂θ
− 1

r

∂2φ

∂r∂θ
. (3.38c)

To obtain a complete set of gov-

?

?

r

?

rdq
?

dr

?

?

s + s
q q

¶ ¶/ q

s + s
r r

¶ /¶r

s
r

s
q

t
rq

t t
r rq q
+ / r¶ ¶

t t q
r rq q
+ /¶ ¶

t
rq

?

?

dq

dq/2

q i1

ir

i
q

i2

Fig. 3.6. Stresses acting on a differential area
defined in polar coordinates.

erning equations, it is also necessary to
express the two equilibrium equations
in polar coordinates. Figure 3.6 shows
a differential element of area in po-
lar coordinates with normal and shear
stresses acting on each of its four faces.
Since the stress state is assumed to vary
smoothly, stress components on oppo-
site faces of the differential element are
expanded in Taylor series, using the
first term of the series only.

The first equilibrium equation is
obtained by projecting all forces along
axis ı̄r. Forces are obtained by multi-
plying the the stress components by the area on which they act, and a unit thickness
of the volume element is assumed. Note that in view of the shape of the element, the
circumferential stress component, σθ, contributes to the axial equilibrium equation
because this components acts in a direction that forms an angle dθ/2 with axis ı̄θ.
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The second equilibrium equation is obtained by projecting forces along axis ı̄θ. It is
left as an exercise to show that the resulting equilibrium equations are

∂σr

∂r
+

1
r

∂τrθ

∂θ
+

σr − σθ

r
= 0, (3.39a)

1
r

∂σθ

∂θ
+

∂τrθ

∂r
+ 2

τrθ

r
= 0. (3.39b)

Finally, since the bi-harmonic equation governs both plane strain and plane stress
problems, see eqs. (3.25) and (3.29), respectively, it is necessary to develop an ex-
pression for the Laplacian, ∇2, in polar coordinates. This task is achieved by us-
ing eq. (3.33), which relates the derivatives with respect to Cartesian coordinates to
derivatives with respect to polar coordinates, to find

∇2 =
∂2

∂x2
1

+
∂2

∂x2
2

=
(

cos θ
∂

∂r
− sin θ

r

∂

∂θ

)2

+
(

sin θ
∂

∂r
+

cos θ

r

∂

∂θ

)2

=
∂2

∂r2
+

1
r

∂

∂r
+

1
r2

∂

∂θ2
.

(3.40)

The bi-harmonic operator then becomes

∇4φ =
(

∂2

∂r2
+

1
r

∂

∂r
+

1
r2

∂2

∂θ2

)(
∂2φ

∂r2
+

1
r

∂φ

∂r
+

1
r2

∂2φ

∂θ2

)
. (3.41)

In the next section, several example problems will be solved to illustrate the use of
polar coordinates for problems with cylindrical geometry.

3.5 Problem featuring cylindrical symmetry

Problems featuring cylindrical symmetry, that is, problems for which it is possible to
assume that ∂/∂θ = 0, represent an important class of problems for which solutions
are easily obtained because the process developed in the previous sections leads to
ordinary, rather than partial differential equations. Such problems are also called
axisymmetric problems, and the relationship between polar stress components and
Airy’s stress function, see eq. (3.38), reduces to

σr =
1
r

∂φ

∂r
, σθ =

∂2φ

∂r2
, and τrθ = 0. (3.42)

In the absence of body forces, the governing equation for both plane strain and plane
stress problems becomes the bi-harmonic equation, see eqs. (3.25) and (3.29), re-
spectively. In view of eq. (3.41), the governing equation becomes

∇4φ =
d4φ

dr4
+

2
r

d3φ

dr3
− 1

r2

d2φ

dr2
+

1
r3

dφ

dr
= 0. (3.43)
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This is now an ordinary differential equation called the Euler-Cauchy differential
equation. It can be transformed into an ordinary differential equation with constant
coefficients through the following change of variables: r = eξ. Using the chain rule
for derivatives, dφ/dr = (dφ/dξ) (dξ/dr) = e−ξ dφ/dξ. Equation (3.43) then
becomes

d4φ

dξ4
− 4

d3φ

dξ3
+ 4

d2φ

dξ2
= 0. (3.44)

The solution to this equation is in the form φ = ezξ, where z is a constant.
This leads to the characteristic equation, z4 − 4z3 + 4z2 = z2(z − 2)2 = 0, with
solutions z = 0, 0, 2, 2. In view of the repeated roots, the solution can then be written
as φ(ξ) = C1 + C2ξ + C3e

2ξ + C4ξe
2ξ in terms of ξ, and finally, in terms of r as

φ(r) = C1 + C2 ln r + C3r
2 + C4r

2 ln r,

where C1, C2, C3, and C4 are integration constants. In view of eq. (3.42), the stress
components now become

σr =
1
r

dφ

dr
=

C2

r2
+2C3+C4(1+2 ln r), σθ =

d2φ

dr2
= −C2

r2
+2C3+C4(3+2 ln r).

(3.45)
Of course, the shear stress still vanishes, i.e., τrθ = 0.

The determination of the integration constants and of the displacement field de-
pends on the nature of the problem and the boundary conditions. The examples below
illustrate the solution process.

Example 3.2. Thick-walled tube in plane strain state
Figure 3.7 shows a thick-walled cylinder of inner and outer radii, Ri and Re, re-
spectively, and subjected to internal and external pressures, pi and pe, respectively.
Determine the stress and displacement distributions through the thickness of the tube.

The problem clearly presents cylindrical symmetry and hence, eq. (3.45) defines
the stress state in the tube. In this example, the tube is assumed to be in a state of
plane strain, i.e., the axial strain component vanishes.

Ri

Re

pi

pe

Fig. 3.7. Thick-walled tube subjected to internal and external pressures.

The applied pressures translate into boundary conditions at the inner and outer
surfaces of the tube, σr(r = Re) = −pe and σr(r = Ri) = −pi. No boundary
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condition exists for the circumferential stress component, σθ, since this stress does
not act on any of the boundaries of the system. Using eqs. (3.45), these boundary
conditions become

−pe =
C2

R2
e

+2C3 +C4(1+2 ln Re), −pi =
C2

R2
i

+2C3 +C4(1+2 ln Ri). (3.46)

The solution process now seems to have reached an impasse: three unknown co-
efficients, C2, C3 and C4, must be evaluated to determine the stress components,
but only two boundary conditions, eqs. (3.46), are available. To obtain the missing
condition, the other fields of the problem, the strain and displacement fields, must be
evaluated. First, the strain components are expressed in terms of their stress counter-
parts with the help of the constitutive laws, eqs. (3.19), to find

εr =
1− ν2

E
σr − ν(1 + ν)

E
σθ = Caσr − Cbσθ

= Ca

[
C2

r2
+ 2C3 + C4(1 + 2 ln r)

]
− Cb

[
−C2

r2
+ 2C3 + C4(3 + 2 ln r)

]
,

εθ =
1− ν2

E
σθ − ν(1 + ν)

E
σr = Caσθ − Cbσr

= Ca

[
−C2

r2
+ 2C3 + C4(3 + 2 ln r)

]
− Cb

[
C2

r2
+ 2C3 + C4(1 + 2 ln r)

]
,

where Ca = (1− ν2)/E and Cb = ν(1 + ν)/E.
For problems presenting cylindrical symmetry, the strain-displacement equa-

tions, eqs. (3.37), reduce to εr = dur/dr and εθ = ur/r. Eliminating the radial
displacement components from these two equations yields the strain compatibility
condition: εr − εθ = r dεθ/dr. Introducing the strain components computed above
yields the following condition: 4CaC4 = 0, and finally, C4 = 0.

Equations (3.46) now involve only two unknown coefficients, which are easily
found as C2 = −R2

i R
2
e(pi−pe)/(R2

e−R2
i ) and C3 = (R2

i pi−R2
epe)/2(R2

e−R2
i ),

leading to the following expressions for the two stress components

σr(r) =
R2

i pi −R2
epe

R2
e −R2

i

− 1
r2

(pi − pe)R2
i R

2
e

R2
e −R2

i

,

σθ(r) =
R2

i pi −R2
epe

R2
e −R2

i

+
1
r2

(pi − pe)R2
i R

2
e

R2
e −R2

i

.

(3.47)

In view of the assumption of plane strain state, ε3 = 0 and u3 = 0 and σ3 =
ν(σr + σθ) = 2ν(piR

2
i − peR

2
e)/(R2

e −R2
i ): the axial stress component is constant

through the thickness of the pipe. Since the shear stress components vanish, stress
components σr, σθ, and σ3 are, in fact, the principal stresses. Von Mises’ equivalent
stress is then readily obtained from eq. (2.32) as 2σ2

eq = (σr − σθ)2 + (σθ − σ3)2 +
(σ3 − σr)2.

Figures 3.8 (a), (b) and (c) show the non-dimensional radial stress, σr/pi, hoop
stress, σθ/pi, and Von Mises’ equivalent stress, σe/pi, respectively, when the cylin-
der is subjected to an internal pressure, pi, i.e., when pe = 0. Results are presented
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for three different ratios of the outer to inner radii (R̄ = Re/Ri = 1.5, 2.0 and 3.0).
The radial stress is compressive through the thickness of the cylinder and vanishes
at the outer radial location, whereas the hoop stress is tensile. The maximum stress
component is the hoop stress at r = Ri. A similar behavior is observed for the
various values of R̄. Clearly, von Mises’ equivalent stress peaks at the inner radial
location, i.e., yield will initiate at the inside surface of the thick cylinder.
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Fig. 3.8. Plots of the non-dimensional radial stress, σr/pi, hoop stress, σθ/pi, and Von Mises’
equivalent stress, σe/pi, for three different thickness ratios R̄ = 1.5, 2.0, 3.0.

The radial and hoop strain components are readily obtained from the constitutive
laws, and finally, the radial displacement field is obtained as ur = rεθ, leading to

ur(r) =
(1 + ν)(1− 2ν)

E

R2
i pi −R2

epe

R2
e −R2

i

r +
1 + ν

E

(pi − pe)R2
i R

2
e

R2
e −R2

i

1
r
. (3.48)

Figures 3.9 (a), (b) and (c) show the non-dimensional radial strain, Eεr/pi, hoop
strain, Eεθ/pi, and radial displacement, Eur/(Ripi), respectively, when the cylinder
is subjected to an internal pressure, pi, i.e., when pe = 0. Results are presented for
three different ratios of the outer to inner radii (R̄ = Re/Ri = 1.5, 2.0 and 3.0).

Example 3.3. Thick-walled tube in plane stress state
Figure 3.7 shows a thick-walled cylinder of inner and outer radii, Ri and Re, respec-
tively, and subjected to internal and external pressures, pi and pe, respectively. In
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Fig. 3.9. Plots of the non-dimensional radial strain, Eεr/pi, hoop strain Eεθ/pi, and radial
displacement, Eur/(Ripi), for three different thickness ratios R̄ = 1.5, 2.0, 3.0.

this example, the cylinder is assumed to be in a state of plane stress, in contrast with
the plane strain assumption of example 3.2. Determine the stress and displacement
distributions through the thickness of the tube.

The approach followed in the previous example could be used again here but
with the constitutive laws associated with the plane stress state rather than those cor-
responding to the plane strain state. Instead of using Airy’s stress function to satisfy
the stress equilibrium and the compatibility equations, a displacement approach is
used in this example.

It is assumed here that the cylinder is closed at both ends; hence, it is subjected
to an axial load, πR2

i pi− πR2
epe, which is assumed to be uniformly distributed over

the cross-section of the tube, πR2
e − πR2

i , leading to an axial stress

σ3 =
R2

i pi −R2
epe

R2
e −R2

i

. (3.49)

The constitutive laws for the material are given by Hooke’s law, eqs. (2.4a)
and (2.4b), as Eεr = σr − ν(σθ + σ3) and Eεθ = σθ − ν(σr + σ3), respectively.
Once recast in a matrix form, these relationships are readily inverted to find

{
σr

σθ

}
=

E

1− ν2

[
1 ν
ν 1

]{
εr + νσ3/E
εθ + νσ3/E

}
. (3.50)
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Next, the radial and circumferential strain components are expressed in terms of
the radial displacement component with the help of eqs. (3.37a) and (3.37b) to find

σr − νσ3

1− ν
=

E

1− ν2
(εr + νεθ) =

E

1− ν2

(
dur

dr
+

νur

r

)
, (3.51a)

σθ − νσ3

1− ν
=

E

1− ν2
(εθ + νεr) =

E

1− ν2

(
ur

r
+ ν

dur

dr

)
. (3.51b)

Note that the circumferential displacement component, uθ, vanishes for this problem
featuring cylindrical symmetry.

Finally, the radial and circumferential stress components are introduced into the
radial equilibrium equation (3.39a) to obtain a single equation for the radial displace-
ment component

d2ur

dr2
+

1
r

dur

dr
− ur

r2
= 0. (3.52)

This is now an ordinary differential equation, similar to the Euler-Cauchy differential
equation defined in eq. (3.43). It is, in fact, Navier’s equation for this problem, and it
could have been obtained by expressing eqs. (3.1) in polar coordinates, then imposing
the cylindrical symmetry requirements.

Using the variable transformation r = eξ and proceeding as before yields the
displacement field as

ur = C1r + C2/r, (3.53)

where C1 and C2 are two integration constants. The stress field, eqs. (3.51), becomes

σr − νσ3

1− ν
=

E

1− ν2

[
(1 + ν)C1 − (1− ν)

C2

r2

]
, (3.54a)

σθ − νσ3

1− ν
=

E

1− ν2

[
(1 + ν)C1 + (1− ν)

C2

r2

]
. (3.54b)

The integration constants are evaluated with the help of the boundary conditions
at the inner and outer surfaces of the tube, σr(r = Re) = −pe and σr(r = Ri) =
−pi, to find

EC1

1− ν
=

R2
i pi −R2

epe

R2
e −R2

i

− νσ3

1− ν
, and

EC2

1 + ν
=

(pi − pe)R2
i R

2
e

R2
e −R2

i

. (3.55)

Introducing these constants into eqs. (3.54) yields the stress field as

σr(r) =
R2

i pi −R2
epe

R2
e −R2

i

− 1
r2

(pi − pe)R2
i R

2
e

R2
e −R2

i

,

σθ(r) =
R2

i pi −R2
epe

R2
e −R2

i

+
1
r2

(pi − pe)R2
i R

2
e

R2
e −R2

i

.

(3.56)

It is interesting to note that this stress field is identical to that found for the plane
strain case, see eq. (3.47).
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Note, however, that the axial displacements are different. Introducing the inte-
gration constants, eqs. (3.55), and the axial stress field, eq. (3.49), into eq. (3.53),
yields

ur =
1− 2ν

E

R2
i pi −R2

epe

R2
e −R2

i

r +
1 + ν

E

(pi − pe)R2
i R

2
e

R2
e −R2

i

1
r
. (3.57)

This expression should be compared with the corresponding displacement field for
the plane strain case, see eq. (3.48).

If no end caps are present, the cylinder is not pressurized and σ3 = 0. The analy-
sis presented in this example remains valid, and the stress distributions are still given
by eq. (3.56) and the integration constants by eq. (3.55) with σ3 = 0. Finally, the
axial displacement field becomes

ur =
1− ν

E

R2
i pi −R2

epe

R2
e −R2

i

r +
1 + ν

E

(pi − pe)R2
i R

2
e

R2
e −R2

i

1
r
. (3.58)

Example 3.4. Thin-walled tube in plane stress state
Consider the thin-walled tube of mean radius Rm and thickness t subjected to an
internal pressure pi, as depicted in fig. 3.10. This problem is the limiting case of
example 3.3, where Ri = Rm − t/2 and Re = Rm + t/2, with t/Rm ¿ 1.

Due of the internal pressure, a hoop force N acts in the tube. The free body
diagram of a unit length of the upper part of the tube shown in fig. 3.10 yields the
following equilibrium equation for the forces acting in the vertical direction

2N =
∫ π

0

piRm sin θ dθ = 2piRm, (3.59)

or N = piRm. For thin-walled tubes, it is reasonable to assume that the hoop stresses
are uniformly distributed through the thickness of the wall, leading to N = tσθ,
where σθ the hoop stress. It then follows that

σθ =
Rmpi

t
. (3.60)

It is easy to show that this hoop stress is the average of the distribution predicted
by the more detailed solution derived in example 3.3 for a thick tube under the same
conditions. Indeed, the average of the circumferential stress given in eq. (3.56) is

σ̄θ =
1
t

∫ Re

Ri

[
R2

i pi −R2
epe

R2
e −R2

i

+
1
r2

(pi − pe)R2
i R

2
e

R2
e −R2

i

]
dr =

Ripi

t
. (3.61)

Since Rm ≈ Ri for thin-walled tubes, the two results are equivalent.
The hoop strain, εθ, is easily obtained as εθ = σθ/E = (Rmpi)/(tE) and the ra-

dius of the ring increases by an amount ur = (R2
mpi)/(Et), the radial displacement

of the tube. Here again, this result can be checked by averaging the radial displace-
ment distribution found earlier, see eq. (3.57), to find
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ūr =
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ur dr =
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+
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Fig. 3.10. Thin ring under internal pressure.
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Fig. 3.11. Turbine disk rotating at high angu-
lar velocity Ω.

Example 3.5. Turbine disk at high angular velocity
Consider a homogeneous turbine disk of radius R rotating at high angular velocity
Ω, as depicted in fig. 3.11. Due to the rotational speed of the turbine disk, each point
on the disk is subjected to a centrifugal force ρ(rΩ2) rdrdθ, where ρ is the material
mass density,−rΩ2 the centripetal acceleration of the mass point, and rdrdθ the ele-
ment of area on which the centrifugal force acts. Clearly, this centrifugal force acts in
the radial direction of the polar coordinate system, and hence, the radial equilibrium
equation, eq. (3.39a), must be modified to include a body force term,

σr − σθ + r
dσr

dr
+ ρΩ2r2 = 0. (3.62)

The disk is assumed to be in a state of plane stress, i.e., σ3 = 0, and the stresses
can then be expressed in terms of the displacement field as

σr =
E

1− ν2

(
dur

dr
+

νur

r

)
, σθ =

E

1− ν2

(
ur

r
+ ν

dur

dr

)
. (3.63)

These expressions should be compared with eqs. (3.51).
Introducing the stress components, eq. (3.63), into the equilibrium equation of

the problem, eq. (3.62), leads the governing equation for the radial displacement
component
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d2ur

dr2
+

1
r

dur

dr
− ur

r2
+ (1− ν2)

ρΩ2r

E
= 0. (3.64)

The solution of this equation is

ur = C1r +
C2

r
− (1− ν2)

ρΩ2

E

r3

8
, (3.65)

where the first two terms represent the solution of the homogeneous equation and
the last term is the particular solution associated with the nonhomogeneous term in
the equation. The displacement at the center of the disk, i.e., at r = 0, must remain
finite, and hence, C2 = 0. The remaining integration constant, C1, is determined by
the boundary condition σr(r = 0) = 0 to give

C1 =
3 + ν

8(1 + ν)
(1− ν2)

ρΩ2

E
R2. (3.66)

The stress field then becomes

σr

ρR2Ω2
=

3 + ν

8
(1− r̄2),

σθ

ρR2Ω2
=

3 + ν

8

(
1− 1 + 3ν

3 + ν
r̄2

)
, (3.67)

where r̄ = r/R. Note that the maximum stresses are found at the center of the
disk, where σr/(ρR2Ω2) = σθ/(ρR2Ω2) = (3 + ν)/8. According to von Mises’
criterion, the equivalent stress at that point becomes σeq/(ρR2Ω2) = (3 + ν)/8.
The disk yields when σeq = σy, where σy is the material yield stress. The maximum
speed at which the disk can rotate before centrifugal forces induce yielding is then

Ω =

√
8σy

(3 + ν)ρR2
. (3.68)

Example 3.6. Thin sheet with hole under uniaxial stress
Consider a thin sheet of material featuring a small hole. This problem is an idealiza-
tion of a frequently encountered situation in aircraft structures. For instance, holes
or cutout are common occurrences in aircraft skins to make a place for bolts, riv-
ets, windows or access covers; similarly, bulkheads may have many holes that are
passageways for cables, wires, or hydraulic lines. If the thin sheet is subjected to
in-plane loading, a plane stress distribution will develop in the skin. Intuitively, the
presence of the hole will increase the stress level in the sheet as compared to the
stress level in the absence of a hole. The hole is said to be a stress riser or stress
concentrator. This example will evaluate the stress distribution around the hole to
identify the maximum stress level. The ratio of this maximum stress level to that
observed in the absence of a hole is called the stress concentration factor.

Figure 3.12 shows the configuration considered here. A square plate of side di-
mension b presents a central circular hole of radius Ri, such that Ri/b ¿ 1. The
sheet is subjected to a far field unidirectional stress σa. A Cartesian coordinate sys-
tem is selected with its origin at the center of the hole and axis ı̄2 is aligned with
the direction of the applied stress, σa. Since the hole is circular, it is natural to also
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make use of a polar coordinate system with its origin at the center of the hole; as
shown in fig. 3.12, angle θ is measured from axis ı̄1. Clearly, this problem does not
present the cylindrical symmetry of the previous examples. It will be shown, how-
ever, that the problem can be treated as the superposition of two simpler problems:
an axisymmetric and a non-axisymmetric problem.

i1

i2

r

Ri

Re

sa

s s2 0=

s1 =0

sa

q

q

srtrq

t12 = 0

Fig. 3.12. Thin sheet with central hole of radius Ri subjected to uniaxial stress σ2 = σa; also
shown is the far field circle at r = Re where boundary conditions are applied.

The sheet is in a state of plane stress, and in the absence of body forces, the
governing equation for Airy’s stress function is the homogeneous form of the bi-
harmonic partial differential equation (3.29). The boundary conditions around the
edge of the hole are easily expressed in polar coordinates: both radial and shear
stress components must vanish, σr(r = Ri) = 0 and τrθ(r = Ri) = 0. Because
the circumferential stress, σθ, is not exposed around the inner edge of the circle, no
condition is imposed on this stress component.

To avoid specifying boundary conditions in the Cartesian coordinate system, the
far field stress σa is assumed to act on a circle of radius Re À Ri; this assumption
is consistent with the fact that the dimensions of the plate are much larger than the
radius of the hole, b À Ri, as stated before. This implies σ1(r = Re) = 0, σ2(r =
Re) = σa and τ12(r = Re) = 0.

These boundary conditions are stated in an awkward manner: stress components
in a Cartesian system, σ1, σ2 and τ12, are given at locations specified by polar co-
ordinates r = Re and angle θ is arbitrary. To resolve this discrepancy, the stress
components in the Cartesian system are transformed to their polar counterparts us-
ing the formulas for the rotation of stress components, eqs. (1.49a) and (1.49c), to
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find

σr(r = Re, θ) =
σ1 + σ2

2
+

σ1 − σ2

2
cos 2θ + τ12 sin 2θ =

σa

2
− σa

2
cos 2θ,

τrθ(r = Re, θ) = −σ1 − σ2

2
sin 2θ + τ12 cos 2θ =

σa

2
sin 2θ.

(3.69)
These equations could also be obtained directly from a Mohr’s circle visualization,
or they could be developed directly by expressing the equilibrium conditions of the
triangular differential element depicted in the right portion of fig. 3.12.
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= 0 trq
= sins qa/2 2

Fig. 3.13. The solution of the desired problem is found by superposing the solutions of two
simpler problems: an axisymmetric problem, denoted “problem A” and a non-axisymmetric
problem, denoted “problem B”.

It now becomes possible to split the original problem into two simpler problems,
both expressed in terms of polar coordinates as illustrated in fig. 3.13.

1. The axisymmetric problem, denoted Problem A, is subjected to the following
boundary conditions: σr = τrθ = 0 around the edge of the hole, i.e., at r = Ri,
and σr = σa/2 and τrθ = 0 around the far field circular boundary, i.e., at
r = Re. This problem is axisymmetric because the geometry of the problem
presents cylindrical symmetry and the boundary conditions are independent of
θ.

2. The non-axisymmetric problem, denoted Problem B, is subjected to the follow-
ing boundary conditions σr = τrθ = 0 around the edge of the hole, i.e., for
r = Ri, and σr = −σa/2 cos 2θ and τrθ = σa/2 sin 2θ around the far field cir-
cular boundary, i.e., for r = Re. This problem is not axisymmetric because while
the geometry of the problem does present cylindrical symmetry, the boundary
conditions do depend on θ.

The solution to Problem A is developed in example 3.3. It consists of a thin
cylinder subjected to an external pressure, pe = −σa/2. The stress field is readily
obtained by introducing pi = 0 and pe = −σa/2 eqs. (3.47) to find
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(3.70)
The solution of Problem B is more difficult, and requires the solution of the ho-

mogeneous bi-harmonic equation in polar coordinates given by eq. (3.41). Since the
bi-harmonic operator only contains even derivatives with respect to θ, an approach
based on separation of variables seems appropriate. A solution of the following form
is proposed

φ(r, θ) = η(r) cos 2θ. (3.71)

Substituting this assumed solution into the homogeneous bi-harmonic equation in
polar coordinates, eq. (3.41), leads to the following equation for Airy’s stress func-
tion

∇4φ =
(

d4η

dr4
+

2
r

d3η

dr3
− 9

r2

d2η

dr2
+

9
r3

dη

dr

)
cos 2θ = 0.

Because this expression must be valid for all values θ, the term in parentheses must
vanish, and hence,

d4η

dr4
+

2
r

d3η

dr3
− 9

r2

d2η

dr2
+

9
r3

dη

dr
= 0.

This is another instance of the Euler-Cauchy differential equation first encountered
in section 3.5. Using the same procedure as before, the following solution is found:
η(r) = C1 + C2r

2 + C3r
4 + C4/r2. Airy’s stress function now becomes

φ(r, θ) =
[
C1 + C2r

2 + C3r
4 +

C4

r2

]
cos 2θ.

Next, the stress field is obtained by introducing the stress function into eqs.(3.38)
to find the stress components as

σr =
1
r

∂φ

∂r
+

1
r2

∂2φ

∂θ2
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[
2C2 +

4C1

r2
+
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]
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r

∂2φ

∂r∂θ
=

[
2C2 + 6C3r

2 − 2C1

r2
− 6C4

r4

]
sin 2θ.

The boundary conditions, σr = 0 and τrθ = 0 at r = Ri, yield the following two
equations

σr(r = Ri) = −
[

4
R2

i

C1 + 2C2 +
6C4

R4
i

]
cos 2θ = 0,

τrθ(r = Ri) =
[
− 2

R2
i

C1 + 2C2 + 6R2
i C3 − 6C4

R4
i

]
cos 2θ = 0,

whereas the boundary conditions, σr = −σa/2 cos 2θ and τrθ = σa/2 sin 2θ at
r = Re, lead to
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σr(r = Re) = −
[

4
R2

e

C1 + 2C2 +
6C4

R4
e

]
cos 2θ = −σa

2
cos 2θ,
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R2
e

C1 + 2C2 + 6R2
eC3 − 6C4

R4
e

]
sin 2θ =

σa

2
sin 2θ.

These four algebraic equations are used to determine the four integration con-
stants, C1, C2, C3 and C4. This task is more easily achieved by recasting the equa-
tions in a matrix form as




−4/R2
i −2 0 −6/R4

i

−2/R2
i 2 6R2

i −6/R4
i
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

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

0
0

σa/2
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



. (3.72)

Note that the canceling of the trigonometric function of angle θ indicates that the
assumed form of Airy’s stress function, eq. (3.71), is able to satisfy all the boundary
conditions for the particular problem. The solution to this set of algebraic equations
is readily accomplished, but results are long and tedious expressions.

Since the interest is not in solutions for finite values of the outer radius, Re, it is
easier to immediately consider the situation where Re → ∞, or more specifically,
where 1/Re → 0. Applying this to eq. (3.72) results in



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.

The last equation is divided by R2
e before taking the limit to insure that the third term

remained finite. These equations can be solved to yield

C1 = −R2
i

2
σa, C2 =

σa

4
, C3 = 0, C4 =

R4
i

4
σa.

The solutions to Problem A and Problem B can now be combined to yield the
complete solution for the state of stress around the circular hole of radius Ri

σr(r, θ) =
σa

2

[(
1− R2

i

r2

)
+

(
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R2
i

r2
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R4
i
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]
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)
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]
,

τrθ(r, θ) =
σa

2

[
1 + 2

R2
i

r2
− 3

R4
i

r4

]
sin 2θ.

These results show that the stress components decrease in the inverse proportion of
the square of the distance from the center of the hole. As expected, at a large distance
from the hole, the far field uniaxial stress state is recovered, σr = σa/2 (1− cos 2θ),



3.5 Problem featuring cylindrical symmetry 129

q

q

q p

s
q

s
a

s
a

s
r

s
r

s
q

Fig. 3.14. Plots of stress state around circular hole in a thin sheet: (a) σr/σa along radii at
θ = 0 and θ = π/2, and (b) σθ/σa around inside edge of hole.

σθ = σa (1 + cos 2θ), and τrθ = σa/2 sin 2θ, which in the Cartesian coordinate
system, corresponds to σ2 = σa and σ1 = τ12 = 0. Figure 3.14(a) shows that the
radial stress component, σr, rapidly approaches its asymptotic values of zero and σa,
along two radial lines corresponding to θ = 0 and 90 degrees, respectively.

Around the edge of the hole, i.e., for r = Ri, the radial and shear stress
components vanish, as required, but the circumferential stress does not: σθ(θ) =
σa(1+2 cos 2θ). Figure 3.14(b) shows the distribution of this hoop stress around the
hole; note the peak values of 3σa at θ = 0 or π, and of−σa at θ = π/2 or 3π/2. The
distribution of hoop stress over the other half of the hole, i.e., for π ≤ θ ≤ 2π, is the
mirror image of that on the upper half of the hole.

Several important conclusions can be drawn from this example. The most sig-
nificant is that the presence of a circular hole in a thin sheet under a uniaxial state
of stress causes the appearance of a peak circumferential stress at the edge of the
hole. This stress component peaks at a level that is 3 times as large as that of the
applied stress, i.e., the hole creates a stress concentration factor of 3. If the sheet is
designed based on a simple yield criterion, σmax < σy, where σy is the yield stress
for the material, the presence of the hole reduces the load carrying capacity of the
sheet by a factor of three. The stress concentration factor is independent of the hole
size; the above analysis just requires the hole diameter to be much smaller than the
dimensions of the sheet. Consequently, no matter how small the hole is, the load car-
rying capability of the panel is reduced by a factor of three. In practice, because the
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hoop stress peaks in a relatively small region, the material will locally yield, and the
load carrying capacity of the sheet will not be reduced as dramatically. If the panel
is subjected to cyclic loads, however, cracks are likely to develop in the high stress
area, possibly reducing the life of the component significantly.

The disturbance in the far field stress caused by the presence of the hole quickly
decays away from the center of the hole, as illustrated in fig. 3.14. This means that the
presence of the hole in “felt” only in a small area. Finally, it is interesting to note that
the hoop stress is actually negative, σθ = −σa, in the area around θ = ±π/2, that
is, in the regions above and below the hole along axis ı̄2. Consequently, secondary
attachments might be made in this area without causing further problems.

The solution presented above is readily generalized to the case where σ1 = σb

and σ2 = 0, simply by replacing σa by σb and θ by θ + π/2 in the above solution.
Indeed, in the above solution, the applied loading direction is arbitrarily selected
to coincide with that of axis ı̄2. The solution for a sheet subjected to the biaxial
state of stress σ1 = σb and σ2 = σa would then be obtained by superposing the two
solutions. For example, if the far field stress is the pure shear stress state, the solution
is obtained by setting σ1 = −τ0 and σ2 = τ0.

Example 3.7. Reinforced hole in a thin panel
In example 3.6, the presence of a hole in a thin panel is shown to cause a considerable
disturbance in the stress field in the panel, and a stress concentration factor appears
around the edge of the hole. In this example, the following question is raised: is it
possible to eliminate this stress concentration by reinforcing the edge of the hole?
Figure 3.15 shows the configuration to be investigated: the panel features a hole of
radius Ri, but this time, a circular ring of cross-sectional area A and thickness t
reinforces the hole. The circular ring that reinforces the hole is called a “boss.”

sa

sa

sa

Ri

t
p

p

Re ® ¥

Free body diagram
for the sheet

Free body diagram
for the boss

Fig. 3.15. A thin panel with a hole subjected to a biaxial state of stress.

The panel is subjected to a biaxial state of stress, σ1 = σ2 = σa. Furthermore,
the dimensions of the panel are assumed to be much larger than the radius of the
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hole. Consequently, the square panel can be replaced by a circular panel of radius
Re → ∞, subjected to an external pressure, pe = −σa. Finally, the boss fits into
the circular hole, and hence, the boss and panel must interact through an unknown
pressure p. Figure 3.15 shows the free body diagram of the panel and boss, sepa-
rately. The circular panel is subjected to an external pressure, pe = −σa, and an
internal pressure, pi = −p, of unknown magnitude. On the other hand, the boss is
a thin ring subjected to an internal pressure of magnitude p. The magnitude of this
unknown pressure will be found by imposing displacement compatibility: the radial
displacements of the boss and hole in which it fits must match.

Because the circular panel is in a state of plane stress, the results developed in
example 3.3 do apply. In particular, the stress field in the panel is given by eqs. (3.56),
and hence σr = −pe− (pi−pe)/r̄2 and σθ = −pe +(pi−pe)/r̄2, where r̄ = r/Ri.
In this case, pe = −σa and pi = −p, leading to the following stress field in the panel

σr = σa − σa − p

r̄2
, σθ = σa +

σa − p

r̄2
. (3.73)

Next, the radial displacement distribution follows from eq. (3.58) as Eur/Ri =
−(1 − ν)per̄ + (1 + ν)(pi − pe)/r̄. Because, pe = −σa and pi = −p, the radial
displacement of the edge of the hole becomes

ur(r = Ri) =
Ri

E
[(1− ν)σa + (1 + ν)(σa − p)] =

Ri

E
[2σa − (1 + ν)p] .

On the other hand, the radial displacement of the boss is evaluated with the
help of eq. (3.62) to find ur = (R2

i p)/(Et). If w is the width of the boss,
its cross-sectional area is then A = wt, and the radial displacement becomes
ur = (R2

i wp)/(EA). Compatibility requires the radial displacement of the hole
in the sheet to be identical to that of the boss, i.e., Ri [2σa − (1 + ν)p] /E =
(R2

i wp)/(EA). This condition yields the interface pressure between the boss and
sheet as

p =
2σa

(1 + ν) + Riw/A . (3.74)

The stress field in the panel is evaluated by introducing the value of this pressure into
eqs. (3.73).

It is now possible to answer the question raised at the beginning of this example:
is it possible to eliminate this stress concentration by reinforcing the edge of the hole
with the boss? A cursory examination of eq. (3.73) reveals that if p = σa, the stress
components in the panel are σr = σθ = σa, i.e., the stress field is identical as that in
the panel without a hole. If p = σa, eq. (3.74) then implies

A =
wRi

1− ν
. (3.75)

In other words, if the cross-sectional area of the boss is given by the above relation-
ship, the stress field in the panel is undisturbed by the presence of the hole: the panel
“does not see” or “does not feel” the presence of the hole. A similar technique is
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used in aircraft fuselages: a boss is placed around the windows of the fuselage so as
to leave the stress field undisturbed to the largest possible extent. Of course, since the
fuselage is subjected to a variety of loading conditions, the boss minimizes the effect
of the window on the fuselage stress distribution without completely eliminating it.

Example 3.8. Thin-walled spherical pressure vessel
The reasoning developed in example 3.4 can readily be extended to the situation of a
thin-walled sphere of radius R and thickness t subjected to an internal pressure p, as
shown in fig. 3.16. This type of configuration is representative of spherical pressure
vessels.

First, the sphere is cut by a horizontal plane passing through its center, to reveal
the free body diagram shown in the figure. Due to the symmetry of the problem,
the pressure acting on the upper half of the sphere will be equilibrated by a hoop
stress, σh, which is uniformly distributed around the circle at the intersection of the
sphere with the plane of the cut. The total upward force generated by the pressure,
πR2p, is equilibrated by the downward force generated by the distributed hoop stress,
2πRtσh, assumed to be uniformly distributed through the thickness of the wall. This
yields the following result

σh =
pR

2t
. (3.76)

Note that the hoop stress is half of that in a pressurized tube of equal radius and
thickness, see eq. (3.76).

R

p

p

sh

sh sh

sh

sh

t

Fig. 3.16. Thin sphere under internal pressure.

Of course, in view of the spherical symmetry of the problem, the orientation
of the plane of the cut is arbitrary. Hence, the hoop stress derived above is acting
on a face with an arbitrary orientation. As shown in fig. 3.16, the stresses acting
on an arbitrary differential element cut from the thin-walled sphere are σh in two
orthogonal directions. Because the shear stress component vanishes, these are the
principal stresses, and hence, σp1 = σp2 = σh. Note that Mohr’s circle then reduces
to a single point at ordinate σh.

For a linearly elastic material, the hoop strain, εh, is obtained from Hooke’s law,
eq. (2.4), as

ε1 = ε2 = εh =
1− ν

2
R

t

p

E
. (3.77)
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The deformation is identical in all directions, due to the spherical symmetry of
the problem. Since the shear strain components vanish, the principal strains are
εp1 = εp2 = εh. The radius of the sphere increases by an amount ∆R =
(1− ν)(pR2)/(2Et).

If the wall thickness is very much smaller than the radius of the sphere, its cur-
vature become unimportant. Hence, it is possible to look at the sphere as a thin, flat
sheet of material subjected to a biaxial state of stress where σa = σh, as depicted in
fig. 3.15.

Pressure vessels must often be drilled to install manifolds that monitor the inter-
nal pressure or to let the pressurized gas or fluid in and out of the vessel. Such situ-
ation is identical to that discussed in example 3.7: a thin panel under a biaxial state
of stress featuring a circular hole. To minimize the effect of the hole on the stress
distribution in the pressure vessel, it is common to reinforce the hole with a circular
ring, as discussed in the example. For the optimum boss design given by eq. (3.75),
the stress distribution in the spherical pressure vessel will remain undisturbed by the
presence of a circular hole.

3.5.1 Problems

Problem 3.1. Navier’s equations
Develop the three Navier equations following the procedure described in section 3.1.1.

Problem 3.2. A solution to Navier’s equations
In principle, Navier’s equations should allow solution for the unknown displacements within
a solid body from which the stresses can be computed using the strain-displacement and
stress-strain equations. However, they are not as useful as expected because it is very diffi-
cult to express the necessary displacement boundary conditions for most practical problems.
Nonetheless a few solutions can be illustrated. Consider a problem with body forces given by:
b1 = −6Gx2x3, b2 = 2Gx3x1, and b3 = 10Gx1x2, and assume displacements given by
u1 = C1x

2
1x2x3, u2 = C2x1x

2
2x3, and u3 = C3x1x2x

2
3. Also assume G = E/2(1 + ν)

and ν = 1/4. Determine the constants, C1, C2, and C3 which allow satisfaction of the Navier
equations. Hint: you will eventually need to solve 3 simultaneous equations.

Problem 3.3. Equilibrium equations in polar coordinates
Derive the plane stress equilibrium equations (one equation in the r and a second in the θ
directions). Figure 3.6 provides the appropriate free body diagram. Make sure when you write
a force equilibrium equation that you multiply all stresses by appropriate areas (assume the
material has a unit thickness). You will need to account for the slight difference (dθ) in the
direction of on opposite sides of the element when writing the equilibrium equations in both
the r and θ directions. You will also need to use Taylor Series to express the differential
changes in σr and σθ in the same manner as is done for rectangular differential areas.

Problem 3.4. Strain compatibility equations in polar coordinates
For plane stress problems presenting cylindrical symmetry, the strain-displacement equations
expressed in polar coordinates are: εr = dur/dr, εθ = ur/r, and γrθ = 0. (1) How many
strain compatibility equations exist for this problem? (2) Derive the strain compatibility equa-
tions, if any.
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Problem 3.5. Thick-walled cylinder under internal pressure
Consider a thick-walled cylinder of internal and external radii Ri and Re, respectively, in a
state of plane strain subjected to an internal pressure pi. (1) Plot the non-dimensional radial
stress, σr/pi, distribution through the thickness of the cylinder. (2) Plot the distribution of non-
dimensional circumferential stress, σθ/pi. (3) Plot the distribution of von Mises’ equivalent
stress, σe/pi. (4) If the yield stress for the material is σy , plot the maximum internal pres-
sure the thick-walled cylinder can carry as a function of ρ = Re/Ri. What is the maximum
pressure pi/σy that can be carried by a very thick cylinder? (5) Plot the distribution of non-
dimensional radial strain, Eεr/pi. (6) Plot the distribution of non-dimensional circumferential
strain, Eεθ/pi. (7) Plot the distribution of non-dimensional radial displacement, Eur/(Ripi).
Present all your results for ρ = 1.5, 2.0 and 3.0; use the radial coordinate r̄ = r/Ri.

Problem 3.6. Thick-walled cylinder under external pressure
Consider a thick-walled cylinder of internal and external radii Ri and Re, respectively, in a
state of plane strain subjected to an external pressure pe. (1) Plot the non-dimensional radial
stress, σr/pe, distribution through the thickness of the cylinder. (2) Plot the distribution of
non-dimensional circumferential stress, σθ/pe. (3) Plot the distribution of von Mises’ equiv-
alent stress, σe/pe. (4) If the yield stress for the material is σy , plot the maximum external
pressure the thick-walled cylinder can carry as a function of ρ = Re/Ri. What is the max-
imum pressure pe/σy that can be carried by a very thick cylinder? (5) Plot the distribution
of non-dimensional radial strain, Eεr/pe. (6) Plot the distribution of non-dimensional cir-
cumferential strain, Eεθ/pe. (7) Plot the distribution of non-dimensional radial displacement,
Eur/(Ripe). Present all your results for ρ = 1.5, 2.0 and 3.0; use the radial coordinate
r̄ = r/Ri.

Problem 3.7. Thick-walled cylinder under internal pressure
Consider a thick-walled cylinder of internal and external radii Ri and Re, respectively, in a
state of plane stress subjected to an internal pressure pi. (1) Plot the non-dimensional radial
stress, σr/pi, distribution through the thickness of the cylinder. (2) Plot the distribution of non-
dimensional circumferential stress, σθ/pi. (3) Plot the distribution of von Mises’ equivalent
stress, σe/pi. (4) If the yield stress for the material is σy , plot the maximum internal pres-
sure the thick-walled cylinder can carry as a function of ρ = Re/Ri. What is the maximum
pressure pi/σy that can be carried by a very thick cylinder? (5) Plot the distribution of non-
dimensional radial strain, Eεr/pi. (6) Plot the distribution of non-dimensional circumferential
strain, Eεθ/pi. (7) Plot the distribution of non-dimensional radial displacement, Eur/(Ripi).
Present all your results for ρ = 1.5, 2.0 and 3.0; use the radial coordinate r̄ = r/Ri.

Problem 3.8. Thick-walled cylinder under external pressure
Consider a thick-walled cylinder of internal and external radii Ri and Re, respectively, in a
state of plane stress subjected to an external pressure pe. (1) Plot the non-dimensional radial
stress, σr/pe, distribution through the thickness of the cylinder. (2) Plot the distribution of
non-dimensional circumferential stress, σθ/pe. (3) Plot the distribution of von Mises’ equiv-
alent stress, σe/pe. (4) If the yield stress for the material is σy , plot the maximum external
pressure the thick-walled cylinder can carry as a function of ρ = Re/Ri. What is the max-
imum pressure pe/σy that can be carried by a very thick cylinder? (5) Plot the distribution
of non-dimensional radial strain, Eεr/pe. (6) Plot the distribution of non-dimensional cir-
cumferential strain, Eεθ/pe. (7) Plot the distribution of non-dimensional radial displacement,
Eur/(Ripe). Present all your results for ρ = 1.5, 2.0 and 3.0; use the radial coordinate
r̄ = r/Ri.
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Problem 3.9. Disk rotating at high speed
A disk of mass density ρ, and inner and outer radii denoted a and b, respectively, is spin-
ning about a fixed point at an angular velocity Ω. (1) Plot the distribution of non-dimensional
radial stress, σr/(ρa2Ω2), through the thickness of the disk. (2) Plot the distribution of non-
dimensional circumferential stress, σθ/(ρa2Ω2). (3) Plot the distribution of non-dimensional
von Mises’ equivalent stress, σe/(ρa2Ω2). Present your stress distributions for b/a = 1.5, 2.0
and 3.0, as a function of r̄ = r/a. (4) First, let the inner radius, a, be fixed. Plot the maximum
allowable non-dimensional angular speed, Ωmax

√
ρa2/σy as a function of b/a ∈ [1.0, 10.0],

i.e., as the outer radius of the cylinder increases. Use von Mises’ criterion to predict yielding,
σy denotes the yield stress. (5) Next, let the outer radius, b, be fixed. Plot the maximum allow-
able non-dimensional angular speed, Ωmax

√
ρb2/σy as a function of a/b ∈ [0.0, 1.0], i.e.,

as the inner radius of the cylinder decreases. Comment on the significance of these last two
results. Hint: the boundary conditions of the problem are σr(r = a) = 0 and σr(r = b) = 0.

Problem 3.10. Two cylinder assembly
Figure 3.17 shows two cylinders that have

a

b

c

Fig. 3.17. Two concentric cylinder assembled
by heat treatment.

been assembled by a process called “shrink-
fitting.” The inner cylinder has nominal in-
ternal and external radii of a and b, respec-
tively, whereas the corresponding quantities
for the external cylinder are b and c, respec-
tively. Assume that the unconstrained ex-
ternal radius of the inner cylinder exceeds
the initially unconstrained internal radius of
the external cylinder by an amount δ, where
δ ¿ b. The two components are assem-
bled by first heating the outer cylinder so
that it expands, slipping the outer cylinder
over the inner, then letting the two components cool down. (1) Find the pressure, p, acting
between the two cylinder after cool down. (2) Find the common radial displacement of the
two cylinder at their interface. Hint: draw a free body diagram of the two cylinders separately.
The internal cylinder is acted upon by an external pressure, p, whereas the external cylinder
carries an internal pressure, p. This pressure can be found by imposing the compatibility of
radial displacement at the interface between the cylinders.

Problem 3.11. Von Mises’ equivalent stress around a hole in thin sheet
Consider a thin panel with a central circular hole of radius Ri subjected to a far field biaxial
state of stress σ1 = σb and σ2 = σa. (1) Evaluate the stress field in the panel. (2) Evaluate the
non-dimensional Von Mises’ equivalent stress σeq/σa, where σeq is defined by eq. (2.36). (3)
Plot the distribution of the equivalent stress for 1 ≤ r̄ ≤ 5, where r̄ = r/Ri, and 0 ≤ θ ≤ 2π.
Plot your results for σb/σa = - 1.0, i.e., when the panel is in a state of pure shear, and for
σb/σa = 1.0. (4) What are the stress concentration factors in each case? Note: use a software
package to generate the three dimensional plots.
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Engineering structural analysis

Solutions of the fifteen governing equations of linear elasticity are not easy to de-
velop for practical problems. Chapter 3 outlined the complexity of the problem and
presented solutions to a few of the simpler practical problems that can be easily
treated. These equations define what is commonly called the linearly elastic theory
of solid mechanics or more simply linear elasticity theory. Engineers and mathe-
maticians have studied these equations for more than two centuries, and their efforts
to develop solutions have led to broad areas of applied mathematics. The range of
useful analytical solutions, however, still remains quite limited, and the problems for
which solutions are available are usually very simple.

To analyze practical structures that are generally more complicated, it is almost
always necessary to make judicious simplifications that reduce the governing equa-
tions to a form that can be solved with modest effort. This approach is widely referred
to as engineering structural analysis or more simply structural analysis. These ef-
forts have produced a rich collection of solutions to practical problems, and structural
analysis is an important part of many areas of engineering. The chapters that follow
treat the subject of structural analysis, but the developments are based on the funda-
mental theory of solid mechanics presented in the first three chapters. This chapter
introduces basic solution processes, and subsequent chapters extend them to a range
of useful structural elements.

4.1 Solution approaches

One of the most direct ways to simplify solid mechanics problems is to re-
duce their dimensionality. The plane stress and plane strain assumptions presented
in sections 1.3 and 1.6, respectively, reduce three-dimensional problems to two-
dimensional problem. In some cases, a problem can be further simplified to a one-
dimensional form. For example, plane stress problems presenting cylindrical sym-
metry involve stress and strain fields that are functions of only the radial variable
when polar coordinates are used to formulate the problem.
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In addition to the simplifications mentioned above, various procedures are avail-
able to solve the resulting governing equations. Depending on the problem, different
solution procedures may require vastly different analytical skills and/or computa-
tional efforts.

In general, the objective of structural analysis is to determine the stress and de-
formation fields that arise from applied loads. Once appropriate simplifications have
been made, two approaches to the solution of the problem are possible.

1. In the first approach, a solution for the stress field is developed based on the equi-
librium equations of the problem (and possibly using the compatibility equa-
tions). Next, the strain field is obtained from the stress field with the help of
the constitutive laws. Finally, the strain-displacement equations are integrated
to obtain the displacement field. As illustrated in example 3.1, this last step is
often very tedious, even for the simplest problem. In addition, because three
displacement components must be determined from the six components of the
strain field, it is often necessary to invoke the auxiliary compatibility equations,
eqs. 1.106. Note that the solution process sequentially moves through the three
groups of equations of elasticity.

2. In the second approach, the solution process invokes the three groups of equa-
tions of elasticity in the reverse order. First, a set of purely kinematic assump-
tions are formulated. Typically, the displacement field of the structure under load
is assumed. Next, the strain-displacement equations are used to evaluate the
strain field, and the constitutive laws then yield the corresponding stress field.
Finally, substitution of the stress components in the equilibrium equations leads
to a complete solution of the problem.

To illustrate these two solution approaches, this chapter examines the simplest,
one-dimensional problems involving a single, direct stress component that can be
either tensile or compressive. A slender, homogeneous prismatic bar subjected only
to axial loads is a structural component that meets these conditions. The analysis of
this type of components and the associated solution procedures are described in the
following sections for a variety of such structures. In the process, the two fundamen-
tal solution procedures described above are examined in more detail, and solutions
are developed for a number of practical cases.

4.2 Bar under constant axial force

Figure 4.1 depicts an idealized problem consisting of an infinitely long, homoge-
neous bar with constant properties along its span and subjected to end loads P . The
first step to the development of an approximate model for this structural component
is to describe its kinematic behavior, i.e., to describe how the component deforms
under load. Since the axial load and physical properties are constant along the span,
the local deformation of the bar must be identical at all points along its span.

Consider now an initially plane cross-section, S , at a point along the span of the
bar as shown in fig. 4.1. All the material particles that form cross-section S before
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deformation will form a new section, S ′, after deformation. The symmetry of the
problem requires the two semi-infinite halves of the deformed bar to be identical,
and therefore, the deformed section, S ′, must remain planar and normal to the axis
of the bar.

P P

n

m

S

Fig. 4.1. Infinitely long bar under end loads.

For the more realistic problem of a bar of finite length, the above conclusions still
hold, except for the portions of the bar near the end points where complex stress dis-
tributions may arise. For instance, if the bar is held in the grips of a testing machine,
complex stress and displacement fields will develop under the grips. Very different
stress and displacement fields will develop in a bar that is loaded by a pin passing
through a hole drilled in the bar. In both cases, however, displacements and stresses
will eventually become uniform through the cross-section, at large distances from
these end zones. The solution developed here is not valid in these end zones, but it
does apply in the portions of the bar that are a good distance from these end zones,
as implied by Saint-Venant’s principle, principle 2 on page 169.

Consider again cross-section nm shown in fig. 4.1. Since the cross-sections of
the bar must remain planar, the axial deformation must be identical at all points of the
section, and the axial strain, ε1, will also be uniform over the cross-section. Clearly,
from the basic definition of extensional strain, it follows that ε1 = e/L, where L
is the length of the bar unaffected by the end regions, and e its change in length
resulting from the applied load.

If the bar is slender, it is reasonable to assume that the direct stress components
in the transverse direction, σ2 and σ3, are much smaller than the component, σ1,
aligned with the applied load. This means that σ2 ≈ 0 and σ3 ≈ 0. Finally, if the
load is not excessive, stress and strain components remain proportional to each other.
Hooke’s law then applies and eq. (2.1) reduces to σ1 = Eε1.

Since the axial stress component, σ1, is assumed to be uniformly distributed over
the cross-section, equilibrium of the section then requires that

σ1 =
P

A , (4.1)

where A is the cross-sectional area of the bar. The elongation of the bar resulting
from the application of the load is now easily found as

e = ε1L =
σ1L

E
=

PL

EA . (4.2)

The above results are valid for both tensile and compressive load. However, in the
case of compressive loads, the equilibrium configuration of the bar might become
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unstable as the load increases, leading to lateral buckling of the bar; this subject is
treated in chapter 14.

Equation (4.2) shows that the elongation of the bar is proportional to the applied
load; this can be emphasized by recasting the equation as e = P/k, where k is the
axial stiffness of the bar given by

k =
EA
L

. (4.3)

Under an axial force, the bar behaves like a simple spring of constant stiffness, k,
subjected to the same load.

One of the most common structural components that can be modeled as a bar
under an axial force is a bar in a truss structure. A truss is a two or three-dimensional
structure consisting of slender bars pinned at their ends to joints, which allow only
axial forces to be transmitted into each member. In chapter 5, the simple model devel-
oped here will be extended to treat a broader class of slender bar problems featuring
anisotropic materials, nonuniform cross-sections, and subjected to distributed axial
loads varying along the bar’s span.

The solution approaches outlined in section 4.1 will now be illustrated for axially
loaded uniform bars in several examples.

Example 4.1. Series connection of axially loaded bars
The simplest example of bars subjected to axial forces is a series of bars connected
in a straight line and subjected to axial forces applied at the bar ends. Figure 4.2
depicts a configuration featuring two bars connected in series; the left bar is clamped
at point A, whereas the second bar is loaded by force P at point C. An axial load,
3P , is applied at the junction point B between the two bars.

For this problem, the axial force equilibrium conditions can be written for each
joint as shown in fig. 4.2. It then follows from equilibrium equations at points B and
C that

FAB = 4P, FBC = P, (4.4)

where FAB and FBC are the axial forces in bar AB and BC, respectively. The sign
convention used here and consistently throughout this book is that a tensile force in
the bar is positive; this is the same convention used for the direct stress components.

A B C

3P

3P

P

P

dB
dC

FAB FBC
RA

k =(E /L)AB ABA k =(E /L)BC BCA

Fig. 4.2. Two bars connected in series and subjected to two loads.

Next, the constitutive law, eq. (4.2), is used to find the extension of each bar as
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eAB =
4P

kAB
and eBC =

P

kBC

where kAB = (EA/L)AB and kBC = (EA/L)BC are the axial stiffnesses of bars
AB and BC, respectively. The notation (EA/L)AB is used as a shorthand notation
for the more cumbersome EABAAB/LAB , where LAB , AAB and EAB denote the
length, cross-sectional area, and Young’s modulus, respectively, for bar AB. Similar
conventions are used for bar BC. Finally, the overall extension of the bar, which
is the displacement of point C, is found from the compatibility condition, dC =
eAB + eBC , to yield

dC = eAB + eBC =
(

4
kAB

+
1

kBC

)
P.

This is a particularly simple example not because two bars only are present,
but rather because the forces in the bars and the reaction force at point A can be
found from equilibrium considerations alone. The deflections then follow immedi-
ately from the force-deformation equations.

Example 4.2. Series connection of axially loaded bars (displacement approach)
Consider now the situation shown in fig. 4.3, which is similar to that depicted in
fig. 4.2, except that both ends of the system, at points A and C, are now fixed and
only the load applied at point B remains. In this case, the problem involves two
reactions forces, RA and RC , and two bar forces, FAB and FBC , for a total of four
unknowns. On the other hand, only three equations of equilibrium can be written,
one at each of the three joints: RA = FAB , FBC −FAB +3P = 0, and RC = FBC .

In contrast with the previous example, the equilibrium equations are no longer
sufficient to determine the bar forces. Such problems are known as hyperstatic sys-
tems, or “statically indeterminate,” or “statically redundant” systems in contrast with
isostatic or “statically determinate” systems, such as that presented in example 4.1.

A B C

3P

3P

dB

FAB FBC

RA RC

k =(E /L)AB ABA k =(E /L)BC BCA

Fig. 4.3. Two bars connected in series with ends fixed.

To find the solution of this problem, deformations must also be considered.
The constitutive laws of the system can be expressed as eAB = FAB/kAB and
eBC = FBC/kBC for bars AB and BC, respectively. Introducing these results into
the equilibrium equation for point B yields

kAB eAB − kBC eBC = 3P. (4.5)
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Finally, the kinematics of the system are used to express bar extensions in terms
of the displacements of points B and C as dB = eAB and dC = eAB + eBC ,
respectively. The displacement at point C, however, must vanish because this point
is clamped, dC = 0, which implies eAB = −eBC and dB = eAB = −eBC .

Introducing these results into eq. (4.5) then yields a single equation for the un-
known displacement at point B, (kAB + kBC) dB = 3P . This is the equilibrium
equation of the problem written in terms of the unknown displacement, dB . This
equation can be solved for the displacement, dB , and the bar elongations can then be
computed as eAB = −eBC = dB = 3P/(kAB + kBC). Back substitution yields the
forces in the bars

FAB = kAB eAB =
3kABP

kAB + kBC
, FBC = −kBC eBC = − 3kBCP

kAB + kBC
. (4.6)

It is interesting to compare these internal forces with those obtained for the iso-
static problem in example 4.2, see eq. (4.4). In the solution of the isostatic problem,
the internal forces only depend on the externally applied loads, whereas in the solu-
tion of the hyperstatic problem, the internal forces depend on the applied loads, as
expected, but also on the stiffness of the structure: indeed, the stiffnesses of the bars,
kAB and kBC , appear in the final answer.

Example 4.3. Series connection of axially loaded bars (force approach)
The problem presented in the previous example, see fig. 4.3, will be analyzed again,
but a different solution procedure will be followed. As noted previously, the problem
involves two reactions forces, RA and RC , and two bar forces, FAB and FBC , for
a total of four unknowns. Only three equations of equilibrium can be written, one at
each of the three joints: RA = FAB , FBC − FAB + 3P = 0, and RC = FBC .

If any one of the four internal forces is known, the three others can be directly
determined from the equilibrium equations. For instance, if FAB is known, all other
internal forces can be readily computed. More formally, the force in bar AB, denoted
R, is assumed to be known. The three equilibrium equations then yield FBC =
R− 3P , RA = R, and RC = R− 3P .

The next step is to substitute these forces into the constitutive equations to deter-
mine the system deformation, i.e., the bar extensions, as

eAB =
FAB

kAB
=

R

kAB
, eBC =

FBC

kBC
=

R− 3P

kBC
.

Next, the strain-displacement equations express the relationship between the sys-
tem deformations and the displacements of points A, B, and C. Figure 4.3 shows that
dA = dC = 0 and dB = eAB , but the compatibility of deformation between the fixed
points A and C also requires eAB + eBC = 0. This compatibility condition provides
the necessary equation to solve for R,

eAB + eBC =
R

kAB
+

R− 3P

kBC
= 0, or R =

3kAB

kAB + kBC
P. (4.7)

Finally, the equilibrium equations yield FAB = R = 3P kAB/(kAB +kBC) and
FBC = R− 3P = −3P kBC/(kAB + kBC). The displacement of point B becomes
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dB = eAB = FAB/kAB . The solution is identical to that found in the previous
example using the displacement approach.

In the force method, the determination of the unknown force, R, is based on the
enforcement of compatibility conditions for system deformations. While this pro-
cess is carried out here in abstract, mathematical terms, a physical description of the
procedure is often helpful in formulating the solution.

In the first step, the system is assumed to be “cut” at a location that reveals the
unknown internal force, R. Since this force acts in bar AB, the cut is made at an
arbitrary point along this bar, for instance at point A, as depicted in fig. 4.4.

A B C

3Pdcut k =(E /L)AB ABA k =(E /L)BC BCA

3P

FAB FBC

R

R

RC

Fig. 4.4. Two bars connected in series with ends fixed and a cut at point A.

In the second step, under the action of the externally applied loads, a relative
displacement of the two sides of the cut, denoted dcut, will develop. Of course, in the
real system this cut does not exist, i.e., dcut = 0. It is convenient to think of force R
as an externally applied load, as illustrated in fig. 4.4. The extensions of the two bars
can be written in terms of the forces as

eAB =
FAB

kAB
=

R

kAB
, eBC =

FBC

kBC
=

R− 3P

kBC
.

In the third step, the compatibility condition is enforced. The displacement at the
cut is the sum of the elongations of the two bars, dcut = eAB +eBC . In this example,
the displacement is positive if the two sides of the cut overlap and negative when a
gap forms between the two sides of the cut. In the actual system, the cut is not present
and the relative displacement at the cut must vanish: dcut = 0. This condition leads
to

dcut = eAB + eBC = R/kAB + (R− 3P )/kBC = 0.

This equation expresses the displacement compatibility at the cut, and it is written in
terms of forces and flexibilities (i.e., the inverse of stiffnesses). The equation can be
solved for the unknown force, R, as

R =
3/kBC

1/kAB + 1/kBC
P =

3kAB

kAB + kBC
P.

It then follows that FAB = R = 3P kAB/(kAB + kBC) and FBC = R − 3P =
−3P kBC/(kAB + kBC), and finally, dB = eAB = FAB/kAB .
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4.3 Hyperstatic systems

The examples treated in the previous section reveal fundamental differences between
two types of systems that are commonly encountered in structural analysis. For some
systems, the number of equations of equilibrium is equal to the total number of un-
known internal forces. Internal forces include reaction forces and forces acting in the
members of the system. Such systems are called statically determinate or isostatic
systems. The term “isostatic,” where “iso” means “the same,” refers to the fact that
the number of equilibrium equations is the same as the number of force unknowns.
For isostatic problems, the unknown forces can be determined from the equations
of equilibrium alone, without using the strain-displacement equations or constitutive
laws. This is a special situation since, in general, the solution of elasticity problems
requires the simultaneous solution of the three fundamental groups of equations: the
equilibrium, strain-displacement, and constitutive equations. A very simple isostatic
system is treated in example 4.1.

For other systems, the total number of unknown internal force and reactions is
larger than the number of equilibrium equations. Such systems are called statically
indeterminate or hyperstatic systems. The term “hyperstatic,” where “hyper” means
“larger,” refers to the fact the number of force unknowns is larger than the number
of equilibrium equations. In this case, the equilibrium equations are not sufficient to
determine the internal forces in the system. The equilibrium equations by themselves
present an infinite number of solutions.

The degree of redundancy, NR, of a system is defined as the number of unknown
internal forces minus the number of equations of equilibrium. For instance, the prob-
lem presented in example 4.2 features four unknown internal forces and three equa-
tions of equilibrium. Hence, its degree of redundancy is NR = 4−3 = 1; the system
is referred to as having a single degree of redundancy or being hyperstatic of order
1. The treatment of hyperstatic systems will require the simultaneous solution of the
three fundamental groups of equations to evaluate all the unknown quantities of the
problem.

The difference between iso- and hyperstatic systems might appear to be rather
technical at first, but it is, in fact, very fundamental. A few of the key differences are
discussed in the following paragraphs.

First, the solution procedure for the two types of systems is different. For isostatic
systems, the equations of equilibrium are written first, then immediately solved for
the unknown internal forces. Indeed, no other equations are needed to evaluate these
forces. It is only when evaluating deformations and displacements that the consti-
tutive laws and then the strain-displacement equations must be invoked. In contrast,
the solution process for hyperstatic problems is somewhat more complex. The equi-
librium equations cannot be solved independently of the other two sets of equations
of elasticity, the strain-displacement equations and the constitutive laws. Clearly, hy-
perstatic problems are inherently more difficult to solve because the three sets of
equations of elasticity shown in fig. 3.1 are now coupled.

Two main approaches are available for the solution of these coupled equations:
the displacement method and the force method, which are presented in examples 4.2
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and 4.3, respectively. These two solution procedures will be more formally developed
in the next section.

A second difference is observed in the nature of the solution for the unknown
internal forces. Compare the expressions given in eqs. (4.4) and (4.6) for the internal
forces of an isostatic and a hyperstatic problem, respectively. For isostatic systems,
internal forces can be expressed in terms of the externally applied loads, whereas
for hyperstatic systems, internal forces depend on the applied loads, as expected, but
also on the stiffness of the structure because the bar stiffnesses, kAB and kBC , ap-
pear in the final answer. This difference reflects the fact that the solution process for
hyperstatic systems requires the use of the material constitutive laws. Consequently,
material stiffness characteristics, such as the Young’s modulus of the material, ex-
plicitly appear in the expressions for the internal forces. In other words, the internal
force distribution in hyperstatic systems depends on the stiffness characteristics of
the structure, whereas for isostatic systems, this distribution is independent of struc-
tural stiffnesses.

The third difference is best explained by considering once again the iso- and
hyperstatic systems treated in examples 4.2 and 4.3, respectively. The hyperstatic
system features two load paths: one load path, bar AB, carries a portion of the ap-
plied load to the ground, i.e., to a fixed support while the other load path, bar BC,
carries the remaining portion of the applied load to the other support. This system is
said to present “dual load paths,” see fig. 4.3. This contrasts with the isostatic prob-
lem that features a single load path: the applied loads are carried back to the single
support at point A through the serially-connected bars AB and BC, see fig. 4.2. In
the hyperstatic system, the equilibrium equations are not sufficient to determine how
much of the load will be carried by load path AB and how much will be carried by
load path BC. In fact, the applied load is split between the two load paths according
to their relative stiffnesses, FAB/FBC = −kAB/kBC , where the minus sign reflects
the sign conventions for the bar internal forces. The stiffer load path will carry more
load than the more compliant one.

Systems with multiple load paths are inherently more damage tolerant than sys-
tems with a single load path. Indeed, if bar AB fails, the single load path system can
no longer carry any load, whereas the dual load path system might still be able to
carry the applied load, assuming that bar BC is designed to safely carry the entire
load in the event of a failure of the other bar.

4.3.1 Solution procedures

Two general approaches are available for the solution of hyperstatic systems. The
first approach is illustrated in example 4.2 and involves the following steps. First,
write the equilibrium equations of the system. Second, use the constitutive laws
to express internal forces in terms of member deformations. Third, use the strain-
displacement equations to express system deformations in terms of displacements.

At this point, all the equations of elasticity have been written: the rest of the
procedure manipulates these equations to obtain the solution of the problem. The
deformations written in terms displacements are introduced in the constitutive laws
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to find the internal forces in terms of displacements, and finally, these internal forces
are introduced into the equilibrium equations to yield the equations of equilibrium
expressed in terms of displacements. Solution of these equilibrium equations then
yield the displacements of the system. Deformations then follow by back substitut-
ing the displacements in the strain-displacement equations; finally, the internal forces
are obtained from the constitutive laws by back substitution of the deformations. This
solution approach is called the displacement method or the stiffness method, because
the governing equations are equilibrium equations written in terms of unknown dis-
placements and component stiffnesses.

The second approach is illustrated in example 4.3 and involves the following
steps. First, write the equilibrium equations of the system. Next, determine the sys-
tem degree of redundancy, NR, which equals the number of unknown internal forces
minus the number of equations of equilibrium. The system is now “cut” at NR lo-
cations. At each of the NR cuts, a redundant force is assumed to act, and a single
relative displacement is defined to measure the relative displacement across the cut.

With the addition of these NR cuts and the specification of the NR redundant
forces, the originally hyperstatic system is transformed into an isostatic system for
which the internal forces can be determined in terms of the applied loads and the NR

redundant forces from the equilibrium equations alone, i.e., the redundant forces are
treated as externally applied loads. Next, the relative displacements at the NR cuts are
determined by first invoking the constitutive laws to yields system deformations in
terms of the applied loads and the NR redundant forces. Finally, the strain displace-
ment equations can be used to find the relative displacements at the NR cuts. The
original hyperstatic system, however, cannot develop these relative displacements
because it has no cuts. These compatibility requirements impose the vanishing of the
relative displacements at the cuts, and this leads to a set of NR equations for the NR

redundant forces. This approach is called the force method or the flexibility method
because the governing equations express compatibility requirements in terms of the
redundant forces and component flexibilities.

The displacement and force methods are general solution procedures that can be
used to solve a wide range of hyperstatic problems. Hence, it is useful to formally
describe these procedures in details. For clarity and simplicity, each step of the pro-
cedures is explained in terms of the structural components and variables encountered
in the analysis of axially loaded bars. In later chapters, the same methods will be
generalized for application to other, more complex structural components and sys-
tems.

4.3.2 The displacement or stiffness method

The displacement method focuses on expressing the governing equilibrium equa-
tions in terms of displacements, and the resulting equations are solved for these
displacements. The forces and moments in the system are then computed from the
displacements using the force-deformation relationships. This can be formalized in
the following steps.
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1. Write the equilibrium equations of the system. Equilibrium conditions express
the vanishing of the sum of the forces and moments acting on the system. This
step typically involves construction of free body diagrams of the various sub-
components of the system, and then formulation of the equilibrium conditions.

2. Use the constitutive laws to express internal forces in terms of member deforma-
tions or strains.

3. Use the strain-displacement equations to express system deformations in terms
of displacements. At this point the three groups of equations of elasticity have
been utilized. The total number of unknowns of the problem should be equal to
the total number of equations.

4. Introduce the deformations-displacements equations derived in step 3 into the
constitutive laws derived in step 2 to find the internal forces in terms of displace-
ments.

5. Introduce the internal forces derived in step 4 into the equilibrium equations
derived in step 1 to yield the equations of equilibrium expressed in terms of
displacements.

6. Solve the equilibrium equations derived in step 5 to find the displacements of the
system.

7. Find system deformations by back-substituting the displacements into the strain-
displacement equations derived in step 3.

8. Find system internal forces by back-substituting the deformations into the con-
stitutive laws derived in step 2.

The displacement method focuses first on determining the displacement of the
system, and system deformations are then obtained by back substituting displace-
ments into the strain-displacement equations. Finally, the internal forces follow from
back-substitution of deformations into the constitutive laws. The number of displace-
ment variable is exactly equal to the number of equilibrium equations. All equilib-
rium equations will involve one or more displacement variables, and hence, the so-
lution for the displacements in step 6 typically requires the solution of a set of linear
equations. If this system of equations is large, computational tools will ease the so-
lution process.

Example 4.4. Hyperstatic three-bar truss. Displacement method solution
The three-bar truss depicted in fig. 4.5 is a very simple system of axially loaded bars
that exhibits all the characteristics of hyperstatic systems. The system is subjected to
a vertical load P applied at point O, where the three bars are pinned together. The
three bars will be identified by the points at which they are pinned to the ground,
denoted points A, B, and C.AA,AB andAC are the cross-sectional areas of bars A,
B, and C, respectively, and EA, EB and EC denote their respective Young’s moduli.

The truss features geometric and material symmetry about vertical axis OB: the
cross-sectional areas of bars A and C are equal, AA = AC , and so are their Young’s
moduli, EA = EC . Consequently, the forces acting in bars A and C, denoted FA and
FC , respectively, are also equal, FA = FC . The vertical displacement of point O is
denoted ∆, and the displacement method focuses on determining this displacement
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Fig. 4.5. Three bar truss.

first. Due to the symmetry of the problem, the horizontal displacement component
vanishes.

Step 1 of the displacement method described in section 4.3.2 is to derive the
equation of equilibrium of the problem. The free body diagram drawn in fig. 4.5
yields

FB + 2FA cos θ = P. (4.8)

Clearly, the two unknown forces, FA and FB , cannot be determined from this single
equilibrium equation: this is a hyperstatic system of order 1.

Step 2 invokes the constitutive laws to relate the forces in the bars to the corre-
sponding bar deformations as follows

eA = eC =
FALA

(EA)A
=

FAL

(EA)A cos θ
, eB =

FBL

(EA)B
, (4.9)

where eA, eB , and eC are the elongations of the three bars.
Step 3 deals with the last set of equations of elasticity, the strain-displacement

equations. Relating the vertical displacement, ∆, of point O to the elongations of the
bars is a difficult task if ∆ is arbitrarily large; for small displacement, however, i.e.,
when ∆ ¿ L, angle θ changes little during deformation, and the kinematics diagram
in fig. 4.5 shows that eC ≈ ∆ cos θ. It follows that

eA = eC = ∆ cos θ, eB = ∆. (4.10)

All equations of elasticity have now been utilized for this problem. Step 4 is a
purely algebraic step combining eqs. (4.9) and (4.10) to express the internal forces
in terms of displacements to find

FA

(EA)B
=

FC

(EA)B
=

∆

L
k̄A cos2 θ,

FB

(EA)B
=

∆

L
, (4.11)

where k̄A = (EA)A/(EA)B is the non-dimensional stiffness of bar A.
Step 5 is another purely algebraic step combining eqs. (4.8) and (4.11) to express

the single equilibrium condition of the problem in terms of the single displacement
component, ∆, to find
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∆

L
+ 2

∆

L
k̄A cos3 θ =

P

(EA)B
.

Step 6 solves this linear equation for the single displacement component, ∆, to
find

∆

L
=

1
1 + 2k̄A cos3 θ

P

(EA)B
. (4.12)

This relationship can be written as ∆ = P/k, where k is the equivalent vertical
stiffness of the three-bar truss, k =

[
(EA)B + 2(EA)A cos3 θ

]
/L.

In step 7, the deformations of the structure are recovered by introducing the dis-
placement given by eq. (4.12) into the strain-displacement equations, eqs. (4.10), to
find the elongations as

eA

L
=

eC

L
=

cos θ

1 + 2k̄A cos3 θ

P

(EA)B
,

eB

L
=

1
1 + 2k̄A cos3 θ

P

(EA)B
. (4.13)

The final step of the displacement method, step 8, recovers the forces in the bars by
introducing the elongations, given by eq. (4.13) into the constitutive laws, eq. (4.9),
to find

FA

P
=

FC

P
=

k̄A cos2 θ

1 + 2k̄A cos3 θ
,

FB

P
=

1
1 + 2k̄A cos3 θ

. (4.14)

Note that the internal forces in the bars depend on the stiffnesses of the system,
k̄A = (EA)A/(EA)B . In fact, the ratio of the forces in bars A and B is FA/FB =
k̄A cos2 θ, i.e., the ratio of the forces in the two bars is in proportion to the ratio of
their stiffnesses.

Example 4.5. Rigid plate suspended by four elastic cables: displacement method
The hyperstatic system depicted in fig. 4.6 is more complicated than the previous
example, but the same displacement method can be applied. In this example, a rigid
square plate of side dimension ` is supported by four identical elastic cables of length
h, cross-sectional areaA, and Young’s modulus E. A vertical load P is applied to the
rigid plate at point K located by coordinates x1p and x2p as indicated in the figure.
Find the elongations and forces in the four cables.

The complication in this example arises from the kinematics. Because the plate
is assumed to be perfectly rigid, it is easy to understand that the vertical displace-
ments of points A, B, C, and D, denoted ∆A, ∆B , ∆C , and ∆D, respectively, are
not independent. Indeed, any three points uniquely define a plane. For example, the
displacements of points A, B, and C uniquely defined the configuration of the plate,
and the displacement of the fourth point, D, follows. For a square plate it is easy to
show that ∆A + ∆B = ∆C + ∆D is the condition that ensures the infinite rigidity
of the plate.

Step 1 of the displacement method described in section 4.3.2 is to derive the
equations of equilibrium of the problem from the free body diagram shown in fig. 4.6
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Fig. 4.6. A rigid plate supported by four identical elastic cables.

FA + FB + FC + FD = P, (4.15a)

−FA + FB + FC − FD =
2x2p

`
P, (4.15b)

−FA + FB − FC + FD =
2x1p

`
P, (4.15c)

where the first equation corresponds to the equilibrium of forces in the vertical di-
rection, and the next two equations are moment equilibrium equations about axes ı̄1
and ı̄2, respectively. Clearly, the four unknown forces, FA, FB , FC , and FD, cannot
be determined from these three equilibrium equations. This is therefore a hyperstatic
system of order 1.

Step 2 invokes the constitutive laws to relate the forces in the cables to the corre-
sponding system deformations as follows

eA =
FAh

EA , eB =
FBh

EA , eC =
FCh

EA , eD =
FDh

EA , (4.16)

where eA, eB , eC , and eD are the elongations of the four cables. Step 3 deals with
the strain-displacement equations which are particularly simple in this case:

eA = ∆A, eB = ∆B , eC = ∆C , eD = ∆D. (4.17)

All equations of elasticity have now been utilized for this problem.
Step 4 is a purely algebraic step combining eqs. (4.16) and (4.17) to express the

internal forces in terms of displacements to find

FA =
EA
h

∆A, FB =
EA
h

∆B , FC =
EA
h

∆C , FD =
EA
h

∆D. (4.18)

Step 5 is another purely algebraic step combining eqs. (4.15) and (4.18) to ex-
press the equilibrium conditions of the problem in terms of the unknown displace-
ments to yield the first three equations below,
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∆A + ∆B + ∆C + ∆D =
Ph

EA , (4.19a)

−∆A + ∆B + ∆C −∆D =
2x2p

`

Ph

EA , (4.19b)

−∆A + ∆B −∆C + ∆D =
2x1p

`

Ph

EA , (4.19c)

∆A + ∆B −∆C −∆D = 0. (4.19d)

The fourth equation expresses the compatibility condition that defines the infinite
stiffness of the plate, as discussed earlier.

Step 6 involves the solution of the system of linear equations, eqs. (4.19), to find
the displacements of the attachment points of the four cables,

∆A

h
=

1
4

(
1− 2x1p

`
− 2x2p

`

)
P

EA ,

∆B

h
=

1
4

(
1 +

2x1p

`
+

2x2p

`

)
P

EA ,

∆C

h
=

1
4

(
1− 2x1p

`
+

2x2p

`

)
P

EA ,

∆D

h
=

1
4

(
1 +

2x1p

`
− 2x2p

`

)
P

EA .

(4.20)

In step 7, the deformations of the structure are recovered by introducing the dis-
placement into the strain-displacement equations, eqs. (4.17), to find the elongations.
The final step of the displacement method, step 8, recovers the forces in the cables
by introducing the elongations into the constitutive laws, eqs. (4.16), to find

FA

P
=

1
4

(
1− 2x1p

`
− 2x2p

`

)
,

FB

P
=

1
4

(
1 +

2x1p

`
+

2x2p

`

)
,

FC

P
=

1
4

(
1− 2x1p

`
+

2x2p

`

)
,

FD

P
=

1
4

(
1 +

2x1p

`
− 2x2p

`

)
.

(4.21)

Because the stiffness constants of all four cables are identical, the forces in the
cables do not depend on the stiffnesses of the structure. Had the stiffnesses of the
cables been different from each other, the final solution for the forces in the cables
would depend on the relative stiffnesses of the cables.

4.3.3 The force or flexibility method

The force method focuses on the solution for the system internal forces. Compatibil-
ity equations are written in terms of a set of redundant forces. In contrast with the



152 4 Engineering structural analysis

displacement method, the forces are determined first, and strains and displacements
are then recovered. The procedure can be formalized in the following steps.

1. Write the equilibrium equations of the system. Equilibrium conditions express
the vanishing of the sum of the forces and moments acting on the system. This
step typically involves the construction of free body diagrams of the various sub-
components of the system and then formulation of the equilibrium conditions.

2. Determine the system degree of redundancy, NR, which equals the number of
unknown internal forces minus the number of equilibrium equations.

3. Cut the system at NR locations and define a single relative displacement for each
of the cuts. With the NR cuts, the originally hyperstatic system is transformed
into an isostatic system.

4. Apply NR redundant forces to the system, each acting along the relative dis-
placement allowed by each of the NR cuts. Express all internal forces of the
system in terms of the applied loads and the NR redundant forces by means
of the equilibrium equations. Note that the choice of where to make the cuts is
somewhat arbitrary, and some choices may lead to simpler solution processes.
The key requirement in making the cuts is that the resulting system must be an
isostatic system, not a mechanism.

5. Use the constitutive laws to express system deformations in terms of NR redun-
dant forces.

6. Use the strain-displacement equations to express the relative displacements at
the NR cuts in terms of the NR redundant forces.

7. Impose the vanishing of the relative displacements at the NR cuts, and use these
NR compatibility equations to solve for the NR redundant forces.

8. Recover system deformations from the constitutive laws and system displace-
ments from the strain-displacement equations.

The force method directly focuses on the determination of the redundant forces.
All internal forces, system deformations and displacements are expressed in terms of
redundant forces. The solution process involves the solution of a linear set of equa-
tions of size NR, the degree of redundancy of the system. This contrasts with the
displacement method that involves the solution of a system of linear equations of
size equal to the number of unknown displacements, ND. Depending on the rela-
tive values of NR and ND, the displacement or force methods can be more or less
convenient to use.

As a final comment, note that while the force method can be applied quite effec-
tively using good engineering judgement and experience, the displacement method
is usually more amenable to automated solution processes using computers.

Example 4.6. Hyperstatic three-bar truss: force method solution
The three-bar truss problem treated in example 4.4 using the displacement method
will now be solved using the force method. The truss is depicted in fig. 4.7, and here
again, it is subjected to a vertical load P applied at point O, where the three bars
are pinned together. The three bars will be identified by the points at which they
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are pinned to the ground at points A, B, and C. AA, AB and AC denote the cross-
sectional areas of bars A, B, and C, respectively, and EA, EB and EC denote their
respective Young’s moduli.

L

A AB BC C

q q

O

O

P P

LA
RSystem

with a cut

cu
t

Fig. 4.7. Three bar truss.

The truss features geometric and material symmetry about vertical axis OB: the
cross-sectional areas of bars A and C are equal, AA = AC , and so are their Young’s
moduli, EA = EC . Consequently, the forces acting in bars A and C, denoted FA and
FC , respectively, are also equal, FA = FC .

Step 1 of the force method described in section 4.3.3 yields a single equation of
vertical equilibrium for the problem based on the free body diagram shown in fig. 4.5

FB + 2FA cos θ = P. (4.22)

Clearly, the two unknown forces, FA and FB , cannot be determined from equilibrium
considerations alone. As required by step 2, the system degree of redundancy is
determined as NR = 2− 1 = 1.

Step 3 calls for cutting the system at a single location because NR = 1. As
depicted in fig. 4.7, bar B is cut for this example, but cutting bars A or C would lead
to a very similar procedure.

Next, in step 4, a single redundant force, R, is applied at the to sides of the cut.
With R treated as a known load, it is now possible to solve the equilibrium eq. (4.22)
for FA and FC as

FA = FC =
(P −R)
2 cos θ

, FB = R. (4.23)

In step 5, bar extensions are expressed in terms of the redundant force, R, using
the constitutive laws, eq. (4.9), leading to

eC

L
=

eA

L
=

FA

(EA)A cos θ
=

(P −R)
2(EA)A cos2 θ

,
eB

L
=

FB

(EA)B
=

R

(EA)B
. (4.24)

Step 6 requires the determination of the relative displacement at the cut, and this
is easily obtained from the strain-displacement equations and kinematics as

dcut =
eA

cos θ
− eB =

(P −R)L
2(EA)A cos3 θ

− RL

(EA)B
.



154 4 Engineering structural analysis

Step 7 enforces the vanishing of this relative displacement, dcut = 0. This equa-
tion is then solved for the redundant force R to find

R

P
=

1
1 + 2k̄A cos3 θ

,

where k̄A = (EA)A/(EA)B is the non-dimensional stiffness of bar A. The internal
forces in the bars then follow from eq. (4.23) as FB = R and FA = FC = (P −
R)/(2 cos θ).

In step 8, the bar elongations are recovered from eq. (4.24). As expected, the
results obtained using the force method as presented here match those obtained in
example 4.4 using the displacement method.

Example 4.7. Rigid plate supported by four cables: force method
The force method can also be used to find the forces and deformations in the rigid
plate problem treated in example 4.5. The hyperstatic system is shown again in
fig. 4.8. The square rigid square plate with sides of length ` is supported by four iden-
tical elastic vertical cables of length h, cross-sectional area A, and Young’s modulus
E. A vertical load, P , is applied to the rigid plate at point K located at coordinates
x1p and x2p as indicated in the figure.

The kinematics of the rigid plate require that all four corner points remain in
a plane. Thus, only three of the vertical displacements of points A, B, C, and D,
denoted ∆A, ∆B , ∆C , and ∆D, respectively, are independent, and the fourth can be
computed from the other three. Again, it is easy to show that ∆A +∆B = ∆C +∆D

is the condition that expresses the infinite rigidity of the plate.
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Fig. 4.8. A rigid plate supported by four identical elastic cables.

Step 1 of the force method is to derive the equations of equilibrium of the problem
from the free body diagram shown in fig. 4.6. The vanishing of the sum of the forces
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and moments acting on the rigid plate leads to the equations of equilibrium given
by eqs. (4.15). Clearly, the four unknown forces, FA, FB , FC , and FD, cannot be
determined from those three equilibrium equations. As required by step 2, the system
degree of redundancy is determined as NR = 4− 3 = 1.

Step 3 calls for cutting the system at a single location, since NR = 1. As depicted
in fig. 4.8, cable B is cut in this example, but cutting any one of the four cables would
lead to a very similar procedure.

Next, in step 4, a single redundant force, R, is applied at the to sides of the cut.
With the help of the equation of equilibrium, eq. (4.15), the internal forces in the
cables are expressed in terms of the applied load, P , and the redundant force, R, to
find

FA = R−
(x1p

`
+

x2p

`

)
P, FB = R,

FC =
(

1
2

+
x2p

`

)
P −R, FD =

(
1
2

+
x1p

`

)
P −R.

(4.25)

In step 5, cable extensions are expressed in terms of the redundant force, R, by
introducing the above forces into the constitutive laws, eqs. (4.16), to yield

EAeA

h
= R−

(x1p

`
+

x2p

`

)
P,

EAeB

h
= R,

EAeC

h
=

(
1
2

+
x2p

`

)
P −R,

EAeD

h
=

(
1
2

+
x1p

`

)
P −R.

(4.26)

Step 6 requires determination of the relative displacement at the cut, and step 7
imposes the requirement that it vanish. The condition expressing the infinite rigidity
of the plate is ∆A + ∆B = ∆C + ∆D. If this condition is satisfied, the relative
displacement at the cut must vanish. Because the four cables are fixed at their bases,
their tip displacements are equal to their elongations and hence, eA +eB = eC +eD.
introducing eq. (4.26) into this compatibility equations leads to

R−
(x1p

`
+

x2p

`

)
P + R =

(
1
2

+
x2p

`

)
P −R +

(
1
2

+
x1p

`

)
P −R.

This equation is now solved for the redundant force R to find

R = FB =
1
4

(
1 +

2x1p

`
+

2x2p

`

)
P.

The other internal forces in the cables are then obtained by introducing the redun-
dant force, R, into eqs. (4.25). In step 8, the cable elongations are recovered from
eq. (4.26).

As expected, the results obtained using the force method presented here match
those obtained in example 4.5 using the displacement method. It is interesting to
note that the solution of this problem using the displacement method involves solv-
ing a linear system of four equations for the four unknown displacements of the
cables, whereas the present force method requires the solution of a single compati-
bility equation for the unknown redundant force. In other words, the force method
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requires the solution of a linear system of size equal to the order of redundancy of
the hyperstatic system, whereas the displacement method requires the solution of a
larger linear system of size equal to the number of unknown displacements.

4.3.4 Problems

Problem 4.1. Simple hyperstatic bars - displacement method solution
Three axially loaded bars, each of length L and all constructed from a material of elasticity
modulus E, are arranged as shown in fig. 4.9. Two bars are connected in parallel and one of
these has a cross-sectional area that is twice that of the other. A third bar is connected in series
at the common point. An axial load, P , is applied at the junction of the three bars. Using the
displacement method, determine (1) the displacement, d, of the connecting point between the
three bars and (2) the forces in each of the three bars.

A d

2A

A

L L

P

Fig. 4.9. Three bars in a parallel-series configuration.

Problem 4.2. Simple hyperstatic bars - force method solution
Solve problem 4.1 using using the force method.

Problem 4.3. Prestressed steel bar in an aluminum tube
A steel bar of cross-sectional area As = 800 mm2 fits inside an aluminum tube of cross-
sectional areaAa = 1, 500 mm2. The assembly is constructed in such a way that initially, the
steel bar is prestressed with a compressive force, −P , while the aluminum tube is prestressed
with a tensile load of equal magnitude, P . Next, the prestressed assembly is subjected to a
tensile load F . (1) If no prestress is applied, i.e., if P = 0, find the maximum external load, F ,
that can be applied to the assembly without exceeding allowable stress levels in either material.
(2) Find the optimum prestress level to be applied. This optimum prestress is defined as that
for which the allowable stress is reached simultaneously in both steel bar and aluminum tubes
when subjected to the externally applied force, F . In other words, when optimally prestressed,
both materials are used to their full capacity. (3) What improvement, in percent, is achieved
by using the optimum prestress level as compared to not prestressing the assembly. Use the
following data: Es = 210 and Ea = 73 GPa; the yield stresses for steel and aluminum are
σs

y = 600 and σa
y = 400 MPa, respectively.

Problem 4.4. Square plate supported by four cables
Consider the rigid square plate of side ` supported by four elastic cables each of length h,
cross-sectional area A, and Young’s modulus E, as depicted in fig. 4.10. A vertical load P is
applied at point K, located at a distance d from the center of the plate along the line joining
points A and B. (1) Determine the degree of redundancy of this system. (2) Determine the
forces, FA, FB , FC , and FD , in bars A, B, C, and D, respectively. (3) On one graph, plot the
four non-dimensional forces, FA/P , FB/P , FC/P , and FD/P , as functions of d̄ = d/` for
d̄ ∈ [0, 1/

√
2]. Hint: See example 4.5. Also note the symmetry of the problem with respect to

line AB, which simplifies the moment equilibrium equations.
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Fig. 4.10. Rigid square plate supported by four elastic cables.

Problem 4.5. Square plate supported by four cables
Consider the rigid square plate of side ` supported by four elastic cables each of length h
and Young’s modulus E, as depicted in fig. 4.10. The cross-sectional areas of the cables are
AA, AB , AC , and AD , for cables A, B, C, and D, respectively. A vertical load P is applied
at point K, located at a distance d from the center of the plate along the line joining points
A and B. It is desired that the plate move straight down under the action of the load, i.e.,
∆A = ∆B = ∆C = ∆D = ∆, where ∆A, ∆B , ∆C , and ∆D are the vertical displacements
of points A, B, C, and D, respectively. (1) Determine the degree of redundancy of this system.
(2) Determine the relationship(s) that must be satisfied by the cross-sectional areas of the
cables for the plate to undergo the desired motion. Hints: The relationship between AC and
AD should be obvious from inspection of the problem.

Problem 4.6. Rotor blade hub connection
Figure 4.11 shows a potential design for the attachment of a rotor blade to the rotorcraft hub.
The yoke consists of two separate pieces each of which connects the rotor blade to the hub,
and the spindle also connects the rotor blade to the hub through an elastomeric bearing. As
the rotor blade spins, a large centrifugal force F is applied to the assembly, which can be
idealized as three parallel bars of length L, which connect the blade to the hub. The two bars
modeling the yoke each have an axial stiffness (EA)y , while the spindle has an axial stiffness
(EA)s. The elastomeric bearing is idealized as a very short spring of stiffness kb in series with
the spindle. (1) Calculate and plot the non-dimensional forces in the yoke, Fy/F , and in the
spindle, Fs/F , as a function of the non-dimensional bearing stiffness, 0 ≤ Lkb/(EA)s ≤ 25.
(2) For what value of the stiffness constant kb is all the centrifugal load carried by the yoke?
(3) Find the maximum load that can be carried by the spindle. What is the corresponding value
of kb? (4) For what value on Lkb/(EA)s do the yoke and spindle carry equal loads? Use the
following data: (EA)y/(EA)s = 0.8

4.3.5 Thermal effects in hyperstatic system

It is often the case that hyperstatic systems are more structurally efficient than iso-
static systems. They potentially offer the additional advantage of redundant load
paths. On the other hand, they present important drawbacks; one of them is sensi-
tivity to thermal effects.
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Fig. 4.11. Rotor blade connection to the hub by means of a yoke and spindle.

In isostatic structures, thermal strains simply cause additional deformations of the
system, as implied by the modified constitutive laws that account for thermal strains,
eqs. (2.22). For hyperstatic structures, however, the presence of thermal strains in the
constitutive laws gives rise to additional stresses, called thermal stresses. This effect
can be significant, even when the entire structure experiences a uniform temperature
change, although the effect is usually more pronounced in the presence of tempera-
ture gradients, which result from non-uniform temperature fields, or when different
portions of the structure are subjected to different temperatures.

Example 4.8. Series connected bars subjected to temperature change
Consider the system depicted in fig. 4.12 featuring two bars connected in series and
constrained by rigid walls at points A and C. Load P is applied at point B, and in
addition, both bars are subjected to a temperature change ∆T . Except for this thermal
effect, the problem is identical to that treated in example 4.2.

A B C

P

dB

k =(E /L)AB ABA k =(E /L)BC BCA

DT DT

Fig. 4.12. Two bars connected in series with ends fixed.

The equilibrium equation of the system remains unchanged, FAB − FBC = P ,
and the displacement of point B, dB , is still related to the elongations of the bars
dB = eAB = −eBC . The constitutive equations, however, must now be modified to
account for the thermal strains. In view of eq. (2.22), the total strain in each bar is
the sum of the mechanical and thermal strains, ε = εm + εt, where the mechanical
strain is related to the stress in the bar, εm = σ/E, and the thermal strain depends
on the temperature change, εt = α∆T . The extension in the bar now becomes

eAB = εLAB =
σAB

EAB
LAB + α∆TLAB =

FAB

kAB
+ α∆TLAB .

A similar equation can also be developed for the elongation of the other bar, eBC .
Following the steps of the displacement method, the internal forces are expressed

in terms of deformations, then in terms of displacements, leading to the equilibrium
equation expressed in terms of the displacement as
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(kAB + kBC)dB = P + α∆T [(EA)AB − (EA)BC ] .

The displacement of point B is then

dB =
P

kAB + kBC
+

α∆T [(EA)AB − (EA)BC ]
kAB + kBC

= dm
B + dt

B .

This rather complex result shows that total displacement of point B is the superposi-
tion of the displacement dm

B due to applied mechanical loads, and the displacement
dt

B due to thermal effects. This should not be unexpected, because mechanical and
thermal effects are superposed in the constitutive law.

The internal forces are obtained by substituting the displacement back into the
constitutive laws, to find

FAB =
kAB

kAB + kBC
[P − α∆T (LAB + LBC) kBC ] ,

and
FBC =

kBC

kAB + kBC
[−P − α∆T (LAB + LBC) kAB ] .

It is interesting to consider the case when the two bars are identical, kAB =
kBC = k. The displacement of point B simply becomes dB = P/(2k). In this
case, the thermal displacement vanishes due to the symmetry of the problem, and
the total displacement is due solely to the mechanical loads. The axial forces in
the bars become FAB = P/2 − EAα∆T and FBC = −P/2 − EAα∆T . Due
to the symmetry of the problem, both bars share an equal burden in carrying the
mechanical loads, ±P/2, and are both subjected to the same compressive thermal
stress, EAα∆T .

It is also interesting to consider the impact of thermal stresses on the load carrying
capability of this system. The bars will yield when the yield stress is reached, that
is when FAB = ±σyAAB and when FBC = ±σyABC . In the absence of thermal
effects, the load carrying capacity of the system is then Pmax = 2Aσy, whereas in
the presence of thermal effects, the load carrying capacity becomes Pmax = 2A(σy−
Eα∆T ) = 2Aσ̄y . In other words, in the presence of thermal effects, the effective
yield stress, σ̄y , is the yield stress of the material, σy , reduced by the thermal stress,
Eα∆T .

Example 4.9. Hyperstatic three-bar truss subject to temperature change
The three-bar truss depicted in fig. 4.13 is assembled when all components are at
common temperature T0 and no initial stresses are present in the bars. The three
bars will be identified by the points at which they are pinned to the ground at A,
B, and C. AA, AB and AC denote the cross-sectional areas of bars A, B, and C,
respectively, while EA, EB and EC denote their respective Young’s moduli. The
truss features geometric and material symmetry about the vertical axis OB: the cross-
sectional areas of bars A and C are equal, AA = AC , and so are their Young’s
moduli, EA = EC . Consequently, the forces acting in bars A and C, denoted FA and
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Fig. 4.13. Three bar truss subjected to temperature differentials.

FC , respectively, are also equal, FA = FC . Assume that only bar B is now heated to
a temperature T1 = T0 + ∆T , thus preserving the symmetry of the problem.

Due to the heating, the center bar tries to expand by an amount α(T1 − T0)L =
α∆T L but is prevented from doing so by the other two bars. An equilibrium point
will be reached where the truss expands, although less than the unconstrained bar
would, and internal stresses will appear. Intuitively, bar B will be in compression,
whereas bars A and C will be in tension.

This thermal problem will be treated using the force method. A a similar problem
featuring the same three-bar truss subjected to external loading is treated using the
same approach in example 4.6. The equation of equilibrium for this example is given
by eq. (4.22) and remains valid for the present example: FB + 2FA cos θ = 0. Since
the problem features a single degree of redundancy, a single cut is required. Here
again, bar B is cut and an unknown redundant force, R, is assumed to act at the cut.
The internal forces in the bars are expressed in terms of R, and eqs. (4.23) become
FA = FC = −R/(2 cos θ) and FB = R.

The constitutive laws are now used to express the non-dimensional bar elongation
in terms of the unknown redundant force to find

eC

L
=

eA

L
= − 1

2k̄A cos2 θ

R

(EA)B
,

eB

L
=

R

(EA)B
+ α∆T,

where k̄A = (EA)A/(EA)B is the non-dimensional stiffness of bar A.These ex-
pressions are almost identical to those of eqs.(4.24), except for the thermal strain
terms now contributing to the elongation of bar B. The relative displacement at the
cut is now easily obtained

dcut =
eA

cos θ
− eB =

−L

2k̄A cos3 θ

R

(EA)B
− L

R

(EA)B
− Lα∆T.

The vanishing of this relative displacement implies dcut = 0 and yields the unknown
non-dimensional redundant force as

R

(EA)B
=

FB

(EA)B
= − 2k̄A cos3 θ

1 + 2k̄A cos3 θ
α∆T.

The non-dimensional forces in bars A and B follow from the equilibrium equation as

FA

(EA)B
=

FC

(EA)B
=

k̄A cos2 θ

1 + 2k̄A cos3 θ
α∆T.
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These internal forces, called thermal forces, are proportional to the thermal strain,
α∆T . As expected, the force in bar B is compressive, in contrast with the tensile
forces present in bars A and C. Finally, the vertical displacement of the truss at point
O is given by the elongation of bar B, and this is easily recovered as

dB

L
=

eB

L
=

[
1 + 2(k̄A − 1) cos3 θ

]

1 + 2k̄A cos3 θ
α∆T.

4.3.6 Manufacturing imperfection effects in hyperstatic system

An additional drawback of hyperstatic systems is their sensitivity to dimensional or
manufacturing imperfections. Consider, here again, the three-bar truss depicted in
fig. 4.13. Assume all bars to be at the same temperature, but due to manufacturing
imperfections, bar B was made too long. It is impossible to assemble the system: if
bars A an C are first connected together at point O, bar B is longer than the distance
from point B to O. The only way to assemble the system is to compress bar B to the
right length, pin the three bars together at point O, then release the compression in
bar B. In the final assembly, residual forces will be present; intuitively, it follows that
bar B is left under compression, whereas bars A and C have a residual tensile stress.

It is worth noting the close connection between thermal strain and manufactur-
ing imperfections. In example 4.9, bar B is subjected to a temperature differential
resulting in a thermal elongation Lα∆T . In other words, bar B is now too long by
an amount Lα∆T . This is identical to a manufacturing imperfection where bar B
is too long by an amount µ = Lα∆T . This means that the residual stress due to
thermal effects computed in example 4.9 are identical to the residual stress due to
manufacturing imperfections in the same system, provided that α∆T is replaced by
µ/L in all results of example 4.9.

Example 4.10. Rigid plate supported by four elastic bars
Consider the hyperstatic system depicted in fig. 4.14 in which a rigid square plate of
side ` is supported by four identical elastic bars of length h, cross-sectional area A,
and Young’s modulus E. This example is similar to the previous examples in which
a rigid plate is suspended from four cables, but in this case, the support is provided
by the four bars or legs. Assume that one of the bars is too short by an amount µ due,
for example, to manufacturing imperfections.

Since the plate is assumed to be infinitely rigid, the vertical displacements of
points A, B, C, and D, denoted ∆A, ∆B , ∆C , and ∆D, respectively, are not inde-
pendent. Indeed, three points uniquely define a plane, hence the displacements of
points A, B, and C uniquely define the configuration of the plate, and the displace-
ment of the fourth point, D, follows. As in the previous examples, this constraint can
be expressed for a square plate as, ∆A + ∆B = ∆C + ∆D.

In example 4.5, a similar configuration is considered, but a vertical load is applied
at an arbitrary point on the plate as shown in fig. 4.6. The displacement method is
used to solve the problem, and a similar procedure is used here. In the first step,
the equations of equilibrium of the system are derived from the free body diagram
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Fig. 4.14. A rigid plate supported by four identical elastic bars with a manufacturing imper-
fection.

shown in fig. 4.6, to find eqs. (4.15). Next, the constitutive laws relating the bar
forces to the corresponding deformations are still given by eqs. (4.16). Finally, the
strain displacement equations are still given by eqs. (4.17), except for bar B where,
due to the manufacturing imperfection, ∆B = eB − µ.

The remaining steps of the displacement method closely follow the development
presented in example 4.5 and lead to the following equations of equilibrium written
in terms unknown displacements

∆A + ∆B + ∆C + ∆D = −µ, (4.27a)
−∆A + ∆B + ∆C −∆D = −µ, (4.27b)
−∆A + ∆B −∆C + ∆D = −µ, (4.27c)

∆A + ∆B −∆C −∆D = 0, (4.27d)

where the last equation expresses the infinite stiffness of the plate as discussed earlier.
The solution of this linear system yields the displacements of the corner points as

∆A =
µ

4
, ∆B = −3µ

4
, ∆C = ∆D = −µ

4
. (4.28)

Finally, the bar forces are recovered as

FA = FB =
1
4

µ

h
EA, FC = FD = −1

4
µ

h
EA. (4.29)

These are the residual forces due to manufacturing imperfections. The two opposite
bars A and B are subjected to tension, whereas the two opposite bars C and D are
under compression. The magnitudes of the forces in the four bars are equal and
proportional to the manufacturing imperfection, µ.

Assume now that a vertical load, P , is applied at the center of the plate. The total
forces in the bars are now the superpositions of the forces due to the applied loads, as
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given by eqs. (4.21), and the forces due to the manufacturing imperfection, as given
by eqs. (4.29), to find

FA = FB =
P

4
+

1
4

µ

h
EA, FC = FD =

P

4
− 1

4
µ

h
EA.

In view of the symmetry of the problem, the applied load is carried equally by the
four bars, whereas the manufacturing imperfection put additional loads into bars A
and B, but unloads bars C and D.

The maximum load the structure can carry is Pmax/4 + EAµ/(4h) = Aσy ,
where σy is the material yield stress. Hence, Pmax = 4A [σy − 1/4 E µ/h] =
4Aσ̄y . Due to manufacturing imperfections, the effective yield stress, σ̄y , is the ac-
tual yield stress for the material, σy , reduced by 1/4 E µ/h.

The residual forces are proportional to the magnitude of the manufacturing
imperfections, as expected, but also to the Young’s modulus of the material, see
eqs. (4.29). Hence, the stiffer the system, the more sensitive it will be to manufactur-
ing imperfections.

Example 4.11. Prestress in a bolt
Geometric incompatibility may also be created intentionally; indeed, it is sometimes
desirable to introduce a prestress into a structural member. Consider, for instance,
the prestress created in a bolt when tightened. Typically, a tensile force is created in
the bolt to develop a compressive force acting on the bolted assembly. This situation
is illustrated in fig. 4.15, which depicts a prestressed bolt-sleeve assembly.

Sleeve

Sleeve

Free Body
at right end

Bolt

Bolt

Nut

es

eb

D

L

Fs

Fb

Fig. 4.15. Prestressed bolt-sleeve assembly.

The sleeve is assumed to be a hollow circular cylinder of cross-sectional areaAs

and the bolt has a cross-sectional area Ab; both are of initial length L. The Young’s
moduli of the sleeve and bolt are Es and Eb, respectively. Assume that the nut on
the bolt is turned until the entire assembly is snug, and then, the nut is rotated by an
additional N turns. This will shorten the portion of the bolt between the end plates by
an amount ∆ = pN , where p is the bolt’s thread pitch or distance between successive
threads.
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The analysis follows a procedure similar to that used in example 4.10. The single
equilibrium equation of the system is Fs +Fb = 0, where Fs and Fb are the forces in
the sleeve and bolt, respectively, both assumed positive in tension. The constitutive
equations for the sleeve and the bolt are simply, Fs = kses and Fb = kbeb, where
ks = (EA)s/L and kb = (EA)b/L are the equivalent sleeve and bolt stiffnesses,
respectively.

Let the elongations of the sleeve and bolt be denoted es and eb, respectively, as
illustrated in the lower part of fig. 4.15. Due to the initial tightening of the nut, the
bolt is shortened by an amount ∆ = pN , and hence, displacement compatibility
requires es = eb −∆.

Since only the prestress forces in the bolt and sleeve are to be determined, the
force method provides the most direct solution procedure. Let the sleeve force be the
redundant force in the system, and hence, Fs = R. The equilibrium equation then
implies Fb = −Fs = −R, and substitution into the constitutive equations yields
the sleeve and bolt extensions as es = Fs/ks = R/ks and eb = Fb/kb = −R/kb,
respectively. Finally, introducing these results into the compatibility equation yields
R/ks = −R/kb − ∆. Solving this equation yields R = −kskb/(ks + kb)∆. The
forces in the bolt and sleeve are then

Fs = R = − kskb

ks + kb
∆, and Fb = −R =

kskb

ks + kb
∆,

respectively. As expected, the bolt is in tension while the sleeve is in compression.
From a practical point of view, the desired prestress level, Fs or Fb, would be speci-
fied first, and the required number of turns, N , would then be computed. For instance,
for a prescribed compressive Fs, N = (ks + kb)|Fs|/(pkskb).

4.3.7 Problems

Problem 4.7. Constrained bar at uniform temperature
A uniform aluminum bar is constrained at its two end. If the bar is stress free for a temperature
T0 = 20◦ C, find the compressive stress in the bar if the temperature is raised to value T =
140◦ C. Note: Eal = 73 GPa, αal = 16.5 µ/C.

Problem 4.8. Steel bar inside a copper tube
A steel bar with a 750 mm2 section is placed inside a copper tube with a section of 1250
mm2. The bar and tube have a common length of 0.5 m and are connected at their ends. At
the reference temperature, both elements are stress free. (1) If the assembly is heated up to
80◦ C, find the axial stresses in both elements. Note: Esteel = 210 GPa, αsteel = 12 µ/C;
Ecopper = 120 GPa, αcopper = 17 µ/C.

Problem 4.9. Bolt-sleeve assembly subjected to temperature rise
Consider the sleeve and bolt assembly shown in fig. 4.15, where the bolt is made of stainless
steel, which presents a larger coefficient of thermal expansion than the titanium sleeve. Con-
sequently, under a temperature rise ∆T = 100 C, the bolt will extend more than the sleeve
and will become loose, i.e., a gap will develop between the nut and washer plate. To prevent
this, a pre-stress is applied to the assembly by turning the nut N turns before the temperature
rise. Determine the number of turns N that must be used to create the required pre-stress for
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the following conditions: p = 0.5 mm (bolt thread pitch), L = 100 mm, Ab = 100 mm2,
As = 800 mm2, Eb = 210 GPa, Es = 120 GPa, αb = 18 µ/C, and αs = 8 µ/C.

Problem 4.10. Three-bar truss
Consider the three-bar truss shown in fig. 4.7. The truss is not subjected to any external load,
but due to a manufacturing imperfection, the middle bar is of length L + µ in its unstressed
configuration. (1) Find the forces in bars A, B, and C as a function of the magnitude of the
manufacturing imperfection, µ. (2) Find the displacement of point O as a function of µ.

4.4 Pressure vessels

This section briefly describes the behavior of structures operating under internal pres-
sure such as rings, and cylindrical or spherical pressure vessels. Typically, these thin-
walled structures are designed to contain fluids or gases under pressure. Two partic-
ular geometric shapes, the sphere and the cylinder with hemispherical end caps, are
widely utilized, and for these shapes, a two-dimensional stress state develops in the
thin walls.

4.4.1 Rings under internal pressure

Consider the thin-walled ring or tube of mean radius R and thickness t subjected to
an internal pressure pi, as depicted in fig. 4.16. Due of the internal pressure, a hoop
stress, σh, will develop in the wall. This hoop stress is readily found by equilibrium
consideration: fig. 4.16 shows a free body diagram for the half portion of the ring cut
by a plane passing through the axis of the cylinder, revealing the hoop stress acting in
the wall. The total vertical force per unit length of the ring due to the pressure acting
on its upper half is p2R; this force is equilibrated by the hoop stress. Assuming that
the hoop stress is uniformly distributed through the wall thickness, it follows that

σh =
p2R

2t
=

pR

t
. (4.30)

The hoop stress is sometimes called the circumferential stress.

R
p

sh
sh

t

Fig. 4.16. Thin ring under internal pressure.
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If the material is homogeneous and linearly elastic, the hoop strain, εh, is ob-
tained from Hooke’s law as εh = σh/E = pR/(tE) and the radius of the ring
increases by an amount ∆R = R2p/(Et).

4.4.2 Cylindrical pressure vessels

Consider now a thin-walled pressure vessel consisting of a cylindrical tube of radius
R, length L and thickness t closed by spherical end caps, as depicted in fig. 4.17.
Pressure vessels operate under a multi-axial state of stress that includes a hoop, ax-
ial and radial stress components. The hoop stress is readily found from the same
equilibrium arguments used for the ring; assuming the hoop stress to be uniformly
distributed through the wall thickness, its magnitude then becomes

σh =
pR

t
. (4.31)

The resultant axial force of the pressure loading on the end caps is independent of
their shape and is equal to pπR2. For a thin-walled pressure vessel, the stress along
the axis of the vessel, σa, is assumed to be uniformly distributed through the wall
thickness, and axial equilibrium reveals its magnitude to be

σa =
pπR2

2πRt
=

pR

2t
=

σh

2
. (4.32)

This gives rise to a biaxial stress state where the hoop stress twice as large as the
axial stress.

2R

sh

sa

L

tsh
tsh

p

t

Fig. 4.17. Pressure vessel under internal pressure.

In addition, it should be noted that a radial stress component σr also exists. This
stress acts along the radius of the cylindrical part of the vessel, and it varies from
σr = −p on the internal surface of the vessel to σr = 0 on the external surface. In
most practical designs the ratio R/t is a large quantity and hence σr ¿ σh = 2σa.
Consequently, the radial stress is generally ignored.

If the material can be assumed to behave as a linearly elastic material, Hooke’s
law, eq. (2.4), implies

εh =
σh − νσa

E
=

σh

E

(
1− ν

2

)
, εa =

σa − νσc

E
=

σh

E

(
1
2
− ν

)
.
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Finally, the changes in vessel radial and longitudinal dimensions are

∆R = Rεh =
Rσh

E

(
1− ν

2

)
, ∆L = Lεa =

Lσh

E

(
1
2
− ν

)
,

respectively.
Since the hoop and axial stresses are the only stress components acting on the

vessel, they are the principal stresses, σp1 = σh = pR/t and σp2 = σa = pR/2t.
According to Tresca’s criterion, see eq. (2.29), the yield criterion reduces to pyR/t ≤
σy . This means that the internal pressure for which the yield stress is reached in the
material is py = tσy/R. On the other hand, if von Mises’ criterion is used, see
eq. (2.32), the yield criterion becomes σeq =

√
3/2 pyR/t ≤ σy . The internal

pressure for which the yield stress is reached in the material is py = 2/
√

3 tσy/R.

4.4.3 Spherical pressure vessels

Consider now a thin-walled sphere of radius R and thickness t subjected to an inter-
nal pressure p, as shown in fig. 4.18. This type of configuration is representative of
spherical pressure vessels. To begin, the sphere is cut by a horizontal plane passing
through its center, to reveal the free body diagram shown in the figure. Due to the
symmetry of the problem, the pressure acting on the upper half of the sphere will be
equilibrated by a hoop stress, σh, which is uniformly distributed around the circle at
the intersection of the sphere with the plane of the cut. The total upward force gener-
ated by the pressure, πR2p, is equilibrated by the downward force generated by the
distributed hoop stress, 2πRtσh, where the hoop stress is assumed to be uniformly
distributed through the wall thickness. This yields the following result

σh =
pR

2t
. (4.33)

The hoop stress is half of that in a pressurized tube of equal radius and thickness, see
eq. (4.31).

R

p

p

sh

sh sh

sh

sh

t

Fig. 4.18. Thin sphere under internal pressure.

Of course, in view of the spherical symmetry of the problem, the orientation of
the plane of the cut is arbitrary. Hence, the hoop stress derived above is acting on a
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face with an arbitrary orientation. As shown in fig. 4.18, the stresses acting on an ar-
bitrary differential element cut from the thin-walled sphere are σh in two orthogonal
directions. Since the shear stress component vanish, these are the principal stresses,
and hence, σp1 = σp2 = σh. Mohr’s circle reduces to a single point at ordinate σh.

For a linearly elastic material, the hoop strain, εh, is obtained from Hooke’s law,
eq. (2.4), as

ε1 = ε2 = εh =
1− ν

2
R

t

p

E
. (4.34)

The deformation is identical in all directions, due to the spherical symmetry of
the problem. Since the shear strain components vanish, the principal strains are
εp1 = εp2 = εh. The radius of the sphere increases by an amount ∆R =
(1− ν)(pR2)/(2Et).

4.4.4 Problems

Problem 4.11. Copper ring on a steel shaft
A copper ring is heated to a temperature of 150◦ C and then exactly fits onto a steel shaft at
a uniform temperature of 25◦ C. (1) Find the hoop stress in the ring when the assembly has
cooled down to a uniform temperature of 25◦ C. (2) Find the common temperature at which
both ring and shaft must be brought to if the ring is to slip out of the shaft. Hint: since the
steel cylinder is very stiff, it is reasonable to assume that it is remains rigid as the copper ring
cools down. Of course, under heating, the steel cylinder will expand. Note: αsteel = 12.5µ/C;
Ecopper = 110 GPa, αcopper = 16.5µ/C.

Problem 4.12. Bi-material fly wheel
A fly wheel shown in fig. 4.19 is made of two concen-

Rm

ts

t
l

W

Fig. 4.19. Configuration of the
bi-material fly wheel.

tric ring of metal: the inside ring, of thickness t`, is made
of lead and the outside ring, of thickness ts, is made of
steel. The fly wheel has a radius Rm and t` ¿ Rm,
ts ¿ Rm. It will be assumed that the lead ring provides
little strength and stiffness to the assembly and hence, all
stresses are carried in the steel ring. (1) Find the maxi-
mum angular velocity, Ωmax, the fly wheel can rotate at
if the yield stress in the steel is σy . (2) Find the maximum
kinetic energy that can be stored in the fly wheel. (3) Is
this bi-material design a good concept for a high perfor-
mance fly wheel? Use the following data: density of lead,
ρ` = 11, 300 and of steel, ρs = 7, 700 kg/m3; thickness of lead, t` = 5 and of steel ts = 3
mm; radius of the fly wheel Rm = 250 mm, its width b = 20 mm; yield stress for steel
σy = 800 MPa.

Problem 4.13. Cylindrical versus spherical pressure vessels
Spacecrafts often require pressure vessels to carry fuel under pressure. The question inves-
tigated here is the relative structural performance of cylindrical and spherical pressure ves-
sels. Consider a cylindrical pressure vessel of radius Rc, length Lc and wall thickness tc;
Lc = 2Rc. On the other hand, consider a spherical pressure vessel of radius Rs and wall
thickness ts. The two vessels must carry the same amount of fluid, i.e., must have the same
volume; the two vessels are made of the same material with the yield stress σy , and must
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be able to withstand the same internal pressure. (1) Find the ratio of the structural masses of
the two vessels. (2) For weight sensitive applications such as spacecrafts, is it better to use
cylindrical or spherical pressure vessels?

4.5 Saint-Venant’s principle

An important concept in structural engineering concerns the effects of local loading
and constraint conditions on the stresses and deformations that develop throughout a
structure. An obvious example is a concentrated force, which is assumed to act at a
point on the surface of a structure. Clearly, this will result in an infinite value for the
stresses at the point of application, but yet the reactions and stresses at other parts of
the structure are finite.

Consider a body subjected to a set Self equilibrating
loads

Affected
zone

d

Fig. 4.20. Body subjected to a set of self-
equilibrating loads

of self-equilibrating loads, as depicted
in fig. 4.20. In the vicinity of the ap-
plied loads, internal stresses will arise,
as expected. However, since the net re-
sultant of the applied load vanishes, it
seems reasonable to expect their net ef-
fect to decrease away from their point
of application. In other words, the ef-
fect of a set of self-equilibrating loads
is expected to be localized. Typically,
if the loads are applied over an area of characteristic dimension δ, the affected zone
approximately extends a distance δ in all directions from the point of application.

This behavior has been observed experimentally, and is known as Saint-Venant’s
principle.

Principle 2 (Saint-Venant’s principle) If self-equilibrating loads are applied to a
body over an area of characteristic dimension δ, the internal stresses resulting from
these loads are only significant over a portion of the body of approximate character-
istic dimension δ.

Note that this principle is rather vague, as it deals with “approximate characteristic
dimensions.” It allows qualitative rather that quantitative conclusions to be drawn.

An important application of Saint-Venant’s principle deals with end effects in
bars and beams. In section 4.2, the stress distribution in bars subjected to end loads
is studied. Clearly, the assumed uniform stress distribution over the cross-section of
the bar is only valid far away from the end section of the bar. Consider fig. 4.21
where the end section of a bar of height h is subjected to a concentrated load P . This
concentrated load is statically equivalent to a distributed load p0 = P/h plus a set of
self-equilibrating loads, as depicted on the figure. Saint-Venant’s principle implies
that the self-equilibrating set of loads only affect a small zone of length h near the
end of the bar.
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Fig. 4.21. Bar subjected to an end concentrated load.

According to Saint-Venant’s principle, the stress distribution in the bar, namely
the uniform axial stress distribution of eq. (4.1), is identical whether the bar is sub-
jected to end distributed or concentrated loads, except in the two end zones of length
h. If the end loads are applied as a uniform distribution, the axial stresses in the bar
are uniformly distributed over the cross-section at all sections. On the other hand,
if the end loads are concentrated loads, the axial stresses in the bar are uniformly
distributed over the cross-section only in the central portion of the beam. Near the
end points, a complex state of stress will arise; indeed, the axial stress should grow
to infinity right at the point of application of the concentrated load. These end zones
approximately extend a distance h at either end of the beam. The solution discussed
in section 4.2 is sometimes called the central solution, i.e.. the solution valid in the
central portion of the bar, away from the end zones.



Part II

Beams and thin-wall structures
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Euler-Bernoulli beam theory

A beam is defined as a structure having one of its dimensions much larger than the
other two. The axis of the beam is defined along that longer dimension, and a cross-
section normal to this axis is assumed to smoothly vary along the span or length of
the beam. Civil engineering structures often consist of an assembly or grid of beams
with cross-sections having shapes such as T’s or I’s. A large number of machine parts
also are beam-like structures: lever arms, shafts, etc. Finally, several aeronautical
structures such as wings and fuselages can also be treated as thin-walled beams.

The solid mechanics theory of beams, more commonly referred to simply as
“beam theory,” plays an important role in structural analysis because it provides the
designer with a simple tool to analyze numerous structures. Although more sophisti-
cated tools, such as the finite element method, are now widely available for the stress
analysis of complex structures, beam models are often used at a pre-design stage be-
cause they provide valuable insight into the behavior of structures. Such calculations
are also quite useful when trying to validate purely computational solutions.

Several beam theories have been developed based on various assumptions, and
lead to different levels of accuracy. One of the simplest and most useful of these
theories was first described by Euler and Bernoulli and is commonly called Euler-
Bernoulli beam theory. A fundamental assumption of this theory is that the cross-
section of the beam is infinitely rigid in its own plane, i.e., no deformations occur in
the plane of the cross-section. Consequently, the in-plane displacement field can be
represented simply by two rigid body translations and one rigid body rotation. This
fundamental assumption deals only with in-plane displacements of the cross-section.
Two additional assumptions deal with the out-of-plane displacements of the section:
during deformation, the cross-section is assumed to remain plane and normal to the
deformed axis of the beam. The implications of these assumptions are examined in
the next section.
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5.1 The Euler-Bernoulli assumptions

Figure 5.1 depicts the idealized problem of a long beam with constant properties
along its span subjected only to two bending moments, both of magnitude M , applied
at the ends. This type of loading is often referred to as “pure bending.” The cross-
section of the beam is assumed to be symmetric with respect to the plane of the
figure, and bending takes place in that plane of symmetry.

After deformation

Before deformation

M

M
M

M

MM

A

A

B

B

O O

S´

S

A B

Fig. 5.1. Infinitely long beam under end bending moments.

The bending moment and physical properties are all constant along the beam’s
span. Hence, the deformation of the beam must be identical at all points along its axis
resulting in a constant curvature. This means that the beam deforms into a curve of
constant curvature, i.e., a circle with center O. In the reference configuration, a cross-
section of the beam consists of the ensemble of material particles at the intersection
of the beam with a plane perpendicular to the axis of the beam. Figure 5.1 shows a
small portion of the beam bounded by two cross-sections, denoted S , generated by
two normal planes at points A and B.

Under the action of the bending moment, this segment deforms into a circular
segment with ends defined by the cross-sections S ′ shown in fig. 5.1. After deforma-
tion, the beam is symmetric with respect to any plane perpendicular to its deformed
axis. Because the deformed cross-section must satisfy this symmetry requirement, it
must remain planar and perpendicular to the deformed axis of the beam.

For a more realistic problem, e.g. a finite length beam with specific boundary con-
ditions and applied transverse loads, the bending moment distribution varies along
the span and the symmetry arguments used for the above idealized problem no longer
apply. By analogy, however, the following kinematic assumptions will now be made.

Assumption 1: The cross-section is infinitely rigid in its own plane.
Assumption 2: The cross-section of a beam remains plane after deformation.
Assumption 3: The cross-section remains normal to the deformed axis of the beam.

These assumptions are known as the Euler-Bernoulli assumptions for beams. Ex-
perimental measurements show that these assumptions are valid for long, slender
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beams made of isotropic materials with solid cross-sections. When one or more of
theses conditions are not met, the predictions of Euler-Bernoulli beam theory can be-
come inaccurate. The mathematical and physical implications of the Euler-Bernoulli
assumptions will now be discussed in detail.

5.2 Implications of the Euler-Bernoulli assumptions

Consider a triad I = (̄ı1, ı̄2, ı̄3) with coordinates x1, x2, and x3. This set of axes is
attached at a point of the beam cross-section; ı̄1 is along the axis of the beam and ı̄2
and ı̄3 define the plane of the cross-section. Let u1(x1, x2, x3), u2(x1, x2, x3), and
u3(x1, x2, x3) be the displacement of an arbitrary point of the beam along directions
ı̄1, ı̄2, and ı̄3 , respectively.

The first Euler-Bernoulli assumption states that the cross-section is un-
deformable in its own plane. Hence, the displacement field in the plane of the cross-
section consists solely of two rigid body translations ū2(x1) and ū3(x1)

u2(x1, x2, x3) = ū2(x1), u3(x1, x2, x3) = ū3(x1). (5.1)

i1
i1
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i2 i2 i2

i3 i3
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- x (x )2 3 1F

F3

F2

Fig. 5.2. Decomposition of the axial displacement field.

The second Euler-Bernoulli assumption states that the cross-section remains
plane after deformation. This implies an axial displacement field consisting of a
rigid body translation ū1(x1), and two rigid body rotations Φ2(x1) and Φ3(x1), as
depicted in fig. 5.2. The axial displacement is then

u1(x1, x2, x3) = ū1(x1) + x3Φ2(x1)− x2Φ3(x1), (5.2)

where the location of the origin for the axis system on the cross-section is as yet
undetermined. Note the sign convention: the rigid body translations of the cross-
section ū1(x1), ū2(x1), and ū3(x1) are positive in the direction of the axes ı̄1, ı̄2,
and ı̄3, respectively; the rigid body rotations of the cross-section, Φ2(x1) and Φ3(x1),
are positive about axes ı̄2 and ı̄3, respectively. Figure 5.3 depicts these various sign
conventions.

The third Euler-Bernoulli assumption states that the cross-section remains nor-
mal to the deformed axis of the beam. As depicted in fig. 5.4, this implies the equality
of the slope of the beam and of the rotation of the section,
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Fig. 5.3. Sign convention for the displacements and rotations of a beam.

Φ3 =
dū2

dx1
, Φ2 = −dū3

dx1
. (5.3)

The minus sign in the second equation is a consequence of the sign convention for
the sectional displacements and rotations.

Equations (5.3) can be used to eliminate the sectional rotation from the axial
displacement field. The complete displacement field for Euler-Bernoulli beams is
now

u1(x1, x2, x3) = ū1(x1)− x3
dū3(x1)

dx1
− x2

dū2(x1)
dx1

, (5.4a)

u2(x1, x2, x3) = ū2(x1), (5.4b)
u3(x1, x2, x3) = ū3(x1). (5.4c)

The complete three-dimensional displacement field of the beam can therefore be ex-
pressed in terms of three sectional displacements ū1(x1), ū2(x1), ū3(x1) and their
derivative with respect to x1. This important simplification results from the Euler-
Bernoulli assumptions and allows the development of a one-dimensional beam the-
ory, i.e., a theory in which the unknown displacements are functions of the span-wise
coordinate, x1, alone.

i1
i1

i2

i2 i3

i3

F2 F3

d /dxu3 1
d /dxu2 1

Fig. 5.4. Beam slope and cross-sectional rotation.

The strain field can be evaluated from the displacement field defined by eqs. (5.4)
using eqs. (1.63) and (1.71) to find
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ε2 =
∂u2

∂x2
= 0; ε3 =

∂u3

∂x3
= 0, γ23 =

∂u2

∂x3
+

∂u3

∂x2
= 0, (5.5a)

γ12 =
∂u1

∂x2
+

∂u2

∂x1
= 0, γ13 =

∂u1

∂x3
+

∂u3

∂x1
= 0, (5.5b)

ε1 =
∂u1

∂x1
=

dū1(x1)
dx1

− x3
d2ū3(x1)

dx2
1

− x2
d2ū2(x1)

dx2
1

. (5.5c)

At this point, it is convenient to introduce the following notation for the sectional
deformations, which depend solely on the span-wise variable, x1,

ε̄1(x1) =
dū1(x1)

dx1
, κ2(x1) = −d2ū3(x1)

dx2
1

, κ3(x1) =
d2ū2(x1)

dx2
1

. (5.6)

where ε̄1 is the sectional axial strain, and κ2 and κ3 are the sectional curvature about
the ı̄2 and ı̄3 axes, respectively. With the help of these sectional strains, the axial
strain distribution over the cross-section, eq. (5.5c), becomes

ε1(x1, x2, x3) = ε̄1(x1) + x3κ2(x1)− x2κ3(x1). (5.7)

The vanishing of the in-plane strain field implied by eqs. (5.5a) is a direct con-
sequence of assuming the cross-section to be infinitely rigid in its own plane. The
vanishing of the transverse shearing strain field implied by eqs. (5.5b) is a direct
consequence of assuming the cross-section to remain normal to the deformed axis of
the beam. And finally, the linear distribution of axial strains over the cross-section
expressed by eq. (5.7) is a direct consequence of assuming the cross-section to re-
main plane. Clearly, assuming a strain field of the form eqs. (5.5a), (5.5b), and (5.7)
is the mathematical expression of the Euler-Bernoulli assumptions.

5.3 Stress resultants

The goal of beam theory is to develop a one-dimensional model of the three-
dimensional beam structure involving only sectional quantities, i.e., quantities solely
dependent on the span-wise variable, x1.

In the previous section, the Euler-Bernoulli assumptions are shown to allow de-
scription of the complete three-dimensional displacement field for the beam in terms
of three sectional displacements ū1(x1), ū2(x1), and ū3(x1) and their span-wise
derivatives as expressed in eq. (5.4). Similarly, the complete three-dimensional strain
field given by eqs. (5.5a), (5.5b), and (5.7) is expressed in terms of sectional strains
and curvatures.

In this section, the three-dimensional stress field in the beam will be described in
terms of sectional stresses called stress resultants. These stress resultants are equipol-
lent to (not in equilibrium with) specific components of the stress field.

Three force resultants are defined: the axial force, N1(x1), acting along axis ı̄1 of
the beam, and the transverse shearing forces, V2(x1) and V3(x1), acting along axes
ı̄2 and ı̄3, respectively. They are defined as follows
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N1(x1) =
∫

A
σ1(x1, x2, x3) dA. (5.8)

V2(x1) =
∫

A
τ12(x1, x2, x3) dA, V3(x1) =

∫

A
τ13(x1, x2, x3) dA, (5.9)

where A is the cross-sectional area of the beam.
Next, two moment resultants are defined: the bending moments, M2(x1) and

M3(x1), acting about axes ı̄2 and ı̄3, respectively, defined as

M2(x1) =
∫

A
x3 σ1(x1, x2, x3) dA, (5.10a)

M3(x1) = −
∫

A
x2 σ1(x1, x2, x3) dA. (5.10b)

Note the minus sign in the definition of M3(x1), which is necessary to give a positive
equipollent bending moment about axis ı̄3. The sign convention for the forces and
moments is depicted in fig. 5.5.
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Fig. 5.5. Sign convention for the sectional stress resultants.

In the above definitions, the bending moments are computed with respect to the
origin of the axes. In some cases, however, it will be advantageous to compute the
bending moments about axes parallel to ı̄2 and ı̄3 passing through a specific point
of the cross-section. The bending moments computed about point P of coordinates
(x2p, x3p) on the cross-section are defined as

Mp
2 (x1) =

∫

A
(x3 − x3p) σ1(x1, x2, x3) dA, (5.11a)

Mp
3 (x1) =−

∫

A
(x2 − x2p) σ1(x1, x2, x3) dA. (5.11b)

5.4 Beams subjected to axial loads

Consider a beam subjected to distributed axial loads, p1(x1), and a concentrated
axial load, P1, applied at the end of the beam, for instance, as depicted in fig. 5.6.
The distributed axial loads have units of force per unit length (N/m in the SI system),



5.4 Beams subjected to axial loads 179

whereas the concentrated axial loads have units of forces (N in the SI system). Under
the effect of these loads, the beam will stretch, creating an axial displacement field,
ū1(x1). Furthermore, axial forces and axial stresses will be generated in the beam.
This section focuses on the determination of these various quantities arising from the
application of given axial loading to the beam. When only axial loads are applied to
a beam, the structure is often called a “bar” rather than a “beam.”

i1

i2

L

P1
p (x )1 1

Fig. 5.6. Beam subjected to axial loads.

5.4.1 Kinematic description

The Euler-Bernoulli assumptions described
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u (x , x , x ) = (x )1 1 2 3 1 1u

Fig. 5.7. Axial displacement distribu-
tion.

above form the basis of the present analysis.
Furthermore, it seems reasonable to assume that
axial loads cause only axial displacement of
the section. The general displacement field de-
scribed by eq. (5.4) then reduces to

u1(x1, x2, x3) = ū1(x1), (5.12a)
u2(x1, x2, x3) = 0, (5.12b)
u3(x1, x2, x3) = 0, (5.12c)

and the corresponding axial strain field is now

ε1(x1, x2, x3) = ε̄1(x1). (5.13)

The axial strain is uniform over the cross-section of the beam. These very simple
results are illustrated in fig. 5.7.

5.4.2 Sectional constitutive law

At this point, the beam is assumed to be made of a linearly elastic, isotropic material
that obeys Hooke’s law, see eqs. (2.4). The stresses acting in the plane of the cross-
section, σ2 and σ3, should remain much smaller than the axial stress component,
σ1: σ2 ¿ σ1 and σ3 ¿ σ1. Consequently, these transverse stress components are
assumed to vanish, σ2 ≈ 0 and σ3 ≈ 0. For this stress state, the generalized Hooke’s
law, eqs. (2.4), reduce to

σ1(x1, x2, x3) = E ε1(x1, x2, x3). (5.14)
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Of course, the constitutive laws for shear stress and shear strain components, see
eqs. (2.9), remain unchanged.

When describing the beam’s kinematics, it is assumed that the cross-section does
not deform in its own plane, and the strains in the plane of the cross-section van-
ish, see eqs. (5.5a). When dealing with the beam’s constitutive laws, the transverse
stress components are assumed to vanish. This is an inconsistency in Euler-Bernoulli
beam theory that uses two contradictory assumptions, the vanishing of both the in-
plane strain and transverse stress components. In view of Hooke’s law, these two
sets of quantities cannot vanish simultaneously. Indeed, if σ2 = σ3 = 0, eqs. (2.4b)
and (2.4c) result in ε2 = −νσ1/E and ε3 = −νσ1/E, which implies that the in-
plane strains do not vanish due to Poisson’s effect. Because this effect is very small,
assuming the vanishing of these in-plane strain components when describing the
beam’s kinematics does not cause significant errors for most problems.

Introducing the axial strain distribution eq. (5.13) yields the axial stress distribu-
tion over the cross-section

σ1(x1, x2, x3) = E ε̄1(x1). (5.15)

The axial force in the beam can be obtained by introducing this axial stress distribu-
tion into eq. (5.8) to find

N1(x1) =
∫

A
σ1(x1, x2, x3) dA =

[∫

A
E dA

]
ε̄1(x1) = S ε̄1(x1). (5.16)

Since the sectional axial strain ε̄1(x1) varies only along the span of the beam, it can
be factored out of the integral over the section. The axial stiffness, S, of the beam is
then defined as

S =
∫

A
E dA. (5.17)

If the section is made of a homogeneous material of Young’s modulus E, the axial
stiffness of the section becomes S = E

∫
A dA = EA.

Relationship (5.16) is the constitutive law for the axial behavior of the beam. It
expresses the proportionality between the axial force and the sectional axial strain,
with a constant of proportionality called the axial stiffness. This constitutive law is
written at the sectional level, whereas Hooke’s law, eq. (5.14), is written at the local,
infinitesimal level.

5.4.3 Equilibrium equations

To complete the formulation, the equilibrium equations must be derived for this prob-
lem. An infinitesimal slice of the beam of length dx1 is depicted in fig. 5.8. In this
figure, the axial force, N1(x1), is shown acting on the face at location x1. Using
a Taylor series expansion, the axial force acting on the face at location x1 + dx1 is
found to be N1+(dN1/dx1)dx1; the remaining terms of the expansion are of higher
differential order.
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Summing up the force acting in the axial direction on the free body diagram
depicted in fig. 5.8 yields the following equilibrium equation

dN1

dx1
= −p1. (5.18)

This equation is a direct consequence

dx1

i1

p (x ) dx1 1 1
N1

N  +

(dN /dx ) dx
1

1 1 1

Fig. 5.8. Axial forces acting on an in-
finitesimal slice of the beam.

of Newton’s law. While the general equilib-
rium equations, eqs. (1.4), express the equi-
librium conditions for a differential element
of a three-dimensional solid, the present
equation expresses the equilibrium of a
slice of the beam of differential length, dx1.

5.4.4 Governing equations

Finally, the governing equation of the problem is found by introducing the axial
force, eq. (5.16), into the equilibrium, eq. (5.18), and recalling the definition of the
sectional axial strain, eq. (5.6),

d
dx1

[
S

dū1

dx1

]
= −p1(x1). (5.19)

This second order differential equation can be solved for the axial displacement field,
ū1(x1), given the axial load distribution, p1(x1).

Two boundary conditions are required for the solution of eq. (5.19), one at each
end of the beam. Typical boundary conditions are:

1. A fixed (or clamped) end allows no axial displacement, i.e.,

ū1 = 0;

2. A free (unloaded) end corresponds to N1 = 0; using eq. (5.16), then leads to

dū1

dx1
= 0;

3. Finally, if the end of the beam is subjected to a concentrated load P1, the bound-
ary condition is N1 = P1, which implies

S
dū1

dx1
= P1.
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5.4.5 The sectional axial stiffness

The axial stiffness, S, of the section characterizes the stiffness of the beam when
subjected to axial loads. If the beam is made of a homogeneous material, Young’s
modulus is identical at all points of the section and can be factored out of integral,
(5.17), to yield

S = E A. (5.20)

On the other hand, if the section is made of several different materials, the axial
stiffness must be computed according to eq. (5.17).
An important case is that of a rectangular

i2

i3

x3

[i+1]

x3

[i]

b

Layer iE
[i]

Fig. 5.9. Cross-section of a beam with var-
ious layered materials.

section of width b made of layered materi-
als of different stiffness moduli, as depicted
in fig. 5.9. It is assumed that the material is
homogeneous within each of the n layers.
In layer i, E[i] is Young’s modulus,A[i] the
cross-sectional area, and x

[i]
3 and x

[i+1]
3 the

coordinates of the bottom and top planes,
defining the layer, respectively. Integration
over the cross-section then yields the axial
stiffness

S =
∫

A
E dA =

n∑

i=1

E[i]

∫

A[i]
dA[i] =

n∑

i=1

E[i]b (x[i+1]
3 − x

[i]
3 ).

This expression clearly shows that the axial stiffness is a weighted average of
the Young’s modulus of the various layers. The weighting factor, x

[i+1]
3 − x

[i]
3 , is the

thickness of the layer.

5.4.6 The axial stress distribution

The determination of the local axial stress, σ1, for a given axial load, p1, is of primary
interest to designers. This can be readily obtained by eliminating the axial strain from
eqs. (5.15) and (5.16) to find

σ1(x1, x2, x3) =
E

S
N1(x1) (5.21)

If the beam is made of a homogeneous material, the axial stiffness is given by
eq. (5.20), and eq. (5.21) then reduces to

σ1(x1, x2, x3) =
N1(x1)
A . (5.22)

The axial stress is uniformly distributed over the section, and its value is independent
of Young’s modulus.
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In contrast, the axial stress distribution for sections made of layers presenting
different stiffness moduli will vary from layer to layer. Indeed, eq. (5.21) becomes

σ
[i]
1 (x1, x2, x3) = E[i] N1(x1)

S
(5.23)

where σ
[i]
1 indicates the axial stress in layer i. This relationship implies that the ax-

ial stress in layer i is proportional to the modulus of that layer. Note that according
to eq. (5.13) the axial strain distribution is uniform over the section, i.e., each layer
is equally strained. Layer with stiffer materials, however, will develop higher ax-
ial stresses. The axial stress distribution for homogeneous and layered sections are
depicted in fig. 5.10.

Section made of
layered material

i1
i1

i3
i3

i2
i2

s1 s1

[i]

Section made of
homogeneous material

Fig. 5.10. Axial stress distribution for sections made of homogeneous and layered materials.

Once the local axial stress is determined, a strength criterion can be applied to
determine whether the structure can sustain the applied loads. Introducing eq. (5.21)
into the strength criterion, eq. (2.28), yields E/S |N1(x1)| ≤ σtens

allow or σcomp
allow .

Because the axial force varies along the span of the beam, this condition must be
checked at all points along the span. In practice, it is convenient to first determine
the maximum tensile and compressive axial force, denoted N tens

1 max and N comp
1 max, re-

spectively, then apply the strength criterion

E

S
|N tens

1 max| ≤ σtens
allow,

E

S
|N comp

1 max| ≤ σcomp
allow . (5.24)

If the axial force is compressive, buckling of the beam becomes another possible
failure mode. The maximum compressive load that a beam can sustain before lateral
buckling occurs is discussed in chapter 14.

If the section consists of layers made of various materials, the strength of each
layer will, in general, be different, and the strength criterion becomes

E[i]

S
|N tens

1 max| ≤ σ
tens[i]
allow ,

E[i]

S
|N comp

1 max| ≤ σ
comp[i]
allow , (5.25)

where σ
tens[i]
allow and σ

comp[i]
allow are the allowable stresses for layer i in tension and com-

pression, respectively. The strength criterion must be checked for each material layer.
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Example 5.1. Beam under a uniform axial load
Consider the uniform, clamped beam of length L subjected to a uniform axial loading
p1(x1) = p0, as depicted in fig. 5.6 . The governing differential equation is given by
eq. (5.19), and for the particular case at hand, this becomes

S
d2ū1

dx2
1

= −p0.

The following boundary conditions apply: ū1 = 0 at the root of the beam, whereas
Sdū1/dx1 = 0 at its tip. The solution of this differential equation is then

ū1 =
p0L

2

S

[(x1

L

)
− 1

2

(x1

L

)2
]

. (5.26)

The axial force is obtained from eq. (5.16) as

N1 = S ε̄1 = S dū1

dx1
= p0L

(
1− x1

L

)
.

This result can also be obtained by direct integration of the equilibrium eq. (5.18).

Example 5.2. Tapered beam under centrifugal load
A helicopter blade of length L is rotating at an angular velocity Ω about the ı̄2 axis, as
depicted in fig. 5.11. The blade is homogeneous and its cross-section linearly tapers
from an area A0 at the root to A1 = A0/2 at the tip. The area can then be written as

A(x1) = A0 + (A1 −A0)
x1

L
= A0

(
1− x1

2L

)
.

Consequently, the axial stiffness varies along the beam span, S(x1) = EA(x1),
where E is Young’s modulus.

W

L

A0

A A1 0= /2

i1

i2

Fig. 5.11. A helicopter blade rotating at an angular speed Ω.

Due to the centrifugal loading associated with the rotation, the blade is subjected
to a distributed load p1(x1) = ρA(x1)Ω2x1, where ρ is the material density. The
governing differential equation for this problem becomes

d
dx1

[
EA0

(
1− x1

2L

) dū1

dx1

]
= −ρA0

(
1− x1

2L

)
Ω2x1;
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with the following boundary conditions: ū1 = 0 at the root of the beam and
Sdū1/dx1 = 0 at its tip. It is convenient to use the non-dimensional span variable,
η = x1/L, to write these equations in a more compact form as [(1− η/2) ū′1]

′ =
−ρΩ2L3(η − η2/2)/E, where the notation (·)′ denotes a derivative with respect to
η. The boundary conditions are ū1 = 0 and ū′1 = 0, at the root and tip of the beam,
respectively. This differential equation can be integrated once, and with the help of
the boundary condition at the tip of the blade becomes

ū′1 =
ρΩ2L3

E

(
1
3
− η2

2
+

η3

6

)

1− η/2
=

ρΩ2L3

3E

[
2 + η − η2 − 1

1− η/2

]
.

A second integration then yields

ū1 =
ρΩ2L3

3E

[
2η +

η2

2
− η3

3
+ 2 ln

(
1− η

2

)]
, (5.27)

where the boundary condition at the root of the blade is used to evaluate the integra-
tion constant.

Finally, the axial force in the blade is readily obtained from eq. (5.16)

N1 = ρA0Ω
2L2

[
1
3
− η2

2
+

η3

6

]
. (5.28)

Note the appearance of a transcendental function, the logarithm function, in the ax-
ial displacement expression. This is due to span-wise variation in axial stiffness. In
practical applications, structures are subjected to complex loading conditions, and
the structural properties vary dramatically along the span. Consequently, the inte-
gration of the governing differential equations becomes increasingly difficult, if not
impossible.

5.4.7 Problems

Problem 5.1. Axial stress in a reinforced box beam
Figure 5.12 depicts an aluminum rectangular box beam of height h = 0.30 m, width b = 0.15
m, flange thickness ta = 12 mm, and web thickness tw = 5 mm. The beam is reinforced
by two layers of unidirectional composite material of thickness tc = 4 mm. The section is
subjected to an axial load N1 = 600 kN. The Young’s moduli for the aluminum and unidirec-
tional composite are Ea = 73 GPa and Ec = 140 GPa, respectively. (1) Find the distribution
of axial stress over the cross-section and sketch the distribution around the perimeter of the
section. (2) Find the magnitude and location of the maximum axial stress in the aluminum
and composite layers. (3) Sketch the distribution of axial strain over the section. How does it
vary over the full cross-section? (4) If the allowable stress for the aluminum and unidirectional
composite are σallow

a = 400 MPa and σallow
c = 1500 MPa, respectively, find the maximum

axial force the section can carry.

Problem 5.2. Axial stress in a reinforced I beam
Figure 5.13 depicts an aluminum I beam of height h = 0.25 m, width b = 0.2 m, flange
thickness ta = 16 mm, and web thickness tw = 12 mm. The beam is reinforced by two layers
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Fig. 5.12. Cross-section of a reinforced rect-
angular box beam.
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Fig. 5.13. Cross-section of a reinforced I
beam.

of unidirectional composite material of thickness tc = 5 mm. The section is subjected to an
axial force N1 = 500 kN. The Young’s moduli for the aluminum and unidirectional composite
are Ea = 73 GPa and Ec = 140 GPa, respectively. (1) Find the distribution of axial stress
over the cross-section and sketch it along the ı̄2 axis. (2) Find the magnitude and location of
the maximum axial stress in the aluminum and composite layers. (3) Sketch the distribution
of axial strain along the ı̄2 axis, and describe how it varies over the entire cross-section. (4)
If the allowable stress for the aluminum and unidirectional composite are σallow

a = 400 MPa
and σallow

c = 1500 MPa, respectively, find the maximum axial force the section can carry.

5.5 Beams subjected to transverse loads

Figure 5.14 shows a beam subjected to a distributed load, p2(x1), and a concentrated
load, P2, applied at the tip of the beam. Both load are applied in the transverse
direction, i.e., in the direction perpendicular to the beam’s axis. The distributed
loads have the units of force per unit length (N/m in the SI system), whereas the
concentrated load have the units of force (N in the SI system). Under the action
of these applied loads, bending moments, transverse shear forces, and axial and
transverse shearing stresses will be generated in the beam. Moreover, the beam will
bend, creating transverse displacement and curvature of the beam axis.

5.5.1 Kinematic description

To simplify the analysis, it is assumed that plane (̄ı1, ı̄2) is a plane of symmetry of
the structure. Since the loads are applied in this plane of symmetry, the response of
the beam will be entirely contained in that plane. The three Euler-Bernoulli assump-
tions discussed in the previous sections are still applicable, and furthermore, it seems
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Fig. 5.14. Beam subjected to transverse
loads.
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Fig. 5.15. Axial displacement distribution on
cross-section.

reasonable to assume that transverse loads only cause transverse displacement and
curvature of the section. The general displacement field, eq. (5.4), then reduces to

u1(x1, x2, x3) = −x2
dū2(x1)

dx1
, (5.29a)

u2(x1, x2, x3) = ū2(x1), (5.29b)
u3(x1, x2, x3) = 0. (5.29c)

This displacement field is depicted in fig. 5.15: it corresponds to a linear distri-
bution of the axial displacement component over the cross-section. The only non-
vanishing strain component from eq. (5.7) is

ε1(x1, x2, x3) = −x2κ3(x1). (5.30)

Here again, this describes a linear distribution of the axial strain over the cross-
section.

5.5.2 Sectional constitutive law

It is assumed that the beam is made of a linearly elastic material. Hooke’s law once
again reduces to eq. (5.14), and the axial stress distribution becomes

σ1(x1, x2, x3) = −Ex2κ3(x1). (5.31)

The sectional axial force, given by eq. (5.8), is evaluated as

N1(x1) =
∫

A
σ1(x1, x2, x3) dA = −

[∫

A
E x2 dA

]
κ3(x1). (5.32)

Because the beam is subjected to transverse loads only, this axial force must vanish
as can be proved by a simple equilibrium argument. On the other hand, the curvature,
κ3(x1), is not zero, and hence, the bracketed term must vanish, i.e.,

∫
AE x2 dA = 0.

This requirement can be written as

x2c =
1
S

∫

A
E x2 dA =

S2

S
= 0, (5.33)
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where x2c is the location of the modulus-weighted centroid of the cross-section. If
the section is made of a homogeneous material, Young’s modulus can be factored
out of the integrals to yield

x2c =
E

∫
A x2 dA

E
∫
A dA =

1
A

∫

A
x2 dA = 0, (5.34)

where x2c is now simply the area center of the section.
These results specify the location of the axis system on the cross-section. Equa-

tion (5.33) implies that the axis system is located at the modulus-weighted centroid
of the section (or at the area center if the beam is constructed of a homogeneous
material).

For a homogeneous material, the material density is also constant over
the section, and hence, the location of the center of mass, x2m =
(ρ

∫
A x2 dA)/(ρ

∫
A dA) = (

∫
A x2 dA)/A = x2c. Clearly, when the section is made

of a homogeneous material, the modulus-weighted centroid, the center of mass, and
the area center all coincide. For simplicity, the terms centroid and modulus-weighted
centroid will be used interchangeably.

The bending moment defined in eq. (5.10) can be evaluated by introducing the
axial stress distribution, eq. (5.31), to find

M3(x1) =
[∫

A
E x2

2dA
]

κ3(x1) = Hc
33 κ3(x1), (5.35)

where the curvature, κ3(x1), is factored out of the integral over the section. The
centroidal bending stiffness about axis ı̄3 is defined as

Hc
33 =

∫

A
E x2

2 dA. (5.36)

The relationship given by eq. (5.35) is the constitutive law for the bending behav-
ior of the beam. It expresses the proportionality between the bending moment and
the curvature, with a constant of proportionality called the bending stiffness (also
referred to as the flexural rigidity). It can be written as

M3(x1) = Hc
33 κ3(x1). (5.37)

Equation (5.37) is generally referred to as the moment-curvature relationship for a
beam.

Finally, it should be noted that both the bending moment and bending stiffness
are computed with respect to axis system (̄ı2, ı̄3) with its origin at the centroid of the
cross-section.

5.5.3 Equilibrium equations

Equilibrium equations are now derived to complete the formulation; an infinitesi-
mal slice of the beam of length dx1 is depicted in fig. 5.16. The bending moment,
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Fig. 5.16. Equilibrium of an infinitesimal slice of the beam.

M3(x1), and transverse shear force, V2(x1), are acting on the face at location x1. The
corresponding quantities acting on the face at location x1 +dx1 have been evaluated
using a Taylor series expansion and higher differential order terms are ignored.

The free body diagram of this infinitesimal slice of the beam yields the following
two equilibrium equations

dV2

dx1
= −p2(x1), (5.38a)

dM3

dx1
+ V2 = 0, (5.38b)

where the first equation expresses vertical force equilibrium and the second expresses
moment equilibrium about point O.

The transverse shearing force, V2, is readily eliminated from these two equilib-
rium equations to obtain a single equilibrium equation,

d2M3

dx2
1

= p2(x1). (5.39)

5.5.4 Governing equations

The governing equation for the transverse deflection of the beam are found by intro-
ducing the moment-curvature relation, eq. (5.37), into the equation of equilibrium,
eq. (5.39), and recalling the expression for the curvature, eq. (5.6), to yield

d2

dx2
1

[
Hc

33

d2ū2

dx2
1

]
= p2(x1). (5.40)

This fourth order differential equation can be solved for the transverse displacement
field, ū2(x1), given the distribution of transverse loading, p2(x1).

Four boundary conditions are required for the solution of eq. (5.40), two at each
end of the beam. Typical boundary conditions are listed here.

1. A clamped end restricts both transverse displacement and rotation of the section.
Since the rotation of the section and the slope of the beam are equal, see eq. (5.3),
it follows that
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ū2 = 0,
dū2

dx1
= 0.

2. A simply supported (or pinned) end requires a zero transverse displacement, but
the slope of the beam is arbitrary. The pin cannot support a bending moment im-
plying a second boundary condition: M3 = 0. Using eq. (5.37) and the definition
of curvature, eq. (5.6), yields M3 = Hc

33 d2ū2/dx2
1 = 0. Thus,

ū2 = 0,
d2ū2

dx2
1

= 0.

3. At a free (or unloaded) end, both bending moment and shear force must van-
ish. In view of eq. (5.38), the vanishing of the shear force implies V2 =
−dM3/dx1 = 0, leading to

d2ū2

dx2
1

= 0, − d
dx1

[
Hc

33

d2ū2

dx2
1

]
= 0.

4. At an end subjected to a concentrated transverse load, P2, the bending moment
must still vanish, but the shear force must equal the applied load, i.e., P2 = V2 =
−dM3/dx1. This leads to the following conditions

d2ū2

dx2
1

= 0, − d
dx1

[
Hc

33

d2ū2

dx2
1

]
= P2.

5. It is quite common for beams to feature end rectilinear springs, as depicted in
fig. 5.17. The spring stiffness constant is denoted k and has units of force per
unit length. Figure 5.17 shows a free body diagram of the spring. The shear
force, V2, acting on the beam’s tip is positive up. Due to Newton’s third law, a
force of magnitude V2 acts down on the spring. Vertical equilibrium of the forces
acting on the spring then yields −V2(L) = k ū2(L), where ū2(L) is the beam’s
tip transverse displacement, measured positive up. The minus sign in front of
the shear force is a consequence of the sign conventions: the displacement is
positive up, while the force is positive down. In view of eq. (5.38), the boundary
conditions at the tip of the beam now become

d
dx1

[
Hc

33

d2ū2

dx2
1

]

x1=L

− k ū2(L) = 0,
d2ū2

dx2
1

= 0,

where the second condition implies the vanishing of the tip bending moment. If
the spring is located at the left end of the beam, the shear force on the spring
will be positive upward and the sign of the second term of the first boundary
condition will become positive. This can be readily verified by drawing a free
body diagram of the system with the proper sign conventions.

6. In other cases, a rotational spring may be acting at the tip of the beam, as shown
in fig. 5.18. The rotational spring stiffness constant is denoted k and has units of
moment per radian. Figure 5.18 also shows a free body diagram of the spring.
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Fig. 5.17. Free body diagram for the beam end linear spring of stiffness constant k.

The bending moment, M3, acting at the beam’s tip is positive counterclockwise.
Due to Newton’s third law, a clockwise bending moment of equal magnitude acts
on the torsional spring. The moment equilibrium equation for the spring now
becomes −M3(L) = k Φ3(L), where Φ3(L) is the rotation of the tip spring.
In view of eq. (5.3), the rotation of the spring equals the slope of the beam,
and hence, −M3(L) = k dū2(L)/dx1. The minus sign in front of the bending
moment is a consequence of the sign conventions: a positive rotation is coun-
terclockwise, while a positive moment is clockwise. The boundary conditions at
the tip of the beam now become

Hc
33

d2ū2

dx2
1

∣∣∣∣
x1=L

+ k
dū2

dx1

∣∣∣∣
x1=L

= 0, − d
dx1

[
Hc

33

d2ū2

dx2
1

]
= 0,

where the second condition implies the vanishing of the tip shear force. If the
spring is located at the left end of the beam, the bending moment on the spring
will be positive counterclockwise and the sign of the second term of the first
boundary condition will become negative. This can be readily verified by draw-
ing a free body diagram of the system with the proper sign conventions.

Fig. 5.18. Free body diagram for a beam with end rotational spring of stiffness constant k.

5.5.5 The sectional bending stiffness

The bending stiffness, Hc
33, of the section characterizes the stiffness of the beam

when subjected to bending. If the beam is made of a homogeneous material Young’s
modulus can be factored out of the definition of the bending stiffness, eq. (5.36), to
yield

Hc
33 = E Ic

33, (5.41)

where
Ic
33 =

∫

A
x2

2 dA. (5.42)

Ic
33 is a purely geometric quantity known as the area second moment of the section

computed about the area center.
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On the other hand, if the section is made of several different materials, the bend-
ing stiffness must be computed according to eq. (5.36). An important case is that of
a rectangular section of width b made of layered materials of different stiffnesses,
as depicted in fig. 5.9. Assuming the material to be homogeneous within each layer
with a Young modulus, E[i], in layer i, the bending stiffness becomes

Hc
33 =

∫

A
Ex2

2 dA =
n∑

i=1

E[i]

∫

A[i]
x2

2 dA[i].

When the integration is carried out for the rectangular areas, this expression reduces
to

Hc
33 =

b

3

n∑

i=1

E[i]
[
(x[i+1]

2 )3 − (x[i]
2 )3

]
. (5.43)

The bending stiffness is a weighted average of the Young’s moduli of the various
layers. The weighting factor,

[
(x[i+1]

2 )3 − (x[i]
2 )3

]
, strongly biases the average in

favor of the outermost layers, for which x
[i+1]
2 and x

[i]
2 are large, whereas the layers

near the centroid, where x
[i+1]
2 and x

[i]
2 are nearly zero, contribute little to the overall

bending stiffness.

Example 5.3. The four-point bending test
The bending stiffness of a beam can be computed from the geometry of the cross-
section and the properties of the constituent materials, see eq. (5.41) for a beam made
of a homogeneous, isotropic material, or eq. (5.43) for a beam made of composite
materials. However, it is possible to directly measure the bending stiffness of a beam
using a test setup that will subject a portion of the beam to pure bending.

The four-point bending test set-up depicted in fig. 5.19 accomplishes this over
the test section between the inner supports. The load, P , applied by the testing ma-
chine is transmitted to the test sample through two rollers; the applied load is reacted
underneath the test sample by two additional rollers. In view of the symmetry of the
configuration, each of the four roller carries a load P/2. The test section of the beam
is subjected to a bending moment M3 = Pd/2, where d is the distance between the
rollers.

P
d d

Strain gauges

et

eb

Test
sample

Test section

h

Fig. 5.19. Configuration of the four-point bending test.

The deformation of the test sample can be measured by two strain gauges, located
one on top, the other on the bottom of the sample, as shown in fig. 5.19. Let εt and
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εb be the strain measurements at the top and bottom locations, respectively. In view
of eq. (5.30), these strains are related to the curvature of the beam: εt = −x2tκ3

and εb = −x2bκ3, where x2t and x2b are the x2 coordinates of the locations of
the top and bottom gauges, respectively. Subtracting these two relationships yields
κ3 = (εb − εt)/h, where h = x2t − x2b is the depth of the beam.

The test procedure is as follows. The assembly is placed in the testing machine
and a load P of increasing magnitude is applied. For each loading level, the corre-
sponding deformation is measured by the strain gauges. The raw test data consists
of loading levels, Pi, i = 1, 2, . . . , n, where n is the number of data points, and the
corresponding strains, εti and εbi. From this raw data, the curvature of the beam is
computed, κ3i = (εbi− εti)/h, and the corresponding bending moment is evaluated,
M3i = Pid/2. This computed data is then plotted with the curvature, κ3i, along the
abscissa and bending moment, M3i, along the ordinate.

If the applied load remains moderate, the behavior of the beam is expected to
be linear, i.e., a linear relationship should be observed between bending moment
and curvature, as expressed by eq. (5.37). The slope of the experimentally obtained
moment versus curvature curve should yield the bending stiffness of the beam. This
experimental technique can be used for beams made of homogeneous materials, or
for complex constructions involving many layers of composite materials (although
the relationship between εb and εt and κ3 will depend on the location of the sectional
centroid).

5.5.6 The axial stress distribution

The determination the local axial stress, σ1, for a given transverse load, p2(x1), is
often of great interest to designers who must assure that this stress does not exceed
an allowable value. This can be readily obtained by eliminating the curvature from
eqs. (5.31) and (5.37) to find

σ1(x1, x2, x3) = −E x2
M3(x1)

Hc
33

. (5.44)

If the beam is made of a homogeneous material, the bending stiffness is given by
eqs. (5.41) and eq. (5.44) then reduces to

σ1(x1, x2, x3) = −x2
M3(x1)

I33
. (5.45)

This result shows that the axial stress is linearly distributed over the section, and
is independent of Young’s modulus. For a positive bending moment, the maximum
tensile axial stress is found at the point of the section the farthest below the cen-
troid, i.e., at the point with the largest negative value of x2, whereas the maximum
compressive axial stress is found at the point on the section the farthest above the
centroid, i.e., at the point for which x2 is maximum.

In contrast, the axial stress distribution for sections with various layers of ma-
terials will be linear only within each layer and will present a discontinuity at the
interfaces. Indeed, eq. (5.44) becomes
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σ
[i]
1 (x1, x2, x3) = −E[i]x2

M3(x1)
Hc

33

. (5.46)

According to eq. (5.30), the axial strain distribution is linear over the section, in
contrast with the axial stress distribution, which is piece-wise linear. The axial stress
distributions for homogeneous and layered sections are contrasted in fig. 5.20.

i2

i3

i3
i1i1

i2

Section made of
homogeneous material

Section made of
layered material

s1 s1

[i]

Fig. 5.20. Axial stress distributions in homogeneous and layered sections.

Once the local axial stress is determined, a strength criterion can be applied to
determine whether the structure can sustain the applied loads. If a positive posi-
tive bending moment is applied, combining the strength criterion, eq. (2.28), and
eq. (5.44) leads to |xmax

2 |EM3/Hc
33 ≤ σcomp

allow and |xmin
2 |EM3/Hc

33 ≤ σtens
allow. The

strength criterion becomes

|xmax
2 |

Hc
33

E|Mmax
3 | ≤ σcomp

allow ,
|xmin

2 |
Hc

33

E|Mmax
3 | ≤ σtens

allow,

where |Mmax
3 | is the maximum positive bending moment in the beam and

|xmax
2 |

Hc
33

E|Mmin
3 | ≤ σtens

allow,
|xmin

2 |
Hc

33

E|Mmin
3 | ≤ σcomp

allow ,

where |Mmin
3 | is absolute value of the minimum negative bending moment in the

beam. If the section is such that |xmin
2 | = |xmax

2 |, and/or if the material presents
equal tensile and compressive strengths, one or more of these four strength criteria
might become redundant.

Of course, if the section consists of layers made of various materials, the strength
of each layer will, in general, be different. Furthermore, the maximum stress does not
necessarily occur at the points with the largest distance to the centroid, as illustrated
in fig. 5.20. In such a case, the axial stress must be computed at the top and bottom
locations of each ply, and then, the strength criterion is applied.

5.5.7 Rational design of beams under bending

The axial stress distribution of a beam under bending is given by eq. (5.31). The axial
stress clearly vanishes anywhere along axis ı̄3 of the beam, which passes through
the section’s centroid. This line on the cross-section is called the neutral axis of
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the beam. Consequently, the material located near the neutral axis carries almost no
stresses and contributes little to the overall load carrying capability of the beam.

A similar conclusion can be drawn from examining the expression for the bend-
ing stiffness, eq. (5.36): the integrand vanishes along the neutral axis. This means
that the material located near the neutral axis contributes little to the bending stiff-
ness of the beam. Clearly, the rational design of a beam under bending calls for the
removal of the material located at and near the neutral axis and its relocation away
from that axis where it will contribute more significantly to the bending stiffness.

Consider first a beam made of homogeneous material.

Rectangular
section

“Ideal” section

h

h/2

h/2

b

b

d

d

Fig. 5.21. A rectan-
gular section, and the
ideal section.

Two different cross-sections are depicted in fig. 5.21: the first
section is a rectangle of width b and height h, and the second
is composed of two flanges each of width b and height h/2
separated by a distance 2d. Both sections have the same mass
per unit span m = bhρ where ρ is the material density. The
second section is an idealization since no material connects
the two flanges. In practical designs, a thin web would be
used to keep the two flanges in their respective positions.

The ratio of the bending stiffnesses of the two sections,
denoted Hideal and Hrect, for the ideal and rectangular sec-
tions, respectively, is

Hideal

Hrect
=

E 2
[
b(h/2)3

12
+

bh

2
d2

]

E
bh3

12

=
1
4

+ 12
(

d

h

)2

.

When d À h the bending stiffness of the ideal section is
much larger than that of the rectangular section. Indeed, for
d/h = 10, Hideal/Hrect ≈ 12(d/h)2 = 1200.

The ratio of the maximum axial stresses in the two sections, denoted σmax
rect and

σmax
ideal for the rectangular and ideal sections, respectively, is found as

σmax
rect

σmax
ideal

=
E

h

2
M3 Iideal

IrectE

(
d +

h

4

)
M3

=

1
4

+ 12
(

d

h

)2

1
2

+ 2
(

d

h

) . (5.47)

For d/h = 10, σmax
rect /σmax

ideal ≈ 6(d/h) = 60. If the same material used for the two
sections, the ideal section can carry a 60 times larger bending moment, although the
two beams have the same amount of material (and therefore the same weight).

This example shows that the rational design of a beam in bending calls for a
section with the largest possible height, and the concentration of all the material as
far as possible from the neutral axis. In practical situations the ideal section cannot
be used. A web is necessary to connect the two flanges resulting in what is called an
“I beam” design, as shown in fig. 5.13. The maximum height of the section is often
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limited by other design considerations. Furthermore, as the height of the section
increases, it becomes prone to instabilities such as web and flange buckling.

Example 5.4. Simply supported beam under a uniform load
Consider a simply supported, uniform beam of length L subjected to a uniform trans-
verse loading p2(x1) = p0, as depicted in fig. 5.22. Determine the deflected shape of
the beam, and the bending moment and shear force distributions. This information
will enable a designer to determine if the beam deflections are acceptable and, from
the bending moment distribution, find the peak stresses value and compare it with
the specified limit design value.

For this problem, since the bending stiffness is uniform along the span of the
beam, the governing equation, eq. (5.40), reduces to

Hc
33

d4ū2

dx4
1

= p0.

i2 i1

p0p0

p L/20 L

M3

x1
V2

Fig. 5.22. Simply supported beam under a uniform transverse load.

The boundary conditions, ū2 = Hc
33d

2ū2/dx2
1 = 0 at the beam’s root and ū2 =

Hc
33d

2ū2/dx2
1 = 0 at its tip, express the vanishing of the transverse displacement and

bending moment at the two end supports. The solution of this differential equation is

ū2 =
p0L

4

24Hc
33

[(x1

L

)
− 2

(x1

L

)3

+
(x1

L

)4
]

. (5.48)

The bending moment distribution is then computed from eq. (5.37)

M3 = −p0L
2

2
x1

L

(
1− x1

L

)
. (5.49)

As expected, the bending moment is maximum at mid-span, Mmax
3 = p0L

2/8. The
same result can be obtained from simple statics considerations. The axial stress at any
point in the beam can then be obtained from the formulæ developed in section 5.5.

A simpler solution of this problem can be obtained directly from equilibrium
considerations. This problem is isostatic because all forces and moments can be de-
termined solely from the equilibrium equations. A simple free body diagram of the
beam reveals that the reaction forces at the ends of the beam are p0L/2. The bending
moment distribution then follows from the free body diagram shown in fig. 5.22 as
M3 = −x1p0L/2+ p0x

2
1/2, which, as expected, is identical to eq. (5.49). The beam
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moment-curvature relation, eq. (5.37), and the relation between the curvature and
second derivative of the transverse displacement, eq. (5.6), can be used to find

Hc
33

d2ū2

dx2
1

= M3(x1). (5.50)

For the present case, this equation can be integrated directly to yield

ū2(x1) =
p0L

4

24Hc
33

[
−2

(x1

L

)3

+
(x1

L

)4
]

+ C1x1 + C2,

where C1 and C2 are two integration constants which must be determined from two
boundary conditions, one at each end of the beam. The transverse displacement must
vanish at either end of the beam, ū2(0) = ū2(L) = 0, leading to

ū2 =
p0L

4

24Hc
33

[(x1

L

)
− 2

(x1

L

)3

+
(x1

L

)4
]

,

which is identical to eq. (5.48) above.
This alternative solution approach is easier to develop because it involves the

solution of a second order differential equation, rather than a fourth order equation.
This alternative solution, however, is only possible because this particular problem is
isostatic, i.e., the bending moment distribution can be determined from equilibrium
considerations alone.

Example 5.5. Simply supported beam with concentrated load: approach 1
Consider now a simply supported, uniform beam of length L subjected to a concen-
trated load P acting at a distance αL from the left support, as depicted in fig. 5.23.

First, the solution of this problem might seem to be very similar to that pre-
sented in the previous example: the governing differential equation of the problem is
d4ū2/dx4

1 = 0, and the boundary conditions are ū2 = d2ū2/dx2
1 = 0 at both root

and tip of the beam. But this approach cannot be possibly right, because the applied
load P does not even appear in the governing equations!

i2

i1

aL
P

P
V2

L

V2

R

dx1

M3

L
M3

R

Fig. 5.23. Simply supported beam with one concentrated load.

The concentrated load, P , should normally appear in the statement of boundary
conditions for the beam, but it is applied at an arbitrary location along the span of
the beam, not at the ends. Hence, it is necessary to “create” a new set of boundary
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conditions at the point of application of the load. The beam is separated into two
portions, one portion to the left of the applied load, the other to its right. For each of
the two portions, the governing differential equation of the problem is d4ū2/dx4

1 =
0, which integrates to

ūL
2 = A + Bx1 + Cx2

1 + Dx3
1, and ūR

2 = E + Fx1 + Gx2
1 + Kx3

1,

for the left and right portions of the beam, respectively.
The two solutions include 8 integration constants: A, B, C, and D, for the left

portion of the beam and E, F , G, and K, for its right portion to be determined to
complete the solution process. The boundary conditions at the two ends of the beam
are still ū2 = d2ū2/dx2

1 = 0 at x1 = 0 and L. Imposing these conditions leads to

ūL
2 = Bx1 + Dx3

1, and ūR
2 = F (x1 − L) + K(x3

1 − 3Lx2
1 + 2L3).

Four boundary conditions are imposed and four integration constant are deter-
mined. Clearly, the determination of the remaining four integration constants requires
an additional four boundary conditions, which must be expressed at x1 = αL, the
common end of the two beam portions. Because two different governing equations
are written for the two portions of the beam, the left and right solutions are, as yet,
unrelated: continuity conditions must be applied at x1 = αL. First, the displacement
and slope of the beam must be continuous at this point: ūL

2 (αL) = ūR
2 (αL) and

dūL
2 (αL)/dx1 = dūR

2 (αL)/dx1. Furthermore, inspection of the free body diagram
of the differential element located under the applied load depicted in fig. 5.23, reveals
two equilibrium conditions: ML

3 (αL) = MR
3 (αL) and−V L

2 (αL)+P +V R
2 (αL) =

0. These four continuity conditions will be used to evaluate the remaining integra-
tions constants, B, D, F , and K.

The two equilibrium conditions yield the following two algebraic equations for
the integration constants D and K: 6DαL = 6K(αL − L) and 6DHc

33 + P −
6KHc

33 = 0. This leads to D = −(1 − α)P/(6Hc
33), and K = αP/(6Hc

33). Next,
the continuity conditions for displacements and slope imply

B + 3Dα2L2 =F + K(3α2L2 − 6αL2) and

αL + Dα3L3 =F (αL− L) + K(α3L3 − 3α2L3 + 2L3).

Introducing the values for the constants found above, the last two continuity condi-
tions become

[
1 −1
α 1− α

]{
B/L2

F/L2

}
=

P

6Hc
33

{ −3α2

2α(1− α2)

}
.

Finally, the solution of this linear system yields B = α(2− α)(1− α)PL2/(6Hc
33)

and F = α(2 + α2)PL2/(6Hc
33). The deflected shape of the beam is now found as

ū2(η) =
PL3

6Hc
33

{
−(1− α)η3 + α(2− α)(1− α)η, 0 ≤ η ≤ α,

α(η3 − 3η2) + α(2 + α2)η − α3, α < η ≤ 1,
(5.51)
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where the solutions for the left and right portions of the beam are indicated by their
range of validity, 0 ≤ η ≤ α and α < η ≤ 1, respectively, and η = x1/L is the
non-dimensional span variable.

The bending moment distribution then follows

M3(η) = PL

{
−(1− α)η, 0 ≤ η ≤ α,

−α(1− η), α < η ≤ 1.
(5.52)

Finally, the shear force distribution is computed from the bending moment distribu-
tion to find

V2(η) = P

{
(1− α), 0 ≤ η ≤ α,

−α, α < η ≤ 1.
(5.53)

At η = α, the shear force presents a discontinuity that is equal to the applied con-
centrated load at that point, as expected from the vertical equilibrium condition at
x1 = αL.

Clearly, the presence of a concentrated load at an arbitrary point along the span
of the beam considerably complicates the solution process: the problem must be
split into two independent sub-problems, thereby creating a common “end point” for
the two sub-problems where the applied load is introduced as a boundary condition.
Continuity conditions must then be applied to enforce continuity conditions at the
connection point.

Example 5.6. Simply supported beam with concentrated load: approach 2
Consider, once again, a simply supported, uniform beam of length L subjected to
a concentrated load P acting at a distance αL from the left support, as depicted in
fig. 5.24.

To avoid the complexity of the approach presented in the previous example, basic
statics arguments are used determine the reaction forces at the two end points. A free
body diagram of the entire beam reveals that these forces are (1−α)P and αP , at the
left and right end supports, respectively. Next, fig. 5.24 shows the free body diagram
of a portion of the beam extending from the left support to a location 0 ≤ x1 ≤ αL
and yields the bending moment distribution, M3 = −(1−α)Px1 = −(1−α)PLη,
where η = x1/L is the non-dimensional variable along the span of the beam. Simi-
larly, fig. 5.24 also shows a free body diagram of a piece of the beam extending from
location αL ≤ x1 ≤ L to the right support; moment equilibrium of this free body
diagram leads to M3 = −αP (L − x1) = −αPL(1 − η). These results are identi-
cal to those found in eq. (5.52). The present process is much more expeditious: the
bending moment distributions are readily obtained from equilibrium considerations
alone. Here again, however, it is necessary to obtained distinct solutions for the left
and right portions of the beam.

Next, the bending moment-curvature relationship, eq. (5.50), can be integrated
twice to yield the displacement field as

ū2(η) =
PL3

Hc
33

{
−(1− α)η3/6 + C1η + C2, 0 ≤ η ≤ α,

−α
(
η2/2− η3/6

)
+ C3η + C4, α ≤ η ≤ 1.
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Fig. 5.24. Simply supported beam with one concentrated load.

where C1, C2, C3 and C4 are four integration constants to be evaluated from the
boundary conditions.

Because the beam is simply supported at the two ends, ū2(0) = ū2(1) = 0, and
furthermore, at η = α, both displacement and slope of the beam must be continuous.
These four conditions are sufficient to determine the four integration constants to
yield the following solution for the deflected shape of the beam

ū2(η) =
PL3

6Hc
33

{
−(1− α)η3 + α(2− α)(1− α)η, 0 ≤ η ≤ α,

α(η3 − 3η2) + α(2 + α2)η − α3, α < η ≤ 1.

As expected, the solution is identical to that found earlier, see eq. (5.51). Clearly, the
present solution approach, based on the determination of the bending moment distri-
bution from equilibrium considerations, is much more expeditious than the approach
presented in the previous example.

Example 5.7. Cantilevered beam under uniform load
Consider now a cantilevered beam with a uniformly distributed transverse load, p0, as
shown in fig. 5.25. The first approach to this problem is to solve the governing differ-
ential equation of the problem, d4ū2/dx4

1 = p0/Hc
33, with the geometric boundary

conditions ū2 = dū2/dx1 = 0 at the root of the beam and equilibrium boundary
conditions, M3 = V2 = 0 at the tip of the beam.

p0

i1

i2

L

p0

p L0

M3

x1

p L /20

2

V2

Fig. 5.25. Cantilevered beam under a uniform load.

The solution of the differential equation is ū2 = A + Bx1 + Cx2
1 + Dx3

1 +
p0x

4
1/(24Hc

33), where the last term represent the particular solution for the non-zero
right-hand side of the governing equation. The geometric boundary conditions at the
root of the beam imply A = B = 0, and the solution reduces to ū2 = Cx2

1 +
Dx3

1 + p0x
4
1/(24Hc

33). Imposing the vanishing of the shear force at the tip of the
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beam leads to D = −p0L/(6Hc
33), and the vanishing of the bending moment at the

same location gives C = p0L
2/(4Hc

33). The final solution is

ū2(x1) =
p0L

4

24Hc
33

(
6η2 − 4η3 + η4

)
, (5.54)

where η = x1/L is the non-dimensional variable along the span of the beam.
This problem is isostatic, therefore, the root reaction force and moment can be

determined from equilibrium considerations alone. The free body diagram of a por-
tion of the beam shown in fig. 5.25 then yields the bending moment distribution in
the beam

M3(x1) =
p0L

2

2
− p0Lx1 +

p0x
2
1

2
.

Introducing this result into the bending moment-curvature relationship, eq. (5.50),
and integrating twice yields the solution

ū2(x1) =
1

Hc
33

(
p0L

2

4
x2

1 −
p0L

6
x3

1 +
p0

24
x4

1

)
+ C1x1 + C2,

where C1 and C2 are integration constants to be determined from the boundary con-
ditions, ū2(0) = dū2(0)/dx1 = 0, to find the deflected shape of the beam as

ū2(x1) =
p0L

4

24Hc
33

(
6η2 − 4η3 + η4

)
.

Of course, this result matches that found earlier.

Example 5.8. Cantilevered beam under concentrated load
Consider a cantilevered, uniform beam of length L subjected to a concentrated load
P acting at a distance αL from the left support, as depicted in fig. 5.26.

aL
P

i1

i2

L

M3

x1

P

V2

aLP

Fig. 5.26. Cantilevered beam under a concentrated load.

The bending moment distribution is readily obtained from simple equilibrium
considerations. A free body diagram of the entire beam reveals that at the left sup-
port, the clamping force is P and the clamping moment αLP . Next, the equilibrium
condition for a free body diagram of a piece of the beam extending from the left
support to a location 0 ≤ η ≤ α, as shown in fig. 5.26, yields M3 = PL(α − η),
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where η = x1/L is the non-dimensional variable along the span of the beam. Simi-
larly, a free body diagram of a piece of the beam extending from the left support to a
location α ≤ η ≤ 1 leads to M3 = 0.

The bending moment-curvature relationship, eq. (5.50), for each segment of the
beam can be integrated twice to yield the displacement field as

ū2(η) =
PL3

6Hc
33

{
η2(3α− η), 0 ≤ η ≤ α,

α2(3η − α), α < η ≤ 1.
(5.55)

The integration process involves a total of four integration constants that are evalu-
ated from the boundary conditions: at the left support, the beam displacement and
slope must vanish; at η = α, both displacement and slope must be continuous.
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p ( )d2 m m
m

Fig. 5.27. Cantilevered beam under transverse loading.

This example suggests an approach to the computation of the deflection of a can-
tilevered beam subjected to a distributed loading, p2(η), depicted in fig. 5.27. First,
a differential component of force, p2(µ)dµ, acting at a non-dimensional distance
µ from the left support is considered as a concentrated load applied at location µ.
Equation (5.55) is used to evaluate the corresponding displacement field

ū2(η) =
p2(µ)dµL4

6Hc
33

{
η2(3µ− η), 0 ≤ η ≤ µ,

µ2(3η − µ), µ < η ≤ 1.

Because the governing equation for beam transverse displacement, eq. (5.40), is
a linear differential equation, the principle of superposition applies. This means that
the displacement fields generated by two distinct loading conditions can be super-
posed to find the displacement field of the beam under the combined loading. In this
case, the displacements generated by each differential loading component, p2(µ)dµ,
can be superposed to find the displacement of the beam under the distributed load.
The following integral yields the displacement field

ū2(η) =
L4

6Hc
33

[∫ η

0

p2(µ)µ2(3η − µ) dµ +
∫ 1

η

p2(µ)η2(3µ− η) dµ

]
,

where the integrals are used to sum up the contributions over 0 ≤ µ ≤ η and η ≤
µ ≤ 1.
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The displacement field of the cantilevered beam under an arbitrary loading dis-
tribution, p2(µ), can be obtained from the above expression by performing the indi-
cated integrals. For instance, the displacement of a cantilevered beam under a uni-
form transverse loading p0 becomes

ū2(η) =
p0L

4

6Hc
33

[∫ η

0

µ2(3η − µ) dµ +
∫ 1

η

η2(3µ− η) dµ

]
.

Integration then yields the desired displacement solution ū2(η) = p0L
4(η4 − 4η3 +

6η2)/(24Hc
33). This solution is exactly the same as the solution developed for a

uniformly loaded cantilevered beam in the previous example.

Example 5.9. The flexibility matrix: experimental determination
All the examples detailed thus far have focused on analytical solutions that predict
a beam’s transverse displacement field given the applied loads. In practice, however,
these predictions must be validated through structural testing. For instance, to assess
the structural behavior of an aircraft wing of length L, the following test, depicted
in fig. 5.28, could be performed. The wing is cantilevered from a support structure
and is subjected to various transverse loads, P1, P2, and P3 applied at span-wise
locations α1L, α2L, and α3L, respectively. During the test, the displacements at
those same points are monitored by means of displacement gauges, which measure
the corresponding transverse displacements, denoted ∆1, ∆2, and ∆3, respectively.

i2

i1

a1L a2L a3L

P2P1 P3

D1 D2 D3

Fig. 5.28. Cantilevered wing under three concentrated loads.

Consider now the following test sequence. First, a single load is applied at lo-
cation α1L; this corresponds to a loading P1, P2 = P3 = 0. The corresponding
displacements are recorded and denoted ∆11, ∆21, ∆31. Next, a single load is ap-
plied at location α2L; this corresponds to a loading P2, P1 = P3 = 0, and the
corresponding displacements are ∆12, ∆22, ∆32. Finally, a single load is applied at
location α3L; this corresponds to a loading P3, P1 = P2 = 0, and the corresponding
displacements are ∆13, ∆23, ∆33.

Let q1, q2, and q3, denote the transverse displacements of the wing at locations
α1L, α2L, and α3L, respectively. For each of the three loading cases, the experi-
mental data can be presented in the following manner,




q1

q2

q3



 =





∆11/P1

∆21/P1

∆31/P1



 P1,





q1

q2

q3



 =





∆12/P2

∆22/P2

∆32/P2



P2,





q1

q2

q3



 =





∆13/P3

∆23/P3

∆33/P3



P3.

(5.56)
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At this point it is convenient to introduce the concept of influence coefficient,
ηij = ∆ij/Pj , which is the displacement at location αiL, when a single unit load,
Pj = 1, is applied at location αjL. For the first loading case, q1 = (∆11/P1)P1 =
η11P1. With the help of the influence coefficients, eqs. (5.56) can be restated as





q1

q2

q3



 =





η11

η21

η31



P1,





q1

q2

q3



 =





η12

η22

η32



P2,





q1

q2

q3



 =





η13

η23

η33



P3. (5.57)

The influence coefficients are readily obtained from the experimental measurements:
the measured displacements are divided by the magnitude of the known applied load.
The first loading case provides three measurements, ∆11, ∆21, and ∆31, which, after
division by the magnitude of the applied load, P1, give the influence coefficients
appearing in the first equations. Each one of the three loading case gives one set of
influence coefficients.

At this point, it is assumed that the wing behaves in a linearly elastic manner
and therefore, the principle of superposition applies. If the three loading cases are
combined, the resulting deflections can be obtained by adding eqs. (5.57). The result
can be summarized in a single matrix relationship as





q1

q2

q3



 =




η11 η12 η13

η21 η22 η23

η31 η32 η33








P1

P2

P3



 = F





P1

P2

P3



 , F =




η11 η12 η13

η21 η22 η23

η31 η32 η33


 , (5.58)

where F is the 3 × 3 flexibility matrix and the displacements, qi, are those resulting
from the superposition of the three loading cases. The flexibility matrix simply stores
the influence coefficients in an orderly manner.

The process described above can be generalized to a situation where single loads
are applied in sequence at N locations, αiL, i = 1, 2, . . . , N , and the corresponding
displacements, ∆ij , are measured; ∆ij corresponds to the displacement at location
αiL, when a single load, Pj , is applied at location αjL. As before, the influence
coefficient are ηij = ∆ij/Pj and eq. (5.58) becomes

q = F Q, (5.59)

where array q =
{
q1, q2, . . . , qN

}T stores the N displacements at locations, αiL,
i = 1, 2, . . . , N , resulting from the application of N loads at the same locations, and
stored in array Q =

{
P1, P2, . . . , PN

}T
. The flexibility matrix, F , now becomes

an N ×N matrix, and the N2 measurements, ∆ij , determine the N2 entries of this
matrix: indeed, the (i, j) entry of the flexibility matrix is F (i, j) = ηij = ∆ij/Pj . If
a detailed study of structural behavior is necessary, displacements must be measured
at a large number of points along the wing; of course, the cost of the experiment
rapidly increases because the number of required measurements increases like N2.

Example 5.10. The flexibility matrix: analytical determination
The developments presented in example 5.9 focus on the determination of the flexi-
bility matrix based on experimental measurements. It is also possible to give closed
form analytical expressions for each entry of the flexibility matrix.
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Consider the cantilevered wing subjected to concentrated transverse loads at lo-
cations α1L, α2L, and α3L, as depicted in fig. 5.28. The first loading case, P1,
P2 = P3 = 0, corresponds to the cantilevered beam problem treated in exam-
ple 5.8. The displacements at location α1L, α2L, and α3L, denoted ∆11, ∆21, ∆31,
respectively, can be expressed as ∆11 = ū2(η = α1), ∆21 = ū2(η = α2), and
∆31 = ū2(η = α3). Equation (5.55) then gives the transverse displacement field at
these points as

∆11 =
P1L

3

6Hc
33

2α3
1, ∆21 =

P1L
3

6Hc
33

α2
1(3α2 − α1), ∆31 =

P1L
3

6Hc
33

α2
1(3α3 − α1).

The influence coefficients are then found by dividing the corresponding displace-
ments by P1. Equation (5.55) can be used in a similar manner to find the displace-
ments corresponding to the other two loading conditions, P2, P1 = P3 = 0, and P3,
P1 = P2 = 0.

Collecting all the results then yields a closed form solution for the flexibility
matrix, see eq. (5.58), as

F =
L3

6Hc
33




2α3
1 α2

1(3α2 − α1) α2
1(3α3 − α1)

α2
1(3α2 − α1) 2α3

2 α2
2(3α3 − α2)

α2
1(3α3 − α1) α2

2(3α3 − α2) 2α3
3


 . (5.60)

Flexibility matrices corresponding to a larger number of locations, say αiL, i =
1, 2, . . . , N , are easily obtained by simple index manipulation of the above result.
Although the above expression is complex, each entry of the flexibility matrix can
be directly measured by a simple test, as discussed in example 5.9.

Example 5.11. Clamped-simply supported beam under uniform load
A beam subjected to a uniform loading p0 is clamped at one end and is simply sup-
ported at the other, as depicted in fig. 5.29.

p0

i1

i2

L

F

FCut

Fig. 5.29. Clamped - simply supported beam under uniform load.

First, this problem will be solved with the help of eq. (5.40). Since the bending
stiffness is constant, the governing equation of the problem is Hc

33d
4ū2/dx4

1 = p0.
The necessary four boundary conditions for this problem are ū2 = dū2/dx1 = 0 at
the beam’s root and at its tip, ū2 = d2ū2/dx2

1 = 0. The solution of the differential
equation is

ū2(x1) =
p0

24Hc
33

x4
1 +

1
6
C1x

3
1 +

1
2
C2x

2
1 + C3x1 + C4,
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where the first term represents the particular solution associated with the non-
vanishing right-hand side of the equation. The four integration constants, C1, C2,
C3, and C4 are then determined with the help of the boundary conditions to yield

ū2(η) =
p0L

4

48Hc
33

(
2η4 − 5η3 + 3η2

)
, (5.61)

where η = x1/L is the non-dimensional variable along the span of the beam.
The bending moment is evaluated using the moment-curvature relation,

eq. (5.50), to find M3(η) = p0L
2
[
4η2 − 5η + 1

]
/8. Finally, the transverse shear

force is found by using eq. (5.38) as V2(η) = −p0L [8η − 5] /8.
This problem is hyperstatic: the reaction forces cannot be determined from equi-

librium considerations alone. Indeed, for this two dimensional problem, statics pro-
vides two equations of equilibrium, but the problem involves three unknown reac-
tions: a vertical force and a moment at the clamped end of the beam, and a vertical
force at the simple support.

Using the nomenclature of section 4.3, the system is hyperstatic of order 1. Two
solution methods are developed for hyperstatic problems: the displacement and force
methods, see sections 4.3.2 and 4.3.3, respectively.

The force method provides a very expeditious approach to the solution of this
problem. The system is cut at the simple support, as shown in fig. 5.29, and an un-
known reaction force, F , is applied at the two sides of the cut. The problem is now
transformed into a cantilevered beam subjected to a uniform loading, p0, and a tip
load, F . The solution is readily obtained by superposing the displacement field cor-
responding to these these two loadings to find

ū2(η) =
p0L

4

24Hc
33

(
6η2 − 4η3 + η4

)
+

FL3

6Hc
33

[
η2(3α− η)

]
,

where the first term represents the contribution of the uniform loading, see eq. (5.54),
and the second term that of the tip concentrated load, see eq. (5.55).

The compatibility equation at the cut implies the vanishing of the beam’s tip
deflection, ū2(η = 1) = 0, which leads to p0L

4(6 − 4 + 1)/(24Hc
33) + FL3(3 −

1)/(6Hc
33) = 0. Solving this equation yields the reaction force at the support

F = −3p0L

8
, (5.62)

and finally, the displacement field becomes

ū2(η) =
p0L

4

24Hc
33

(
6η2 − 4η3 + η4

)− 3
8
p0L

L3

6Hc
33

[
η2(3α− η)

]

=
p0L

4

48Hc
33

(
2η4 − 5η3 + 3η2

)
.

In this approach, the solution is obtained in an efficient manner using the force
method together with known solutions to elementary problems. Solutions to complex
problems can often be constructed in this way from solutions to simpler problems.
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Example 5.12. Simply supported beam with concentrated loads
Consider a simply supported, uniform beam of length L subjected to two concen-
trated loads acting at a distance αL from the end supports, as depicted in fig. 5.30.
This problem presents discontinuities in the transverse shear force distribution due
the presence of the concentrated loads and for this reason, the solution will be derived
from the moment-curvature relationship, eq. (5.37).

i2 i1

aL aL
P P

Fig. 5.30. Simply supported beam with two concentrated loads.

The bending moment distribution can be readily obtained from simple equilib-
rium considerations. A free body diagram of the entire beam reveals that the reaction
forces at the end supports must each equal P . Next, the equilibrium condition for a
free body diagram of a piece of the beam extending from the left support to a loca-
tion 0 < x1 < αL yields M3 = −Px1. Similarly, a free body diagram of a segment
of the beam extending from the left support to a location αL < x1 < L/2 leads to
M3 = P (x1 − αL)− Px1 = −PαL.

The bending moment-curvature relationship, eq. (5.37), is now integrated twice
to yield

Hc
33ū2(x1) =

{
−Px3

1/6 + C1x1 + C2, 0 ≤ x1 ≤ αL,

−αLPx2
1/2 + C3x1 + C4, αL < x1 ≤ L/2,

where C1, C2, C3 and C4 are four integration constants. Two of these constants can
be determined from the boundary conditions: the simple support at the root implies
ū2(0) = 0, and the symmetry condition at mid-span requires dū2/dx1(L/2) = 0.
The other two integration constants are found by imposing the continuity of the dis-
placement and slope at x1 = αL. The transverse displacement distribution becomes

ū2(η) =
PL3

6Hc
33

{
3(α− α2)η − η3, 0 ≤ η ≤ α,

−α3 + 3αη − 3αη2, α < η ≤ 1/2.
(5.63)

The shear force distribution then follows from eqs. (5.38b) and (5.37)

V2(η) = P

{
−1, 0 ≤ η ≤ α,

0, α < η ≤ 1/2.

This result can be easily verified: the portion of the beam between the two concen-
trated loads is subjected to a constant bending moment αLP , and hence, the shear
force vanishes. At x1 = αL the shear force jumps from V2 = P , immediately to
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the left, to V2 = 0, immediately to the right of the applied concentrated force. The
magnitude of this jump is of course equal to the force applied at that point.

The problem can also be solved using the governing differential equation,
eq. (5.40). However, two separate problems must be solved: one for 0 ≤ x1 ≤ αL,
and another for αL < x1 ≤ L/2. The integration of these two, fourth order equa-
tions will generate a total of eight integration constants to be determined from four
boundary conditions, and four continuity conditions at x1 = αL. The boundary con-
ditions at the root are ū2(0) = 0 and d2ū2/dx2

1(0) = 0, corresponding to the van-
ishing of the displacement and bending moment; at mid-span, dū2/dx1(L/2) = 0
and d3ū2/dx3

1(L/2) = 0, corresponding to the symmetry conditions of vanishing
slope and shear force. At x1 = αL, continuity of displacement, slope and bend-
ing moment is required together with the enforcement of a jump in shear force. The
approach used in this example is clearly less laborious.

Example 5.13. Simply supported beam with two elastic spring supports
A simply supported beam of span L is also supported by two spring of stiffness
constant k located at stations x1 = αL and (1− α)L, and is subjected to a uniform
transverse loading p0, as depicted in fig. 5.31.

i1

i2

p0

aL aL

k k

Fig. 5.31. Simply supported beam with two elastic spring supports.

First, the springs are replace by two unknown forces, F , acting downward at
x1 = αL and (1 − α)L. The transverse displacement distribution is then readily
obtained by superposing the displacement field for a beam under uniform loading and
that of a beam under two concentrated forces, see eqs. (5.48) and (5.63), respectively,
to find

ū2(η) =





p0L
4

24Hc
33

(
η − 2η3 + η4

)− FL3

6Hc
33

[
3(α− α2)η − η3

]
, 0 ≤ η ≤ α,

p0L
4

24Hc
33

(
η − 2η3 + η4

)− FL3

6Hc
33

(−α3 + 3αη − 3αη2
)
, α < η ≤ 1

2 ,

where η = x1/L if the non-dimensional coordinate along the beam span. The un-
known force, F , acts on the spring, and hence F = kū2(α).

Introducing the above expression for ū2(αL) provides an additional equation to
evaluate the non-dimensional force in the spring

F

p0L
=

1
4

k̄(α4 − 2α3 + α)
6 + k̄(3α2 − 4α3)

=
1
4

p̄, (5.64)
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where k̄ = kL3/Hc
33 is the non-dimensional spring stiffness constant and p̄ =

k̄(α4− 2α3 + α)/[6 + k̄(3α2− 4α3)] the non-dimensional load fraction. The trans-
verse displacement distribution now becomes

ū2(η) =
p0L

4

24Hc
33

{
η4 − (2− p̄) η3 + [1− 3p̄(α− α2)] η, 0 ≤ η ≤ α,

η4 − 2η3 + 3αp̄ η2 + (1− 3αp̄) η + α3p̄, α < η ≤ 1/2.

(5.65)
The bending moment distribution then follows from eq. (5.37)

M3(η) =
p0L

2

2

{
η2 − (1− p̄/2) η, 0 ≤ η ≤ α,

η2 − η + αp̄/2, α < η ≤ 1/2.
(5.66)

Finally, the shear force distribution is obtained from eq. (5.38)

V2(η) =
p0L

2

{
2η − (1− p̄/2), 0 ≤ η ≤ α,

2η − 1, α < η ≤ 1/2.
(5.67)

As anticipated, this distribution presents a discontinuity due to the concentrated
forces the springs apply to the beam. Indeed, the shear forces immediately to the left
and right of the spring located at η = α, denoted F2l and F2r, respectively are such
that F2r − F2l = p̄p0L/4 = F .

Example 5.14. Simply supported beam on an elastic foundation
The last example deals with a simply supported beam of length L subjected to a
uniform transverse load p0, as depicted in fig. 5.32. The beam is supported by an
elastic foundation of distributed stiffness constant k.

For this problem, the governing equation is Hc
33d

4ū2/dx4
1 = p2(x1), and the

boundary conditions are ū2 = d2ū2/dx2
1 = 0 at both root and tip of the beam.

The total applied load p2(x1) = p0 − k ū2(x1), where the first term accounts for
the applied load, and the second corresponds to the distributed restoring force of the
elastic foundation.

p0

i1

i2

Elastic foundation k

L

Fig. 5.32. Simply supported beam on an elastic foundation.

The governing equation can be recast as

ū′′′′2 +
kL4

Hc
33

ū2 =
p0L

4

Hc
33

,
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where η = x1/L is the non-dimensional span-wise variable, and (·)′ denotes a
derivative with respect to η. The boundary conditions become ū2 = ū′′2 = 0 at
both η = 0 and η = 1.

This is a non-homogeneous differential equation and its solution consists of the
sum of a homogeneous and particular solution. The solution of the homogeneous
equation is of the form ū2(η) = exp(zη), which yields the characteristic equation,
z4 + kL4/Hc

33 = 0, with roots

z = ± 4

√
kL4

4Hc
33

(1± i) = ±β (1± i),

where i =
√−1.

The general solution of the differential equation now becomes ū2(η) =
A exp[β(1+ i)η]+B exp[β(1− i)η]+C exp[−β(1+ i)η]+D exp[−β(1− i)η]+
p0L

4/(4β4Hc
33), where A, B, C, and D are four integration constants. The particular

solution is simply ū2 = p0/k = p0L
4/(4β4Hc

33). Using the relationships between
the exponential function with imaginary and real exponents, and the trigonometric
and hyperbolic functions, respectively, the complete solution can be recast as

ū2 = C1 cosh βη cos βη + C2 cosh βη sin βη

+ C3 sinh βη cos βη + C4 sinh βη sin βη +
p0L

4

k̄Hc
33

,
(5.68)

where C1, C2, C3, and C4 form a different set of integration constants, and the non-
dimensional elastic foundation stiffness is k̄ = kL4/Hc

33.
A set of transcendental functions is now defined as

b1(βη) = cosh βη cosβη, b2(βη) = cosh βη sin βη,

b3(βη) = sinh βη cos βη, b4(βη) = sinh βη sin βη.
(5.69)

In terms of these functions, the solution becomes ū2 = C1b1(βη) + C2b2(βη) +
C3b3(βη) + C4b4(βη) + p0L

4/(k̄Hc
33). A property of the newly defined transcen-

dental functions is that their derivatives can be expressed as

b′1 = β(b3 − b2),
b′2 = β(b1 + b4),
b′3 = β(b1 − b4),
b′4 = β(b3 + b2),

b′′1 = −2β2b4,
b′′2 = +2β2b3,
b′′3 = −2β2b2,
b′′4 = +2β2b1,

b′′′1 = −2β3(b3 + b2),
b′′′2 = +2β3(b1 − b4),
b′′′3 = −2β3(b1 + b4),
b′′′4 = +2β3(b3 − b2),

;

b′′′′1 = −4β4b1

b′′′′2 = −4β4b2,
b′′′′3 = −4β4b3,
b′′′′4 = −4β4b4.

(5.70)

The four integration constants appearing in eq. (5.68) are evaluated using the four
boundary conditions to find

ū2 =
p0L

4

Hc
33

1
k̄

{
[1− b1(βη)]− B̄ [sin β b2(βη)− sinh β b3(βη)]

}
, (5.71)

where B̄ = (cosh β− cosβ)/(sin2 β +sinh2 β)). The bending moment distribution
now follows from eq. (5.37) as
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M3 = p0L
2 2β2

k̄

{
b4(βη)− B̄ [sinhβ b2(βη) + sin β b3(βη)]

}
. (5.72)

This example clearly demonstrate that the solution of beam problems can rapidly
become quite difficult. The simple addition of an elastic foundation to the beam
significantly complicates the solution process, which often becomes unmanageable
when realistic structural problems are considered.

5.5.8 Problems

Problem 5.3. Bending of reinforced box beam
Figure 5.12 depicts an aluminum rectangular box beam of height h = 0.30 m, width b = 0.15
m, flange thickness ta = 12 mm, and web thickness tw = 5 mm. The beam is reinforced
by two layers of unidirectional composite material of thickness tc = 4 mm. The section is
subjected to an axial force N1 = 600 kN and bending moment M3 = 120 kN·m. The Young’s
moduli for the aluminum and unidirectional composite are Ea = 73 GPa and Ec = 140
GPa, respectively. (1) Compute the axial and bending stiffnesses of the cross-section. (2) Find
the distribution of axial stress over the cross-section and sketch it along the perimeter of the
section. (3) Find the magnitude and location of the maximum axial stress in the aluminum
and composite layers. (4) Assume the applied loads grow in a proportional manner, i.e. the
applied loads are λN1 and λMc

3 . If the allowable stress for the aluminum and unidirectional
composite are σallow

a = 400 MPa and σallow
c = 1500 MPa, respectively, find the maximum

loading factor, λMax. (5) Sketch the distribution of axial strain along the perimeter of the
cross-section, and describe its distribution over the entire cross-section.

Problem 5.4. Bending of reinforced I beam
Figure 5.13 depicts an aluminum I beam of height h = 0.25 m, width b = 0.2 m, flange
thickness ta = 16 mm, and web thickness tw = 12 mm. The beam is reinforced by two layers
of unidirectional composite material of thickness tc = 5 mm. The section is subjected to an
axial force N1 = 250 kN and bending moment M3 = 200 kN·m. The Young’s moduli for the
aluminum and unidirectional composite are Ea = 73 GPa and Ec = 140 GPa, respectively.
(1) Compute the axial and bending stiffnesses of the cross-section. (2) Find the distribution of
axial stress over the cross-section. Sketch it along the ı̄2 axis. Sketch it across the tops of both
flanges. (3) Find the magnitude and location of the maximum axial stress in the aluminum
and composite layers. (4) Assume the applied loads grow in a proportional manner, i.e. the
applied loads are λN1 and λM3. If the allowable stress for the aluminum and unidirectional
composite are σallow

a = 400 MPa and σallow
c = 1500 MPa, respectively, find the maximum

loading factor, λMax. (5) Sketch the distribution of axial strain along the ı̄2 axis, and describe
its distribution over the entire cross-section.

Problem 5.5. Various short questions
(1) Is it possible to use Euler-Bernoulli assumptions for a beam bent in such a manner that the
material it is made out of goes into the plastic deformation range? Why? (2) Is it possible to
use Euler-Bernoulli assumptions for a beam made of a laminated composite material? Why?
(3) Consider a simply supported beam with a mid-span elastic spring, subjected to a uniform
transverse loading p0. Which one of the following quantities will present a discontinuity at
mid-span: beam transverse deflection, beam slope, bending moment, and/or transverse shear
force? Why? (4) Consider a cantilevered beam of length L, under a uniform transverse loading
p0. Does the root bending moment depend on the material Young’s modulus? (5) Consider a
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beam of length L, cantilevered at both ends and subjected to a uniform transverse loading
p0. Does the mid-span transverse deflection depend on the material Young’s modulus? (6)
Consider a beam of length L, cantilevered at both ends and subjected to a uniform transverse
loading p0. Does the mid-span bending moment depend on the material Young’s modulus?
Explain your answers to all the above questions; a YES/NO answer is not valid.

Problem 5.6. Bending of reinforced solid section beam
A rectangular cross-section made of a material of Young’s modulus E1 is reinforced by thin
top and bottom plates made of a material of Young’s modulus E2, as depicted in fig. 5.33.
M3 is the bending moment applied to the section. E2/E1 = 2; d/h = 0.96. (1) Plot
the non-dimensional axial strain distribution Hc

33ε1/(M3h) versus 2x2/h. (2) Plot the non-
dimensional axial stress distribution Hc

33σ1/(M3E2h) versus 2x2/h.
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Fig. 5.33. Reinforced rectangular cross-
section.
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Fig. 5.34. Cross-section of a reinforced rect-
angular box beam.

Problem 5.7. Box beam with strain gauges
A cantilevered beam of length L is subjected to axial and transverse loads. Figure 5.34 depicts
the cross-section of the beam: an aluminum rectangular box of height h = 0.30 m, width
b = 0.15 m, flange thickness ta = 12 mm, and web thickness tw = 5 mm. The beam
is reinforced by two layers of unidirectional composite material of thickness tc = 4 mm.
The Young’s moduli for the aluminum and unidirectional composite are Ea = 73 GPa and
Ec = 140 GPa, respectively. At a station along the span of the beam, an experimentalist has
measured the axial strains on the top and bottom flanges of the beam as εtop = −2560µ and
εbot = 3675µ, respectively. Find the bending moment and axial force acting at that station.

Problem 5.8. Cantilever with tip support and rotational spring
Consider a cantilevered beam of span L and bending stiffness Hc

33 with a tip support and a
rotational spring of stiffness constant k, as depicted in fig. 5.35. (1) Find and plot the transverse
displacement distribution of this beam under a uniform transverse load p0. (2) Find and plot
the distribution of bending moment in the beam. (3) Find the location and magnitude of the
maximum bending moment in the beam as a function of k̄ = kL/Hc

33. (4) Discuss your
results when k̄ → 0 and k̄ →∞.
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Fig. 5.35. Cantilevered beam with tip support
and torsional spring.

i2

i1

k

p0

L/2 L/2

D

Fig. 5.36. Simply supported beam with mid-
span spring featuring a clearance ∆.

Problem 5.9. Simply supported beam with mid-span spring
Consider the uniform beam with simply supported ends as depicted in fig. 5.36. A spring
of stiffness constant k is acting at mid-span, k̄ = kL3/Hc

33. A uniform load p0 is acting
over the beam span of length L. The unstressed length of the spring is such that it fall a
distance ∆ short of reaching the beam, ∆̄ = ∆Hc

33/(p0L
4). (1) Find and plot the transverse

displacement distribution for this beam. (2) Find and plot the corresponding distribution of
bending moment. (3) What value of ∆̄ that will minimize the maximum bending moment in
the beam. Hint: replace the spring by an unknown force, F , acting at mid-span. This force can
then be evaluated by equating the beam mid-span displacement with that of the spring. Use
the following values for the plots: k̄ = 600, ∆̄ = 2.0 10−3.

Problem 5.10. Cantilever beam with tip rotational spring
The uniform cantilevered beam of bending stiffness Hc

33 and length L depicted in fig. 5.37
features a tip rotational spring of stiffness constant k. Due to manufacturing imperfections,
the spring applies a restoring moment on the beam that is proportional to (dū2/dx1 − θ0),
where θ0 represents the imperfection magnitude. (1) Find the magnitude and location of the
maximum bending moment in the beam due to the imperfection in the structure. (2) Plot the
maximum bending moment LMmax

3 /(θ0H
c
33) as a function of the non-dimensional spring

constant k̄ = kL/Hc
33. Explain your result in physical terms.

i2

i1L

k q0

Fig. 5.37. Cantilevered beam with tip tor-
sional spring.
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P
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i1

i2

k

Fig. 5.38. Cantilevered beam with tip spring.

Problem 5.11. Cantilever beam with tip spring
Consider the cantilevered beam of length L with a tip spring of stiffness k depicted in fig. 5.38.
The beam is subjected to a uniform transverse load, p0, and a tip concentrated load, P . (1)
Write the governing differential equation and associated boundary conditions for this problem.

Problem 5.12. Bending of beam with nonuniform bending stiffness
A simply supported beam of span L is subjected to forces of magnitude P located at stations
x1 = αL and (1 − α)L, as depicted in fig. 5.39. The beam has a bending stiffness H0 and
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is reinforced in its central portion where its bending stiffness is H1. (1) Find the transverse
displacement field. (2) Plot the non-dimensional transverse displacement, H0ū2(η)/L3. Use
H1/H0 = 20 and α = 0.2. (3) Plot the non-dimensional bending moment, M3(η)/(PL). (4)
Plot the non-dimensional shear force, V3(η)/P .

i2

i1
H0 H0

H1

aL aLP P

L

Fig. 5.39. Simply supported beam with vary-
ing bending stiffness.

L

i2
i1

p0

k

Fig. 5.40. Cantilevered beam under uniform
load with a root spring.

Problem 5.13. Cantilever beam with uniform load and tip spring
The uniform cantilevered beam of bending stiffness Hc

33 and length L depicted in fig. 5.40 fea-
tures a root spring of stiffness constant k and is subjected to a uniform distributed load, p0. (1)
Find the transverse displacement distribution of the beam as a function of the non-dimensional
spring constant, k̄ = kL3/Hc

33. (2) Determine the location and magnitude of the maximum
bending moment in the beam. (3) Plot the maximum bending moment, Mmax

3 /(p0L
2) as a

function of k̄. Explain your result in physical terms.

Problem 5.14. Flexibility matrix of a simply supported beam
The concept of flexibility matrix is introduced in examples 5.9 and 5.10 for a cantilevered
beam. (1) Determine the flexibility matrix for the simply supported beam depicted in fig. 5.24.
The closed form expression of the flexibility matrix corresponding to concentrated loads ap-
plied at three locations, α1L, α2L, and α3L should be derived.

Problem 5.15. Experimental estimation of the bending stiffness
The procedure for the experimental determination of the flexibility matrix is described in ex-
ample 5.9 for the cantilevered beam depicted in fig. 5.28. Table 5.1 lists the displacements
measured on a cantilevered beam of uniform bending stiffness, Hc

33, under three loading cases.
The first column of this table lists the displacements at locations α1L, α2L, and α3L for
P1 = 1.5 kN, P2 = P3 = 0. The next two columns list the corresponding data for P2 = 1.0
kN, P1 = P3 = 0 and P3 = 0.5 kN, P1 = P2 = 0, respectively. (1) Determine the experi-
mental flexibility matrix of the system. (2) Determine the bending stiffness, Hc

33, of the beam.
HINT: the analytical expression for the flexibility matrix is given by eq. (5.60). The bending
stiffness of the beam can be determined by equating any entry of the analytical and experi-
mentally determined flexibility matrices. The most accurate strategy is to use all nine entries
to form a set of over-determined equations to be solved using a least-squares approach, see
section A.2.10. Use the following data: L = 15 m, α1 = 0.25, α2 = 0.50, and α3 = 0.75.

Problem 5.16. Bending of two crossed simply supported beams
The lower beam depicted in fig. 5.41 is of length 2L and is simply supported at both ends.
The upper beam of length L + a is cantilevered at the root, supported by the lower beam at
point A, and subjected to a uniform transverse loading, p0. Both upper and lower beams have
a uniform bending stiffness H0. (1) Find the exact solution for the transverse deflection of the
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Table 5.1. Measured displacements for the three loading cases. Load are measured in kN,
displacements in mm.

P1 = 1.5 P2 = 1.0 P3 = 0.5

∆1 10.9 18.3 14.6
∆2 27.7 59.1 51.1
∆3 43.1 104. 98.5

lower beam under a mid-span concentrated load. Show that the lower beam can be replaced by
a concentrated spring of stiffness constant keq = 6H0/L3. (2) Find the exact solution of the
problem from the solutions of the governing differential equations and associated boundary
conditions for both upper and lower beams. Replace the interaction between the beams by a
force X , yet unknown. The magnitude of this force is found by equating the displacements of
the upper and lower beams at point A. (3) Plot the distribution of transverse displacement for
both beams. Use L/a = 2. (4) Plot the distribution of bending moment for both beams. (5)
Plot the distribution of shear force for both beams.

A

L L

L

a

Upper
beam

Lower
beam

B

i2

i3

i1

p0

Fig. 5.41. Two beam assembly under trans-
verse load.

a
L

i2

i1

p0

k

Fig. 5.42. Cantilevered beam with concen-
trated spring.

Problem 5.17. Cantilever beam with uniform load and spring
The cantilevered beam depicted in fig. 5.42 is of length L, uniform bending stiffness Hc

33, and
is subjected to a uniform distributed load p0. A concentrated spring of stiffness constant k is
connected to the beam at a distance a from its root. (1) Find the solution of the problem. It
will be convenient to define the non-dimensional spring constant k̄ = kL3/Hc

33. (2) Plot the
distribution of transverse displacement for the beam. Use L/a = 3 and k̄ = 100. (3) Plot the
distribution of bending moment for the beam. (4) Plot the distribution of shear force for the
beam. (5) Find the value of k̄ that will minimize the maximum bending moment in the beam.

Problem 5.18. Two simply supported beams interconnected by two springs
Figure 5.43 depicts a system consisting of two simply supported beams connected by two
elastic springs of stiffness constant k. The upper and lower beam have the same bending
stiffness, Hc

33, and the upper beam is subjected to a uniform load distribution, p0. (1) Solve
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this problem: determine the deflection and bending moment distributions in the upper and
lower beams, and the force in the connecting springs. (2) Plot the displacements for the upper
and lower beams on the same graph. (3) Plot the bending moments for the upper and lower
beams on the same graph. (4) Find the spring constant, k̄opt, that will minimize the maximum
bending moments in both upper and lower beams. Plot k̄opt = k̄opt(α). Hint: it will be
convenient to replace the interconnecting springs by forces of unknown magnitude acting on
the upper and lower beams, then enforcing a compatibility condition. Use the following data
for the plots: α = 0.3, k̄ = kL3/Hc

33 = 10, 100, 1000.

i1

i2

p0

k k

aL aL

Fig. 5.43. Simply supported beam connected
by spring.

i1

i2

L

aL

PA

Fig. 5.44. Cantilevered beam with intermedi-
ate support.

Problem 5.19. Two cantilever beams with intermediate support
The cantilevered beam depicted in fig. 5.44 is subjected to a tip load P . The tip of a second
cantilevered beam contacts the first at point A. The lower and upper beams have a uniform
bending stiffness Hc

33 and are of length L and αL, respectively. (1) Find the displacement
fields for the two beams. (2) Plot the distribution of transverse displacement, bending moment,
and shear force for both beams. Use α = 1/2. (3) Find the magnitude and location of the
maximum bending moment in the beams. Plot these quantities as a function of α.

Problem 5.20. Two simply supported beams with intermediate support
The two simply supported beam shown in fig. 5.45 are connected by an intermediate roller
located a distance αL from the left support. The upper beam is subjected to a uniform loading
p0. Both beams have a uniform bending stiffness, Hc

33. (1) Find the displacement fields for
the two beams by solving of the governing differential equations and associated boundary
conditions. (2) Plot the distribution of transverse displacement, bending moment, and shear
force for both beams. Use α = 1/3. (3) Find the magnitude and location of the maximum
bending moment in the beams. Plot these quantities as a function of α.

i1

i2

L
aL

p0

Fig. 5.45. Superposed simply supported
beams.

i1i2

P

Elastic foundation k

L

bL

Fig. 5.46. Beam with elastic foundation sub-
jected to a concentrated load.
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Problem 5.21. Simply supported beam on elastic foundation
Consider the simply supported beam of length L depicted in fig. 5.46. The beam rests on an
elastic foundation of stiffness constant k and is subjected to a concentrated load, P , acting at
a distance βL from the left support. (1) Find the displacement field for the beam by solving
of the governing differential equation and associated boundary conditions. It is convenient to
define k̄ = kL4/Hc

33. (2) Plot the distribution of transverse displacement, bending moment,
and shear force for the beams. Use β = 1/2 and k̄ = 8× 103.

5.6 Beams subjected to combined axial and transverse loads

In earlier sections, Euler-Bernoulli beam theory is developed separately for two dis-
tinct loading cases: beams under axial loads and beams under transverse loads, see
sections 5.4 and 5.5, respectively. Based on equilibrium considerations, it is also
shown in section 5.5.2 that it is convenient to locate the origin of the axes system at
the centroid of the beam’s cross-section. In fact, all the developments presented thus
far assume that the origin of the axes is located at the centroid of the cross-section.

This section will generalize the theory developed thus far in two important ways:
first, beams under combined axial and transverse loading will be considered, and
second, the origin of the axes will not be located at the centroid.

5.6.1 Kinematic description

The starting point is a displacement field that combines the axial and transverse
displacement fields found in beams subjected to axial and transverse loads, see
eqs. (5.12) and (5.29), respectively,

u1(x1, x2, x3) = ū1(x1)− (x2 − x2c)
dū2(x1)

dx1
, (5.73a)

u2(x1, x2, x3) = ū2(x1), (5.73b)
u3(x1, x2, x3) = 0, (5.73c)

where x2c is the location of the centroid. The origin of the axis system is not lo-
cated at the cross-section’s centroid, however ū1 is still the axial displacement of the
centroid.

The corresponding strain field combines the characteristics of the fields associ-
ated with beams subjected to axial and transverse loads, see eqs. (5.13) and (5.30),
respectively,

ε1(x1, x2, x3) = ε̄1(x1)− (x2 − x2c)κ3(x1). (5.74)

5.6.2 Sectional constitutive law

It is assumed that the beam is made of a linearly elastic material. As discussed in
sections 5.4.2 and 5.5.2, Hooke’s law then reduces to (5.14), and the axial stress
distribution becomes
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σ1(x1, x2, x3) = E ε̄1(x1)− E(x2 − x2c)κ3(x1). (5.75)

The axial force in the beam in now evaluated using eq. (5.8) to find

N1 =
∫

A
[E ε̄1(x1)− E(x2 − x2c)κ3(x1)] dA

=
[∫

A
E dA

]
ε̄1(x1)−

[∫

A
E(x2 − x2c) dA

]
κ3(x1).

The first bracketed term is the axial stiffness of the beam, S, as defined by eq. (5.17).
The second bracketed term can be shown to vanish,

∫

A
E(x2 − x2c) dA =

∫

A
Ex2 dA− x2c

∫

A
E dA = S2 − Sx2c = 0, (5.76)

where the last equality follows from the definition of the location of the centroid, see
eq. (5.33). The axial force equation now reduces to N1 = Sε̄1.

Next, the beam’s bending moment with respect to the centroid, M c
3 , is evaluated

with the help of eq. (5.11) to find

M c
3 = −

∫

A
(x2 − x2c) [E ε̄1(x1)− E(x2 − x2c)κ3(x1)] dA

= −
[∫

A
E(x2 − x2c) dA

]
ε̄1(x1) +

[∫

A
E(x2 − x2c)2 dA

]
κ3(x1),

The first bracketed term vanishes in view of eq. (5.76). The second bracketed terms
is the beam’s bending stiffness, Hc

33, computed with respect to the centroid. The
previous equation now reduces to M c

3 = Hc
33κ3.

In summary, the sectional constitutive laws reduce to N1 = Sε̄1 and M c
3 =

Hc
33κ3, which are identical to eqs. (5.16) and (5.37), respectively. Although the beam

is subjected to combined axial and transverse loading, it is possible to derive de-
coupled sectional constitutive laws: one equation relates the axial force to the axial
strain, the other the bending moment to the curvature. To achieve this decoupling,
two crucial steps are required: first, the displacement field must be in the form of
eq. (5.73), where x2c is the location of the centroid, and second, the bending moment
must be evaluated with respect to the centroid. The centroid thus plays a crucial role
in decoupling the axial and bending responses of beams.

5.6.3 Equilibrium equations

To complete the formulation, the equilibrium equations must be derived for the
combined problem. An infinitesimal slice of the beam of length dx1 is depicted in
fig. 5.47.

This figure shows the axial force, N1, shear force, V2, and bending moment, M3,
acting on the face at location x1. The corresponding quantities acting on the face at
location x1 + dx1 are obtained from a Taylor series expansion and terms of higher
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Fig. 5.47. Axial forces acting on an infinitesimal slice of the beam.

differential order are neglected in the expansion. Summation of the forces acting on
the free body diagram in the horizontal direction yields the following equilibrium
equation, dN1/dx1 = −p1, which is identical to eq. (5.18). The vertical equilibrium
equation is dV2/dx1 = −p2, which is identical to eq. (5.38a). Finally, equilibrium
of moments expressed about the centroid leads to

dM3

dx1
+ V2 = (x2a − x2c)p1, (5.77)

which should be compared with eq. (5.38b) obtained earlier. If the axial distributed
load, p1(x1), is not applied at the centroid, it generates a moment (x2a − x2c)p1,
where x2a is the coordinate of the point of application of the axial load and
(x2a − x2c) its moment arm with respect to the centroid.

5.6.4 Governing equations

The governing equations for a beam subjected to combined axial and transverse loads
are found by manipulating the equations developed in the previous sections to yield

d
dx1

[
S

dū1

dx1

]
= −p1(x1), (5.78a)

d2

dx2
1

[
Hc

33

d2ū2

dx2
1

]
= p2(x1) +

d
dx1

[(x2a − x2c)p1(x1)] . (5.78b)

The first equation is identical to eq. (5.19), which describes the behavior of beams
subjected to axial loads. The second equation is almost identical to eq. (5.40), which
describes the behavior of beams subjected to transverse load. In the formulation de-
veloped in section 5.5, the beam is subjected to transverse loads only, and hence, the
last term on the right-hand side of eq. (5.78b) does not appear in eq. (5.40).

The equations describing the behavior of beams under combined axial and trans-
verse loads are decoupled, i.e., one equation, eq. (5.78a), can be solved to find the
axial displacement field, ū1(x1), and the other, eq. (5.78b), can be independently
solved to find the transverse displacement field, ū2(x1).
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The term “decoupled” used in the previous paragraph can be misleading because
it is often used to describe distinct concepts. In the previous paragraph, the term
“decoupled” is used in a mathematical sense to indicate that eq. (5.78a) is a single
equation in a single unknown, ū1(x1), whereas eq. (5.78b) is also a single equation
for a single unknown, ū2(x1). The two equations can be solved independently of
each other, they are “decoupled.”

On the other hand, the term “decoupling” is also used in a more physical sense.
As implied by the presence of the axial load, p1(x1), on the right-hand side of both
eqs. (5.78a) and (5.78b), axial loads generate both axial and transverse displacement
of the beam. If the axial load is not applied at the centroid, i.e., if x2a − x2c 6= 0,
the beam bends. Hence the following statement: if axial loads are applied at the
centroid, extension and bending are “decoupled,” whereas when not applied at the
centroid, extension and bending are “coupled.”

Example 5.15. Bi-material cantilevered beam
Consider the bi-material cantilevered beam of length L with the rectangular cross-
section shown in fig. 5.48. The beam is constructed by bonding together two strips of
materials, each of width b and height h/2. The two materials, denoted material A and
B, have Young’s moduli Ea and Eb, respectively. The beam is subjected to a tip axial
load, P , applied at the geometric center of the section and a tip bending moment, Q.
It is convenient to select the origin of the axes at the geometric center of the section,
rather than at the centroid.

The axial stiffness of the section is S = (Ea + Eb)bh/2, and the location of the
centroid is given by x2cS = Ea(bh/2)(h/4) + Eb(bh/2)(−h/4), or

x2c

h
=

Ea − Eb

4(Ea + Eb)
.

Depending on the relative stiffnesses of the two materials, the centroid could be
located above or below the geometric center of the section, as illustrated in fig. 5.48.

The beam’s bending stiffness with respect to the centroid is then

Hc
33 = Ea

[
b(h/2)3

12
+

bh

2

(
h

4
− x2c

)2
]

+ Eb

[
b(h/2)3

12
+

bh

2

(
h

4
+ x2c

)2
]

=
bh3

96
E2

a + E2
b + 14EaEb

Ea + Eb
.

The axial problem is solved first. The governing equation is d2ū1/dx2
1 = 0; the

boundary conditions are ū1 = 0 at the beam’s root and Sdū1/dx1 = P at the beam’s
tip. The solution of this problem is

ū1(η) =
PL

S
η,

where η = x1/L is the non-dimensional variable along the beam’s span.
Next, the bending problem is solved. The governing equation is d4ū2/dx4

1 = 0;
the boundary conditions are ū1 = dū1/dx1 = 0 at the beam’s root and M c

3 =
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Fig. 5.48. Cantilevered bi-material beam under tip loads.

Q + x2cP , V2 = 0 at the beam’s tip. Because the tip axial load is not applied at the
centroid, it generates a tip bending moment, x2cP , with respect to the centroid. The
solution of this problem is

ū2(η) =
(Q + x2cP )L2

2Hc
33

η2.

Note that both tip moment and tip force generate a transverse displacement. In the
presence of the tip axial force alone, the tip transverse displacement is

ūtip
2 = 12

Ea − Eb

E2
a + E2

b + 14EaEb

P

b

(
L

h

)2

.

If materials A and B are identical, Ea − Eb = 0 and the tip transverse displacement
vanishes. Indeed, if the two materials are identical, the centroid is at the geometric
center of the cross-section, and the tip axial force generates no bending moment
about the centroid. The tip axial force generates only axial displacements.
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Three-dimensional beam theory

In the previous chapter, Euler-Bernoulli theory is developed for beams under axial
and transverse loads. The analysis is limited, however, to deformations of the beam
in plane (̄ı1, ı̄2). This behavior can be observed, for instance, when the cross-section
of the beam presents a plane of symmetry and the only applied loads are acting in
this plane.

In numerous practical applications, the beam’s cross-section presents no partic-
ular symmetries and is instead of arbitrary shape. In addition, the applied loads may
act along several distinct directions and not just in plane (̄ı1, ı̄2). Consider an aircraft
wing: the cross-section is of a complex shape involving curved skins and two or more
spars, and the wing is subjected lift and drag forces. In the case of a helicopter blade,
large centrifugal forces generated by the rotation of the blade are also present. Sim-
ilarly, machine components often operate in a complex, three-dimensional loading
environment.

Figure 6.1 shows a beam of arbitrary cross-sectional shape subjected to a com-
plex three-dimensional loading. This loading consists of distributed and concentrated
axial and transverse loads, as well as distributed and concentrated moments. The ax-
ial and transverse distributed loads, p1(x1), p2(x1), and p3(x1) act along directions,
ı̄1, ı̄2, and ı̄3, respectively. The same convention is used for the concentrated loads
P

[k]
1 , P

[k]
2 , and P

[k]
3 , but in this case it is necessary to add a second index to iden-

tify the kth concentrated load in the direction specified by the first index: P
[2]
3 is

the second concentrated force acting along axis ı̄3. Distributed moments, q2(x1) and
q3(x1), acting about axes ı̄2 and ı̄3, respectively, can be introduced in a similar man-
ner. Concentrated moments Q

[k]
2 and Q

[k]
3 act about the same axes.

Figure 6.1 depicts concentrated forces and moments acting at the tip of the beam,
but in practical situations, such concentrated loads could be applied at any span-
wise location. The notation used in this text for the various loads is summarized in
table 6.1. The subscript indicates the direction of the loading component. If multiple
concentrated loads are applied, a second subscript might be used to keep track of
individual concentrated loads.
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Fig. 6.1. Beam with arbitrary three-dimensional loading.

Table 6.1. Loading components acting on the beam.

Loading Type Notation Units
Distributed loads p1(x1), p2(x1), p3(x1) N/m

Concentrated loads P
[k]
1 , P

[k]
2 , P

[k]
3 N

Distributed moments q2(x1), q3(x1) N.m/m
Concentrated moments Q

[k]
2 , Q

[k]
3 N.m

This three-dimensional loading is general, with an important exception: no tor-
sional loads are applied, and the transverse loads are assumed to be applied in such
a manner that the beam will bend without twisting. This important restriction will
be removed in a later chapter after the study of the torsional behavior of beams. As
mentioned earlier, the cross-section of the beam is of arbitrary shape. The origin of
the axes has not yet been specified, and the orientation of axes ı̄2 and ı̄3 within the
plane of the section is arbitrary, as depicted in fig. 6.1.

6.1 Kinematic description

The development of the three-dimensional beam theory starts with the three Euler-
Bernoulli assumptions discussed in section 5.1. These assumptions are of a purely
kinematic nature and are shown to imply the following displacements field

u1(x1, x2, x3) = ū1(x1) + x3Φ2(x1)− x2Φ3(x1), (6.1a)
u2(x1, x2, x3) = ū2(x1), (6.1b)
u3(x1, x2, x3) = ū3(x1). (6.1c)

where the origin of the axis system on the cross-section is not yet specified. The
corresponding strain field is shown to be

ε2 = 0; ε3 = 0; γ23 = 0, (6.2a)
γ12 = 0; γ13 = 0, (6.2b)

ε1(x1, x2, x3) = ε̄1(x1) + x3 κ2(x1)− x2 κ3(x1). (6.2c)
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6.2 Sectional constitutive law

Assume now that the beam is made of linearly elastic, isotropic material for which
the stress-strain relationships are adequately described by Hooke’s law, eq. (5.14).
Because the cross-section does not deform in its own plane, the stress components,
σ2 and σ3, acting in the plane of the section are far smaller than the axial stress
component, σ1, and Hooke’s law is shown to reduce to eq. (5.14). The axial stress
distribution is found by introducing eq. (6.2c) into eq. (5.14) to find

σ1(x1, x2, x3) = E [ε̄1(x1) + x3 κ2(x1)− x2 κ3(x1)] (6.3)

The axial force, N1, is now evaluated by introducing this axial stress distribution
into eq. (5.8) to find

N1(x1) =
∫

A
σ1 dA =

∫

A
Eε̄1 dA+

∫

A
Ex3κ2 dA−

∫

A
Ex2κ3 dA

=
[∫

A
E dA

]
ε̄1 +

[∫

A
Ex3 dA

]
κ2 −

[∫

A
Ex2 dA

]
κ3

=S ε̄1(x1) + S3 κ2(x1)− S2 κ3(x1),

(6.4)

where the following sectional stiffness coefficients are defined

S =
∫

A
E dA; S2 =

∫

A
Ex2 dA; S3 =

∫

A
Ex3 dA. (6.5)

The bending moments, M2 and M3, acting about axes ı̄2 and ı̄3, respectively, are
evaluated by introducing the axial stress distribution eq. (6.3) into eq. (5.11) to find

M2 =
∫

A
x3σ1 dA =

∫

A
x3Eε̄1 dA+

∫

A
Ex2

3κ2 dA−
∫

A
Ex2x3κ3 dA

=
[∫

A
Ex3 dA

]
ε̄1 +

[∫

A
Ex2

3 dA
]

κ2 −
[∫

A
Ex2x3 dA

]
κ3

=S3 ε̄1(x1) + H22 κ2(x1)−H23 κ3(x1),

(6.6)

and

M3 =−
∫

A
x2σ1 dA = −

∫

A
x2Eε̄1 dA−

∫

A
x2Ex3κ2 dA+

∫

A
Ex2

2κ3 dA

=−
[∫

A
Ex2 dA

]
ε̄1 −

[∫

A
Ex2x3 dA

]
κ2 +

[∫

A
Ex2

2 dA
]

κ3

=− S2 ε̄1(x1)−H23 κ2(x1) + H33 κ3(x1),
(6.7)

where the following additional sectional stiffness coefficients are defined

H22 =
∫

A
E x2

3 dA; H33 =
∫

A
E x2

2 dA; (6.8)
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H23 =
∫

A
E x2x3 dA. (6.9)

The axial stiffness, S, is found in section 5.4 to characterize the axial stiffness
of the beam and in section 5.5 the bending stiffness, H33, is found to characterize
the bending behavior of the beam about axis ı̄3. The bending stiffness H22 plays the
same role, but for bending about axis ı̄2. A new bending stiffness coefficient, H23, is
called the cross bending stiffness.

Equations (6.4), (6.6) and (6.7) can be rewritten in a more compact matrix form
as follows 




N1(x1)
M2(x1)
M3(x1)



 =




S S3 −S2

S3 H22 −H23

−S2 −H23 H33








ε̄1(x1)
κ2(x1)
κ3(x1)



 . (6.10)

These equations express a general linear relationship between the sectional stress
resultants and the sectional strains. Thus, they are the constitutive laws for the cross-
section of the beam, and the matrix on the right hand side of eq. (6.10) is called the
sectional stiffness matrix. Clearly, these equations are fully coupled: all of the sec-
tional strains affect the values of each of the sectional stress resultants. For example,
the axial force N1(x1) is not proportional only to the axial strain ε̄1(x1), nor are the
bending moments proportional only to curvatures. Instead, the behavior is fully cou-
pled through the sectional coupling stiffness coefficients S2, S3 and H23 that appear
in the off-diagonal entries of the sectional stiffness matrix. This means that an axial
force, N1, will appear as a result of an axial strain, ε̄1, but also in the presence of
curvatures, κ2 or κ3. Similarly, a bending moment appears as a result of either the
κ2 or κ3 curvatures, but also in the presence of an axial strain, ε̄1.

A general formulation of three dimensional Euler-Bernoulli beam theory can be
developed based on the constitutive laws of eq. (6.10). Unfortunately, this leads to
complex governing differential equations for the problem and this approach will not
be pursued further. Rather, it will be shown that the sectional constitutive laws can
be simplified by selecting the axis system appropriately. Indeed, in the formulation
developed thus far, the origin of the axis system is arbitrary, and although the ori-
entation of axis ı̄1 is along the axis of the beam, the orientations of axes ı̄2 and ı̄3
within the plane of the cross-section are also arbitrary.

More specifically, the origin of the axis system can be selected to coincide with
the centroid of the section, i.e.,

x2c =
1
S

∫

A
E x2 dA =

S2

S
= 0; x3c =

1
S

∫

A
E x3 dA =

S3

S
= 0, (6.11)

where the sectional coefficients, S2 and S3, are defined in eq. (6.5). The sectional
constitutive laws, eq. (6.10), reduces to a partially uncoupled form





N1(x1)
M2(x1)
M3(x1)



 =




S 0 0
0 Hc

22 −Hc
23

0 −Hc
23 Hc

33








ε̄1(x1)
κ2(x1)
κ3(x1)



 . (6.12)
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The bending stiffness coefficient, H22, H33, and H23, are now replaced by their
counterparts, Hc

22, Hc
33, and Hc

23, evaluated with respect to the centroid of the cross-
section.

It is important to note that these partially uncoupled equations show that the axial
force N1 is now related to only the axial strain ε̄1 and that the bending moments are
related to the curvatures κ2 and κ3 only. This decoupling of the axial and bending
behavior results from locating the origin of the axis system the centroid of the
cross-section, rather than at an arbitrary point of the section. The two bending mo-
ments and corresponding curvatures, however, are still coupled due to the presence
of the stiffness coefficient, Hc

23.
For most problems, the forces and moments are specified and it is required to find

the resulting displacements and internal stresses. The sectional constitutive equa-
tions, eqs. (6.12), must therefore be inverted and solved for the sectional strain, ε̄1,
and curvatures, κ2 and κ3, in terms of stress resultants, N1, M2 and M3. This results
in 




ε̄1(x1)
κ2(x1)
κ3(x1)



 =




1/S 0 0
0 Hc

33/∆H Hc
23/∆H

0 Hc
23/∆H Hc

22/∆H








N1(x1)
M2(x1)
M3(x1)



 , (6.13)

where ∆H = Hc
22H

c
33 −Hc

23H
c
23.

The axial stress can now be found by substituting these results into eq. (6.3) to
find

σ1 = E

[
N1

S
+ x3

Hc
33M2 + Hc

23M3

∆H
− x2

Hc
23M2 + Hc

22M3

∆H

]
, (6.14)

or, with minor rearrangements,

σ1 = E

[
N1

S
− x2H

c
23 − x3H

c
33

∆H
M2 − x2H

c
22 − x3H

c
23

∆H
M3

]
. (6.15)

This is a key result because it relates the axial stress distribution to the stress resul-
tants which are, in turn, functions of the applied loads.

6.3 Sectional equilibrium equations

To complete the theory, equilibrium equations must also be derived. Consider an
infinitesimal slice of the beam of length dx1 as depicted in fig. 6.2. The axial force,
N1, acts on the face at span-wise location x1. A Taylor’s series expansion is then
used to express this axial force at location x1 + dx1. Higher order differential terms
are neglected, leading to the contribution shown in fig. 6.2. Summing all the forces
in the axial direction yields the axial equilibrium equation

dN1

dx1
= −p1(x1). (6.16)
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A similar approach can be applied to transverse force and moment equilibrium.
The left portion of fig. 6.3 depicts the transverse loads and bending moments act-
ing on an infinitesimal slice of the beam, focusing on plane (̄ı1, ı̄2) in the left figure.
Summation of the forces acting along axis ı̄2 gives the transverse equilibrium equa-
tion

dV2

dx1
= −p2(x1). (6.17)

Summation of the moments taken about the centroidal axis ı̄3 yields

dM3

dx1
+ V2 = −q3(x1) + x2ap1(x1), (6.18)

where the last term arises because the line of
p (x )dx1 1 1

N  +

(dN /dx )dx
1

1 1 1

N1

dx1

i1

Fig. 6.2. Free body diagram for the
axial forces.

action of the axial load, p1(x1), passes through
a point of coordinates (x2a, x3a). In general,
there is no reason to believe that x2a = x3a =
0, i.e., that the line of action of the applied ax-
ial load passes through the origin of the axis
system, which is selected to coincide with the
centroid of the section. For instance, if the axial
load is the centrifugal force acting on the cross-
section of a spinning beam, this axial load will be applied at the center of mass of
the section, which might not coincide with its centroid.

Similarly, the right portion of fig. 6.3 depicts the transverse loads and bending
moments acting on an infinitesimal slice of the beam, but now focusing on plane
(̄ı1, ı̄3). Summing the forces along axis ı̄3 gives the second transverse equilibrium
equation

dV3

dx1
= −p3(x1), (6.19)

and summing the moments about the centroidal axis ı̄2 leads to

dM2

dx1
− V3 = −q2(x1)− x3ap1(x1), (6.20)

where x3a defines the location at which the axial force p1 acts on the cross-section.
The shear forces, V2 and V3, can be eliminated from the equilibrium equations by

taking a derivative of eqs. (6.20) and (6.18), then introducing eqs. (6.19) and (6.17),
respectively, to yield the equilibrium equations

d2M2

dx2
1

= −p3(x1)− d
dx1

[x3ap1(x1) + q2(x1)], (6.21a)

d2M3

dx2
1

= p2(x1) +
d

dx1
[x2ap1(x1)− q3(x1)]. (6.21b)



6.4 Governing equations 229
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Fig. 6.3. Free body diagram for the transverse shear forces and bending moments. Left figure:
view of the (̄ı1, ı̄2) plane; right figure: view of the (̄ı1, ı̄3) plane;

6.4 Governing equations

The governing equations for the beam transverse displacement field can be formu-
lated as second order differential equations by introducing eqs. (5.6) into the sec-
tional constitutive laws, eqs. (6.12) to find

Hc
23

d2ū2

dx2
1

+ Hc
22

d2ū3

dx2
1

= −M2(x1),

Hc
33

d2ū2

dx2
1

+ Hc
23

d2ū3

dx2
1

= M3(x1).
(6.22)

These differential equations can be used to solve for the beam transverse displace-
ment field when the bending moments, M2(x1) and M3(x1), are known. For iso-
static problems, the bending moment distribution can be expressed in terms of the
externally applied loads based on equilibrium considerations alone.

For hyperstatic problems, another approach is necessary. Fourth order differential
equations are obtained by introducing the sectional constitutive laws, eqs. (6.12),
into the equilibrium equations, eqs. (6.16), (6.21a), and (6.21b), and then using the
definition of the sectional strains, eq. (5.6), to find

d
dx1

[
S

dū1

dx1

]
= −p1, (6.23a)

d2

dx2
1

[
Hc

33

d2ū2

dx2
1

+ Hc
23

d2ū3

dx2
1

]
= p2 +

d
dx1

[x2ap1 − q3], (6.23b)

d2

dx2
1

[
Hc

23

d2ū2

dx2
1

+ Hc
22

d2ū3

dx2
1

]
= p3 +

d
dx1

[x3ap1 + q2]. (6.23c)

These are second and fourth order, ordinary differential equations and their so-
lution requires specification of a number of boundary conditions on ū1, ū2, and ū3.
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Using the beam example shown in fig. 6.1, the boundary conditions at the root of the
beam are purely geometric,

ū1 = ū2 = ū3 = 0,
dū2

dx1
=

dū3

dx1
= 0, (6.24)

which correspond to zero displacements and slopes at the clamped end. At the tip of
the beam, the boundary conditions deal with the applied tip shear and axial loads,
and bending moments

N1 = P1, M3 = Q3 − x2aP1, M2 = Q2 + x3aP1, V2 = P2, V3 = P3. (6.25)

These boundary conditions must now be expressed in terms of the displacement com-
ponents, ū1, ū2, and ū3. Introducing the sectional constitutive laws, eq. (6.12), into
eq. (6.25) and using the definition of the sectional strains, eq. (5.6), yields the bound-
ary conditions expressed in terms of displacements as

S
dū1

dx1
= P1,

Hc
33

d2ū2

dx2
1

+ Hc
23

d2ū3

dx2
1

= Q3 − x2aP1,

Hc
23

d2ū2

dx2
1

+ Hc
22

d2ū3

dx2
1

= −Q2 − x3aP1, (6.26)

− d
dx1

[
Hc

33

d2ū2

dx2
1

+ Hc
23

d2ū3

dx2
1

]
= P2 − [x2ap1 − q3]L,

− d
dx1

[
Hc

23

d2ū2

dx2
1

+ Hc
22

d2ū3

dx2
1

]
= P3 − [x3ap1 + q2]L.

In summary, the governing equations of the problem are in the form of the three
coupled differential equations (6.23a), (6.23b), and (6.23c) for the three sectional dis-
placements ū1, ū2, and ū3. The equations are second order in the axial displacement
ū1, and fourth order in the transverse displacements ū2, and ū3. There are ten asso-
ciated boundary conditions, five at each end of the beam, as specified in eqs (6.24)
and (6.26). Boundary conditions corresponding to various end configurations can be
easily derived, as described in section 5.5.4.

6.5 Decoupling the three-dimensional problem

The governing equations described in the previous section form a set of coupled dif-
ferential equations, and as such, are more difficult to solve than the bending problems
presented in chapter 5. The axial behavior, eq. (6.23a), is decoupled from the bend-
ing behavior governed by eqs. (6.23b) and (6.23c), hence, these two problems can be
handled separately. The bending equations (6.23b) and (6.23c), however, are coupled
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and must be solved simultaneously. Stated in another way, the coupling between the
two bending equations means that loads applied along axis ı̄2 will not only cause
deflection in that direction but can also produce deflection along axis ı̄3.

The theory developed in the previous section requires the axis system to be cen-
troidal, that is that axis ı̄1 passes through the centroid of the cross-section. Although
this choice decouples the axial behavior from bending, if an axial force is not ap-
plied at the centroid, it will contribute to the bending problem: see the terms x2ap1

and x3ap1, in eqs. (6.23b) and (6.23c), respectively. Similar contributions appear in
the boundary conditions.

An important case of axial forces not applied at the centroid is found in air vehi-
cles such as helicopters. The large centrifugal force generated by the rotation of the
blade is an axial force applied at the sectional center of mass, which is, in general,
distinct from its centroid. In such a case, p1(x1) is the distributed centrifugal force
applied on the blade, and (x2a, x3a) the coordinates of the sectional center of mass
in a centroidal axis system. If a non-centroidal axis system is chosen, the resulting
equations are considerably more complicated to solve, and in addition, the results are
harder to understand and interpret.

6.5.1 Definition of the principal axes of bending

The question to be raised in this section is whether the governing equations can
be further simplified by a judicious choice of the orientation of the centroidal axis
system. The coupling between displacement components ū2 and ū3 in eqs. (6.23b)
and (6.23c) arises from the presence of the cross bending stiffness coefficient, Hc

23,
defined in eq. (6.9). This term can be made to vanish by an appropriate choice of the
orientation or rotation of axes ı̄2 and ı̄3, within the plane of the cross-section. The
principal centroidal axes of bending are defined as a set of axes with their origin at
the centroid of the section and for which

Hc
23 =

∫

A
Ex2x3 dA = 0. (6.27)

The actual procedure for determining the orientation of the principal centroidal
axes of bending is described in section 6.6. The result is a new axis system, I∗ =
(̄ı∗2, ı̄

∗
3), that is rotated about the axis of the beam, ı̄1, i.e., leaving the axis of the beam

unchanged, ı̄1 = ı̄∗1. The notation (·)∗ will be used to indicate quantities resolved in
the new reference frame.

In this frame of reference, the constitutive laws for the cross-section, eq. (6.13),
take the following, fully decoupled form

ε̄∗1 =
N∗

1

S∗
, κ∗2 =

M∗
2

Hc∗
22

, κ∗3 =
M∗

3

Hc∗
33

. (6.28)

The corresponding axial stress distribution, eq. (6.3), becomes

σ∗1 = E

[
N∗

1

S∗
+ x∗3

M∗
2

Hc∗
22

− x∗2
M∗

3

Hc∗
33

]
, (6.29)

which is considerably simpler than eq. (6.14).
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6.5.2 Decoupled governing equations

The use of the principal centroidal axis of bending also simplifies the governing
equations of the problem, eqs. (6.23a) to 6.23c, which now decouple into three inde-
pendent equations that describe the axial and bending behaviors of the beam. With
reference to the particular beam configuration illustrated in fig. 6.1, three indepen-
dent problems are now defined.

The axial problem

The axial problem is governed by eq. (6.23a), which now takes on the following form

d
dx∗1

[
S∗

dū∗1
dx∗1

]
= −p∗1. (6.30)

For the problem shown in fig. 6.1, the boundary conditions are as follows: ū∗1 = 0 at
the root of the beam, whereas at its tip, S∗dū∗1/dx∗1 = P ∗1 . This extensional problem
is identical to that discussed in section 5.4. Note that S = S∗ since the axial stiffness
remains unaffected by a rotation of axes ı̄2 and ı̄2 about axis ı̄1.

The first bending problem

The bending problem reduces to two independent equations. The first of these,
eq. (6.23b), takes the following form

d2

dx∗21

[
Hc∗

33

d2ū∗2
dx∗21

]
= p∗2 +

d
dx∗1

[x∗2ap∗1 − q∗3 ], (6.31)

which describes bending in plane (̄ı∗1, ı̄∗2). This differential equation is subject to the
following boundary conditions at the beam’s root ū∗2 = 0 and dū∗2/dx∗1 = 0 and at
its tip,

Hc∗
33

d2ū∗2
dx∗21

= Q∗
3 − x∗2aP ∗1 , − d

dx∗1

[
Hc∗

33

d2ū∗2
dx∗21

]
= P ∗2 − [x∗2ap∗1 − q∗3 ].

The second bending problem

Finally, eq. (6.23c) takes the following form

d2

dx∗21

[
Hc∗

22

d2ū∗3
dx∗21

]
= p∗3 +

d
dx∗1

[x∗3ap∗1 + q∗2 ], (6.32)

which describes bending in plane (̄ı1, ı̄∗3). The differential equation is subject to the
following boundary conditions at the beam’s root ū∗3 = 0 and dū∗3/dx∗1 = 0 and at
its tip,
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Hc∗
22

d2ū∗3
dx∗21

= −Q∗
2 − x∗3aP ∗1 , − d

dx∗1

[
Hc∗

22

d2ū∗3
dx∗21

]
= P ∗3 − [x∗3ap∗1 + q∗2 ].

Note that the two bending problems are identical problems written in the two
orthogonal planes defined by the principal centroidal axes of bending. Each bending
problem is identical to the bending problems discussed in section 5.5. It is clear that
the rotation of the axes to the principal directions takes place about axis ı̄1. Hence,
ı̄∗1 = ı̄1, x∗1 = x1, and ū∗1 = ū1. The notational difference is made to emphasize
the fact that all quantities in the decoupled equations are resolved along the principal
centroidal axes of bending.

6.6 The principal centroidal axes of bending

Consider an arbitrary set of axes, I = (̄ı2, ı̄3),

Centroid i2

i2

*

i3

*

i3

x2

x2

*

x3

* x3

P

a

Fig. 6.4. Rotation of the axes of the
cross-section.

with their origin at the centroid of the section,
as depicted in fig. 6.4. Next, a new set of axes,
I∗ = (̄ı∗2, ı̄

∗
3), is defined by rotating the first set

of axes by an angle α. Let (x2, x3) and (x∗2, x
∗
3)

denote the coordinates of point P resolved in co-
ordinate systems I and I∗, respectively.

Coordinate transformations are discussed in
appendix A.3.4, and the two sets of coordinates,
(x2, x3) and (x∗2, x

∗
3), are related by eq. (A.43).

The centroidal bending stiffnesses in system I∗
can be computed using eq. (6.8) to find

Hc∗
22 =

∫

A
E (−x2 sin α + x3 cos α)2 dA,

Hc∗
33 =

∫

A
E (x2 cosα + x3 sin α)2 dA,

Hc∗
23 =

∫

A
E (x2 cosα + x3 sin α)(−x2 sin α + x3 cos α) dA.

Expanding these expressions, and noting that centroidal axes are being used, gives

Hc∗
22 = Hc

22 cos2 α + Hc
33 sin2 α− 2Hc

23 sin α cos α, (6.33a)

Hc∗
33 = Hc

22 sin2 α + Hc
33 cos2 α + 2Hc

23 sin α cos α, (6.33b)

Hc∗
23 = (Hc

22 −Hc
33) sin α cos α + Hc

23(cos2 α− sin2 α). (6.33c)

With the help of basic double-angle trigonometric identities, these expressions can
be rewritten as



234 6 Three-dimensional beam theory

Hc∗
22 =

Hc
22 + Hc

33

2
+

Hc
22 −Hc

33

2
cos 2α−Hc

23 sin 2α; (6.34a)

Hc∗
33 =

Hc
22 + Hc

33

2
− Hc

22 −Hc
33

2
cos 2α + Hc

23 sin 2α; (6.34b)

Hc∗
23 = +

Hc
22 −Hc

33

2
sin 2α + Hc

23 cos 2α. (6.34c)

Note the very close similarity between these equations, expressing the relation-
ship between bending stiffnesses in two different coordinate system and eqs. (1.49)
expressing the relationship between stress components in two different coordinate
systems, or eqs. (1.94) expressing the relationship between strain components in two
different coordinate systems. This is due to the fact that bending stiffnesses, stress
components, and strain components, all form second order tensors. The components
of second order tensors under an axis rotation all behave in the same manner, as
expressed by eqs. (6.34), (1.49), or (1.94).

By definition (6.27), the principal centroidal axes of bending are such that H∗c
23 =

0. Equation (6.34c) yields the following equation for the orientation of the principal
axes

tan 2α∗ =
2Hc

23

Hc
33 −Hc

22

. (6.35)

This equation presents two solutions, α∗ and α∗ + π/2, corresponding to two mutu-
ally orthogonal principal centroidal axes directions. The maximum bending is found
about one direction, and the minimum about the other. To define these orientations
unequivocally, it is convenient to separately define the sine and cosines of angle 2α∗

as follows
sin 2α∗ =

Hc
23

∆
and cos 2α∗ =

Hc
33 −Hc

22

2∆
, (6.36)

where

∆ =

√(
Hc

33 −Hc
22

2

)2

+ (Hc
23)2. (6.37)

This result is equivalent to eq. (6.35), but it gives a unique solution for α∗ because
both the sine and cosine of the angle are known. The minimum and maximum bend-
ing stiffnesses, denoted Hc∗

22 and Hc∗
33 , respectively, act about the directions α∗ and

α∗ + π/2, respectively. These minimum and maximum bending stiffnesses, called
principal centroidal bending stiffnesses, are evaluated by introducing the orientation
of the principal axes, eq. (6.36), into eqs. (6.34a) and (6.34b), to find

Hc∗
22 =

Hc
33 + Hc

22

2
−∆; Hc∗

33 =
Hc

33 + Hc
22

2
+ ∆. (6.38)

In summary, the orientation of the principal centroidal axes of bending is ob-
tained according to the following procedure.
1. Compute the centroid of the section using the definition, eq. (6.11);
2. Compute the bending stiffnesses in this axis system using eqs. (6.8) and (6.9);
3. Compute the orientation of the principal axes of bending using eq. (6.36);
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4. Compute the principal bending stiffnesses using eq. (6.38).

It is interesting to note that the principal axes of bending are axes about which the
bending stiffnesses are extremal: minimum about ı̄∗2, and maximum about ı̄∗3. Indeed,
the bending stiffness is expressed in terms of α∗ in eq. (6.34a): the minimum value
of Hc∗

22(α∗) occurs when its derivative with respect to α∗ vanishes

dHc∗
22

dα∗
=

Hc
33 −Hc

22

2
2 sin 2α∗ −Hc

23 2 cos 2α∗ = 0. (6.39)

This condition is identical to eq. (6.35). Similarly, the value of α∗ which maximizes
Hc∗

33(α∗) is the same value determined by eq. (6.35). In summary, the principal axes
of bending are such that H∗c

23 vanishes, and the corresponding bending stiffnesses are
extremal.

6.6.1 The bending stiffness ellipse

It is noted in the previous section that
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Fig. 6.5. The bending stiffness ellipse of a
cross-section.

bending stiffnesses, stress components,
and strain components, all form sec-
ond order tensors, and the compo-
nents of second order tensors under an
axis rotation all behave in the same
manner, as expressed by eqs. (6.34),
(1.49), or (1.94). Hence, it should not
come as a surprise that Mohr’s circle
representation of stress components,
as presented in section 1.3.6, or of
strain components, as presented in sec-
tion 1.6.4, can also be used to represent
the bending stiffness components.

Bending stiffness components, however, afford another representation that is
more informative than Mohr’s circle. Figure 6.5 shows the arbitrarily shaped cross-
section of a beam with its principal centroidal axes of bending, ı̄∗2 and ı̄∗3; point C is
located at the centroid of the cross-section. An ellipse, called the bending stiffness el-
lipse, with semi-axes

√
Hc∗

33 and
√

Hc∗
22 is constructed with its center at the centroid

of the section and its axes aligned with the principal centroidal axes of bending.
By construction, the equation of this ellipse is

x∗22

Hc∗
22

+
x∗23

Hc∗
33

= 1. (6.40)

Consider now an arbitrary axis system, I = (̄ı2, ı̄3), where ı̄2 forms an angle α with
respect to axis ı̄∗2. Let point A be located at the intersection of axis ı̄2 with the bending
stiffness ellipse. The coordinates of point A are x∗2 = r cosα and x∗3 = r sin α, where
r is the length of segment CA. Since point A is on the bending stiffness ellipse, it
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follows that eq. (6.40) can be rewritten as r2(cos2 α/Hc∗
33 + sin2 α/Hc∗

22) = 1, and
hence,

r2 =
Hc∗

22Hc∗
33

Hc∗
22 cos2 α + Hc∗

33 sin2 α
=

Hc∗
22Hc∗

33

Hc
22

,

where the last equality results from eq. (6.33a). A fundamental property of an ellipse
is that the product of the lengths of segments TE and CA equals the product of
the lengths of the semi-axes, i.e., r TE =

√
Hc∗

22Hc∗
33 . Introducing the value of r

computed above leads to
TE2 = Hc

22. (6.41)

The interpretation of this result is as follows: the bending stiffness of the
cross-section about an arbitrary axis ı̄2 equals the square of the distance between
this axis and the tangent to the bending stiffness ellipse that is parallel to ı̄2. As axis
ı̄2 rotates around the centroid, the bending stiffness ellipse provides a convenient
visualization of the variation of the bending stiffness about this axis.

6.7 The neutral axis

If the cross-section of the beam is made of a homogeneous material, the axial stress
distribution varies linearly over the cross-section. Indeed, the axial stress distribution
described by eq. (6.14) is the equation of a plane with terms in x2, x3, and an in-
dependent term. The same observation can be made by considering the distribution
of axial stress expressed in principal centroidal axes of bending, see eq. (6.29). If
the material Young’s modulus is a function of position over the cross-section, i.e., if
E = E(x2, x3), as would be the case for a beam made of layered composite material,
the axial stress distribution over the cross-section is no longer linear.

For sections made of homogeneous material, three distinct types of the axial
stress distribution are possible over the cross-section.

1. If the axial force, N1, has a sufficiently large tensile (positive) value, the axial
stress is tensile over the entire cross-section.

2. If the axial force, N1, has a sufficiently large compressive (negative) value, the
axial stress is compressive over the entire cross-section.

3. If the axial force, N1, assumes an intermediate value or vanishes, the axial stress
will vanish along a straight line intersecting the boundaries of the cross-section;
the axial stress will be tensile on one side of this line and compressive on the
other. The locus of zero axial stress is a straight line called the neutral axis.

Figure 6.6 illustrates the concept of the neutral axis, which divides the cross-
section into two regions, one subjected to compressive stresses, the other to tensile
stresses. Along the neutral axis, the axial stress vanishes, while along lines parallel to
the neutral axis, the axial stress is constant. Consequently, axial stresses will increase
or decrease most rapidly when moving along the direction perpendicular to the neu-
tral axis: the maximum axial stress gradient direction is normal to the neutral axis. It
then follows that the extremal values of the axial stress are found at the points of the
cross-section that are at the largest perpendicular distance from the neutral axis, as
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Neutral
axis

Neutral
axis

Tension
(or compression)

Tension
(or compression)

Compression
(or tension)

Compression
(or tension)

i2

i2

i3 i3

b

No axial force presentAxial force is present

Maximum stress
gradient direction

Extremal
stress point

Extremal
stress point

Extremal
stress point

Extremal
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Fig. 6.6. Neutral axis on a cross-section: left portion, axial force is preset, right portion, the
axial force vanishes. Along the red lines, the axial stresses remain constants.

illustrated in fig. 6.6. The neutral axis is an important concept that helps with visual-
izing the axial stress field over a cross-section subjected to axial forces and bending
moments. It also facilitates the determination of the locations of the extremal axial
stresses on the cross-section.

The neutral axis is a straight line, and its equation is readily found by imposing
the vanishing of the axial stress in eq. (6.14) to find

N1

S
+

Hc
33M2 + Hc

23M3

∆H
x3 − Hc

23M2 + Hc
22M3

∆H
x2 = 0. (6.42)

Clearly, this is the equation of a line in the plane of the cross-section for a given axial
force, N1, and bending moments, M2 and M3. The slope of this line is found as

tanβ =
x3

x2
=

Hc
23M2 + Hc

22M3

Hc
33M2 + Hc

23M3
. (6.43)

It is often convenient to work with the principal centroidal axes of bending. In that
case, the equation of the neutral axis is found by imposing the vanishing of the axial
stress in eq. (6.29) to find

N∗
1

S∗
+ x∗3

M∗
2

Hc∗
22

− x∗2
M∗

3

Hc∗
33

= 0. (6.44)

The slope of the neutral axis is simply tanβ∗ = x∗3/x∗2 = (Hc∗
22M∗

3 )/(Hc∗
33M∗

2 ).
As illustrated in fig. 6.6, when the axial force vanishes, the neutral axis passes

through the origin of the axis system, which coincides with the centroid of the sec-
tion.

Example 6.1. Relationship between the bending stiffness ellipse and the neutral
axis
Consider a cross-section of arbitrary shape subjected to a bending moment of mag-
nitude M , as depicted in fig. 6.7. Axes ı̄∗1 and ı̄∗2 are the principal centroidal axes
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of bending of the cross-section and the bending stiffness ellipse, as defined in sec-
tion 6.6.1, has also been drawn on the figure. The bending moment vector is oriented
at an angle γ∗ with axis ı̄∗2. Find the location of the neutral axis and of the maximum
axial stresses in the section.

i2

*

i3

*

A

C

M

Neutral
axis

Extremal
stress point

Extremal
stress point

b
*

g
*

Tangent to
ellipse at A

Tangent to
ellipse at B

B

D

E
F G

Fig. 6.7. Cross-section subjected to a bending moment, M .

Since axes ı̄∗1 and ı̄∗2 are the principal centroidal axes of bending of the
cross-section, the distribution of axial stress is given by eq. (6.29) as σ∗1/E =
x∗3 M∗

2 /Hc∗
22 − x∗2 M∗

3 /Hc∗
33 . Clearly, M∗

2 = M cos γ∗ and M∗
3 = M sin γ∗,

leading to the following distribution of axial stress, σ∗1/E = M(x∗3 cos γ∗/Hc∗
22 −

x∗2 sin γ∗/Hc∗
33). The orientation of the neutral axis is

tanβ∗ =
x∗3
x∗2

=
Hc∗

22

Hc∗
33

tan γ∗.

This result implies that angles γ∗ and β∗ are, in general, not equal. Two notable
exceptions exist: if γ∗ = 0 or π/2, β∗ = 0 or π/2, respectively. Because the selected
axes are principal centroidal axes of bending, γ∗ = 0 or π/2 implies that the bending
moment is applied about one of the principal centroidal axes of bending directions,
and its direction then coincides with that of the neutral axis. The other exception is
when Hc∗

22 = Hc∗
33 , in which case any axis system with its origin at the centroid is a

principal centroidal axis of bending system.
In summary, the direction of the neutral axis coincides with that of the applied

bending moment if and only if the applied bending moment acts about a principal
centroidal axes of bending direction.

The equation of the bending stiffness ellipse is given by eq. (6.40), and it is easy
to show that the equation of the tangent to the ellipse at one of its points, A, with
coordinates (x2A, x3A), is x∗2x2A/Hc∗

33 + x∗3x3A/Hc∗
22 = 1. Now, let points A and

B be the intersections of the normal to the moment vector with the bending stiffness
ellipse, as shown in fig. 6.7. The coordinates of point A become x2A = −AC sin γ∗
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and x3A = AC cos γ∗, and the equation of the tangent to the ellipse at point A
becomes x∗2 sin γ∗/Hc∗

33 +x∗3 cos γ∗/Hc∗
22 = 1/AC. Clearly, the slope of this tangent

is
x∗3
x∗2

=
Hc∗

22

Hc∗
33

tan γ∗.

The slope of this tangent is identical to that of the neutral axis. Hence, the neutral
axis is parallel to the tangent to the bending stiffness ellipse at point A.

The orientation of the neutral axis as the orientation of the applied bending mo-
ment vector changes is now easily visualized. First, let the direction of the applied
bending moment coincide with the principal direction ı̄∗2, i.e., γ∗ = 0. The neutral
axis is parallel to the tangent to the ellipse at points D or E, i.e., it coincides with
axis ı̄∗2. Similarly, if the direction of the applied bending moment coincides with the
principal direction ı̄∗3, the neutral axis coincides again with ı̄∗3. If the bending stiffness
ellipse is very elongated, i.e., if Hc∗

33 À Hc∗
22 , very rapid variations of the orientation

of the neutral axis must be expected because of the very rapid variation of the tangent
to the bending stiffness ellipse about points F or G.

Finally, as explained in section 6.7, the orientation of the neutral axis gives the
direction of the maximum axial stress gradient and the location of the maximum
axial stress in the cross-section, as illustrated in fig. 6.7.

Example 6.2. Maximum bending moments for rectangular section
Consider a solid rectangular section of width b and height h subjected to an axial
force, N1, and bending moments, M2 and M3, as depicted in fig. 6.8. If the material
has a yield strain εy , find the yield envelope for the section. In view of the symmetry
of the cross-section, the axes shown in fig. 6.8 are the principal centroidal axes of
bending.
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C D
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- (| | - | |)ey 1e

M3

^

M2

^

b

h

Neutral
axis

Fig. 6.8. Left figure: neutral axis for a rectangular section. Right figure: yield envelope for the
rectangular section under combined bending moment and axial force.

First, assume that no axial force is applied to the section and that the applied
bending moments give the neutral axis depicted in fig. 6.8. The extremal axial
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stresses will occur at the largest normal distance from the neutral axis, i.e., at the
corners of the section, points B and D. Note that for 0 < β∗ < π/2, points B and D
remain the locations of the extremal stresses. On the other hand, for−π/2 < β∗ < 0,
the extremal axial stresses will occur at the other two corners of the section, points
A and C. Note that β∗ = 0 or β∗ = π/2 are special cases: the extremal stresses
are found along edge AB and CD or BC and DA, respectively. If an axial force
is present, a uniform axial stress is added to the axial stress distribution due to the
bending moments, but this does not affect the location of the extremal axial stresses.
Clearly, yielding will initiate at one of the four corner points A, B, C, or D.

In view of eq. (6.29), the non-dimensional axial stress distribution can be written
as

σ1

E
=

N1

S
+

M2

Hc
22

x3 − M3

Hc
33

x2

=
N1

S
+

hM2

2Hc
22

2x3

h
− bM3

2Hc
33

2x2

b
= ε̄1 + M̄2x̄3 − M̄3x̄2,

where M̄2 = hM2/(2Hc
22) and M̄3 = bM3/(2Hc

33) are the non-dimensional bend-
ing moment, and x̄2 = 2x2/b and x̄3 = 2x3/h the non-dimensional coordinates.

The yield criterion is σ1/E = εy , which must be applied at points A, B, C, and
D, because the extremal stresses occur at those locations. These four yield conditions
are summarized as

|M̄2 − M̄3| = |εy| − |ε̄1|, |M̄2 + M̄3| = |εy| − |ε̄1|.

These conditions correspond to four line segments in the bending moment plane
(M̄2, M̄3) that define the diamond-shaped zone shown in fig. 6.8. The inside of the
diamond corresponds to safe loading conditions, and the material starts to yield for
loading conditions falling on the edges of the diamond. As the axial force and hence,
axial strain increases, the size of the diamond shrinks, which indicates that smaller
bending moments can be applied. When ε̄1 = εy , the material yields under the axial
force alone, and no bending moments can be applied.

6.8 Evaluation of sectional stiffnesses

The determination of the orientation of the principal centroidal axes of bending re-
quires the computation of sectional stiffnesses. This section presents a number of
tools that will ease this task.

6.8.1 The parallel axis theorem

The bending stiffness of a section are sometimes to be computed with respect to two
axis systems that are parallel to each other, but have a different origin, as illustrated
in fig. 6.9. The bending stiffnesses of the section with respect to axes ı̄2 and ı̄c2 will
be denoted H22 and Hc

22, respectively; Hc
22 is called the centroidal bending stiffness.
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The parallel axis theorem relates the distinct bending stiffnesses computed with re-
spect to parallel axes, one of them centroidal. Let d3 be the distance between the
parallel axes, ı̄2 and ı̄c2.

Bending stiffness H22 is given by eq. (6.8) as

H22 =
∫

A
E (d3 + xc

3)
2 dA,

where xc
3 is the coordinate of a point of the section measured in the centroidal system,

(̄ıc2, ı̄
c
3). Expanding this result then leads to

H22 = d2
3

[∫

A
E dA

]
+ 2d3

[∫

A
E xc

3 dA
]

+
[∫

A
E (xc

3)
2 dA

]
.

The first bracketed term is the axial stiffness of the section, S, see eq. (6.5); the
second bracketed term vanishes because axis ı̄c2 is centroidal, see eq. (6.5); finally,
the last bracketed term is the centroidal bending stiffness defined by eq. (6.8). Hence,
the result simplifies to H22 = Sd2

3 + Hc
22. A similar process can be applied to the

bending stiffness H33 and cross bending stiffness H23 to find

H22 = Hc
22 + Sd2

3; H33 = Hc
33 + Sd2

2; (6.45)

and
H23 = Hc

23 + Sd2d3. (6.46)

Because the second term on the right hand side of eqs. (6.45), called the “trans-
port term,” is strictly positive, it follows that H22 > Hc

22 and H33 > Hc
33, that is, the

bending stiffness always increases when moving away from the centroid. In other
words, the minimum bending stiffness is obtained when computed with respect to
the centroid. On the other hand, the second term on the hand side of eq. (6.46) can be
positive or negative: cross bending stiffnesses can increase or decrease when moving
away from the centroid.
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Fig. 6.10. Thin-walled rectangular section.
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6.8.2 Thin-walled sections

Many beam sections involved aerospace structures are thin-walled sections, and this
fact simplifies the evaluation of the bending stiffnesses. Consider the homogeneous,
thin-walled rectangular box beam shown in fig. 6.10. Due to the symmetry of the
section, the axes indicated on the figure are principal centroidal axes of bending. The
inner and outer heights are hi and ho, respectively, whereas the inner and outer width
are bi and bo, respectively. The thickness of the flange, tf , and web, tw, are written
as tf = (ho − hi)/2 and tw = (bo − bi)/2, respectively. The height, h, and width,
b, of the section, as measured from mid-wall lines are now h = (ho + hi)/2 and
b = (bo + bi)/2.

These dimensions are the average height and width of the section. The bending
stiffness of the section with respect to axis ı̄2 can be computed by subtracting the
bending stiffness of the inner rectangular area from that of the outer rectangular area
to find

Hc
22 = E

(
boh

3
o

12
− bih

3
i

12

)
, (6.47)

where E is the material Young’s modulus. This expression can be rewritten in terms
of the average dimensions and wall thicknesses by noting that bo = b + tw, bi =
b− tw, ho = h + tf , and hi = h− tf , to find

Hc
22 =

E

12
[
(b + tw)(h + tf )3 − (b− tw)(h− tf )3

]
. (6.48)

Expanding the cubic power and regrouping terms then yields

Hc
22 =

E

12

{
6bh2tf

[
1 +

1
3

(
tf
h

)2
]

+ 2h3tw

[
1 + 3

(
tf
h

)]}
. (6.49)

If the wall thickness is small, i.e., tf/h ¿ 1, this term is negligible compared to
unity, and the bending stiffness reduces to

Hc
22 ≈ E

[
2
twh3

12
+ 2btf

(
h

2

)2
]

. (6.50)

The first term represents the bending stiffnesses of the left and right webs, computed
with the average height h, whereas the last term gives the contribution of the top and
bottom flanges using their average width b.

To better understand the meanings of these terms, consider the calculation of
Hc

22 directly from the individual components of the section. First, compute bending
stiffness of the left and right webs about their centroids: twh3/12 for each web.
Next the contributions of the flanges are added: (bt3f/12 + btfh2/4) for each flange;
the first term represents the bending stiffness of the flange with respect to its own
centroid, and the second term is the transport term according to the parallel axis
theorem, eq. (6.45). Adding up the contributions of the various components yields
the bending stiffness of the section as
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Hc
22 = E

[
2
twh3

12
+ 2

(
bt3f
12

+ btf

(
h

2

)2
)]

.

If the wall thicknesses satisfy the thin-wall assumption, i.e., tf/h ¿ 1, terms con-
taining higher powers of the wall thickness can be ignored, and the result is identical
to that shown in eq. (6.50) above. A similar reasoning can be used to evaluate the
bending stiffness, Hc

33.

6.8.3 Triangular area equivalence method

Consider the homogeneous triangular area depicted in fig. 6.11. It can be shown that
all area moment calculations can be performed based on lumping the area of the
triangle, A, at three points located at the midpoint of each side of the triangle. In
other words, the triangular area is replaced by three concentrated areas, each of area
A/3, located at the midpoint of each side of the triangle, as illustrated on the figure.
The area moment are evaluated based on these lumped areas to find

I22 =
A
3

3∑

i=1

x2
3i, I33 =

A
3

3∑

i=1

x2
2i, I23 =

A
3

3∑

i=1

x2ix3i. (6.51)
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An important special case is the rectangular area which, as shown in fig. 6.12,
can be decomposed into two triangular areas, each with one-half of the area of the
rectangle. This yields an equivalent lumped model for the rectangle with lumped
areas at the midpoints of each of its sides and a fifth at its center. A very useful
result is obtained by letting the width of the rectangle decrease to a vanishingly small
value while retaining the height and area (in other words, the thin-wall assumption).
This case is shown on the right side of fig. 6.12. Now, the representation collapses
to a one-dimensional line with lumped areas of A/6 at each end and 2A/3 at the
midpoint. This is a particularly useful representation for computing the centroids,
area moments and bending stiffnesses for thin-walled sections.
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6.8.4 Useful results

Thin rectangular strip

The left portion of fig. 6.13 shows a thin rectangular strip of thickness t and height
h where t ¿ h. The centroid of this strip is located at distances d2 and d3 from axes
ı̄3 and ı̄2, respectively. The bending stiffnesses of this strip are approximated as

H22 = E

(
th3

12
+ htd2

3

)
, H33 = E htd2

2, H23 = E htd2d3. (6.52)

These results are obtained by first computing the bending stiffness in the principal
centroidal axes of the thin strip, then using the parallel axis theorem to translate
the bending stiffnesses to the required axis. Terms containing higher powers of the
thickness are neglected.

Rotated thin rectangular strip

Similar results can be obtained for the same rectangular strip rotated of an angle, α,
with respect to the ı̄2 axis shown in the right portion fig. 6.13

H22 = E

(
th3

12
sin2 α + htd2

3

)
, H33 = E

(
th3

12
cos2 α + htd2

2

)
,

H23 = E

(
th3

12
sin α cos α + htd2d3

)
= E

(
th3

24
sin 2α + htd2d3

)
.

(6.53)
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Fig. 6.13. A thin rectangular strip.

Example 6.3. Bending stiffness of a trapezoidal section - Approach 1
Consider the trapezoidal section shown on the left in fig. 6.14. Because axis ı̄2 is an
axis of symmetry of the section, the centroid of the section is located along axis, i.e.,
x3c = 0, and axis ı̄2 is a principal centroidal axis of bending. Using eqs. (6.52) and
(6.53), the centroidal bending stiffness about axis ı̄2 becomes

Hc
22 = E

[
t(2h1)3

12
+

t(2h2)3

12
+ 2

t`3

12
sin2 α + 2t`(

h1 + h2

2
)2

]
, (6.54)
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where ` = [b2 + (h2 − h1)2]1/2 is the length of the upper and lower flanges. The
first two terms represent the contribution of the two webs evaluated with the help of
eq. (6.52), whereas the last two terms give the contribution of the flanges obtained
from eq. (6.53). It is clear that sin α = (h2 − h1)/`, and after simplification, the
bending stiffness becomes

Hc
22 =

2Et

3
[
h3

1 + h3
2 + `(h2

1 + h2
2 + h1h2)

]
. (6.55)

The bending stiffness about axis ı̄3 can be evaluated in a similar fashion. Note
that the location of the centroid, x2c, must be calculated first, because this quantity
is required to evaluated Hc

33.

Example 6.4. Bending stiffness of a trapezoidal section - Approach 2
The problem treated in the previous examples can also be approached using the tri-
angle area equivalence method depicted in the right part of fig. 6.12. Specifically,
each straight segment of the cross-section is represented by three lumped areas lo-
cated at the ends and midpoint of each segment. Figure 6.14 shows the thin-walled
trapezoidal section and its lumped equivalent. Using the lumped areas, it follows that
a calculation of Hc

22 will require areas A1, A2, A3, A5, A6, A7; areas A4 and A8

are at a vanishing distance from axis ı̄2 and hence, do not appear in the computation
of the bending stiffness Hc

22. The other areas are A1 = A7 = 1/6 (2h2t + `t),
A2 = A6 = 2/3 `t and A3 = A5 = 1/6 (2h1t + `t), leading to

Hc
22 = 2E

[
1
6
(2h1t + `t)h2

1 +
2
3
`t(

h1 + h2

2
)2 +

1
6
(2h2t + `t)h2

2

]
,

=
Et

3
[
2h3

1 + 2h3
2 + `(h2

1 + h2
2) + `(h1 + h2)2

]

=
2Et

3
[
h3

1 + h3
2 + `(h2

1 + h2
2 + h1h2)

]
,

which is identical to eq. (6.55).
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Fig. 6.14. Trapezoidal thin-walled section and lumped representation.
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Example 6.5. Principal centroidal axes of an “L” shaped section
Consider the thin-walled, “L” shaped cross-section of a beam made of a homoge-
neous material of Young modulus E, as shown in fig. 6.15. Let b = 0.25 m , h = 0.1
m, and t = 2.3 mm. For convenience, a set of axes (̄ı2, ı̄3) is defined, which is aligned
with the flanges and has its origin at their intersection, point A; clearly, this axis sys-
tem is not centroidal. The axial stiffness of the section is S = Et(b + h) and the lo-
cation of the centroid is then computed using eqs. (6.11), to find x2c = b2/[2(b+h)]
and x3c = h2/[2(b + h)]. A set of centroidal axes (̄ıc2, ı̄

c
3) parallel to the flanges are

shown in fig. 6.15.
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Fig. 6.15. Thin-walled, L shaped cross-section.

Next, the centroidal bending stiffnesses are computed with the help of the parallel
axis theorem, eq. (6.45), as

Hc
22 = E

[
th3

12
+ ht

(
h

2
− x3c

)2

+ bt x2
3c

]
=

Eth3

3

[
1− 3h

4(b + h)

]
,

and

Hc
33 = E

[
tb3

12
+ bt

(
b

2
− x2c

)2

+ ht x2
2c

]
=

Etb3

3

[
1− 3b

4(b + h)

]
.

Although the centroidal axes (̄ıc2, ı̄
c
3) are convenient to use because they are par-

allel to the flanges, they are not principal axes. Indeed, the cross bending stiffness,
computed based on the parallel axis theorem, eq. (6.46), is

Hc
23 = Eth x2c

[
−

(
h

2
− x3c

)]
+ Etb

[
−

(
b

2
− x2c

)]
x3c = − Etb2h2

4(b + h)
.

Using the numbers given above, the bending stiffnesses are evaluated as

Hc
22

E
= 0.655× 10−6m4,

Hc
33

E
= 6.04× 10−6m4,

Hc
23

E
= −1.12× 10−6m4.

The orientation of the principal centroidal axes then follows from eqs. (6.36)

sin 2α∗ =
Hc

23

∆
= −0.3826; cos 2α∗ =

Hc
33 −Hc

22

2∆
= 0.9239. (6.56)
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where ∆/E =
√

(Hc
33 −Hc

22)2/4 + (Hc
23)2 = 2.917 × 10−6 m4. Angle 2α∗ is in

the fourth quadrant, and hence, α∗ = −11.25 deg. Finally, the principal centroidal
bending stiffness are evaluated based on eq. (6.38) to find Hc∗

22/E = 432.8 × 10−9

m4 and Hc∗
33/E = 5.940× 10−6 m4. The bending stiffness is minimum with respect

to axis ı̄∗c2 and maximum with respect to axis ı̄∗c3 .

6.8.5 Problems

Problem 6.1. Various questions on three-dimensional beam theory
(1) For a particular cross-section, the centroidal bending stiffnesses have been computed as
Hc

22, Hc
33, and Hc

23. Next, the bending stiffnesses are computed about a set of parallel axes
with their origin at an arbitrary point D and found to be Hd

22, Hd
33, and Hd

23. Is it possible to
find a point D such that Hd

22 < Hc
22? Why? (2) For a particular cross-section, the centroidal

bending stiffnesses have been computed as Hc
22, Hc

33, and Hc
23. Next, the bending stiffnesses

are computed about a set of parallel axes with their origin at an arbitrary point D and found
to be Hd

22, Hd
33, and Hd

23. Is it possible to find a point D such that Hd
23 < Hc

23? Why? (3)
Consider a uniform cantilevered beam subjected to a uniform transverse loading distribution
p0n̄, where n̄ is a unit vector perpendicular to the axis of the beam, ı̄1. Under what condition
will the transverse deflection of the beam be oriented in the direction of n̄? (4) For a particular
cross-section, the principal centroidal bending stiffnesses have been computed as Hc∗

22 and
Hc∗

33 , Hc∗
22 ≤ Hc∗

33 . Next, the bending stiffnesses are computed about a set of non-principal
axes, ı̄2, ı̄3 where axis ı̄2 is at an arbitrary angle α with respect to ı̄∗2, and found to be Hc

22,
Hc

33, and Hc
23. Is it possible to find an angle α such that Hc

22 < Hc∗
22 . Why? (5) A uniform

cantilevered beam is subjected to a tip axial force. The beam is made of a homogeneous
material. Under what condition will the strain distribution over the cross-section be uniform?

Problem 6.2. Axial stresses in a circular cross-section
Consider a solid circular section of radius R subjected to an axial force, N1, and bending
moments, M2 and M3. If the material has a yield strain εy , find the yield envelope for the
section.

Problem 6.3. Three-dimensional bema theory
In section 5.6, the governing equations for a beam subjected to combined axial and trans-
verse loads were developed. The origin of the axis system was located at an arbitrary point,
i.e., it was not coincident with the centroid of the cross-section. (1) Generalize the displace-
ment field given by eq. (5.73) to accommodate general, three-dimensional deformations. (2)
Find the corresponding strain field. (3) Develop the sectional constitutive laws. (4) Derive the
equilibrium equations of the problem. (5) For the problem depicted in fig. 6.1, provide the
governing equations and associated boundary conditions. (6) Clearly defined all the sectional
stiffness coefficients appearing in your developments.

Problem 6.4. Principal axes of bending of a “Z” section
A beam made of a homogeneous material features the “Z” cross-section depicted in fig. 6.16.
(1) Find the location of the centroid. (2) Find the bending stiffnesses in a coordinate system
parallel to that shown on the figure, but with its origin at the centroid. (3) Find the orientation
of the principal axes of bending. (4) Find the principal centroidal bending stiffnesses, Hc∗

22 ,
Hc∗

33 . Use a/t = 10.
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Fig. 6.16. “Z” shaped cross-section of a
beam.
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Fig. 6.17. Thin rectangular cross-section.

Problem 6.5. Neutral axis of a “Z” section
A beam made of a homogeneous material features the “Z” cross-section depicted in fig. 6.16.
If a bending moment M2 is applied to the section, find the equation of the neutral axis.

Problem 6.6. Stresses in a thin-walled rectangular cross-section
A beam made of a homogeneous material features the thin-walled rectangular cross-section
depicted in fig. 6.17, with h/t = 12. A bending moment M is applied to the section and its
axis is oriented at an angle γ with respect to axis ı̄2. (1) Compute the axial stresses at points
A and B. (2) On one graph, plot the non-dimensional stresses at points A and B, denoted
σ

(A)
1 (γ)/σ

(A)
1 (γ = 0) and σ

(B)
1 (γ)/σ

(B)
1 (γ = 0), respectively, for γ ∈ [0, π/2]. (3) Let

σy be the yield stress for the material. Plot the non-dimensional maximum bending moment
the section can carry, 6Mmax/(th2σy), as a function of γ ∈ [−π/2, π/2]. Comment on your
results.

6.9 Summary of three-dimensional beam theory

Solving a three-dimensional beam problem involves determining the three compo-
nents of displacement field of the beam, ū1(x1), ū2(x1), and ū3(x1) and the axial
stress distribution, σ1(x1, x2, x3), over the cross-section.

A solution for the displacement field can be developed by following either of two
equivalent approaches described below.

2 Deflection calculation: approach 1
1. Compute the location of the centroid using eq. (6.11).
2. Select a set of axes I = (̄ı1, ı̄2, ı̄3), for which the ı̄1 axis lies along the sec-

tional centroids and project all applied loads along these axes.
3. Compute the sectional stiffness coefficients eqs. (6.5), (6.8), and (6.9).
4. Solve the axial problem (6.23a) and the two coupled bending differential

equations (6.23b) to 6.23c, subjected to the boundary conditions (6.24) and
(6.26).

2 Deflection calculation: approach 2
1. Compute the location of the centroid using eq. (6.11).
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2. Compute the orientation of the principal centroidal axes of bending I∗ =
(̄ı∗1, ı̄

∗
2, ı̄

∗
3), and the principal bending stiffnesses according to the procedure

described in section 6.6.
3. Project all applied load along the principal centroidal axes of bending.
4. Solve the axial problem (6.30) and two uncoupled bending problems (6.31)

and (6.32), subjected to the appropriate boundary conditions.

The two approaches will give identical results. The unknowns of the problem in
the first approach are the displacement components ū1, ū2, and ū3 along an arbitrary
set of centroidal axes, whereas the displacement components ū∗1, ū∗2, and ū∗3 along
the principal centroidal axes of bending are the unknown of the second approach. The
solution of the axial and two coupled differential equations of the first approach is,
in general, quite difficult to obtain. In the second approach, additional work, namely
the computation of the principal axes of bending orientation, is initially required. The
solution phase then reduces to solving three decoupled differential equations.

Once the axial force and bending moment distributions are evaluated, the axial
stress distribution is easily obtained. It is also possible to carry out the stress cal-
culation using either the original centroidal axes or the principal centroidal axes of
bending.

2 Axial stress calculation: approach 1
1. Compute the location of the centroid using eq. (6.11).
2. Select an axis system set of axes I = (̄ı1, ı̄2, ı̄3), for which the ı̄1 axis lies

along the section centroids and project all applied loads along these axes.
3. Compute the sectional stiffness coefficients eqs. (6.5), (6.8), and (6.9).
4. Determine the bending moments, M2(x1) and M3(x1), at a particular axial

location, x1, and use either eq. (6.15) or (6.14) to compute the axial stress,
σ1 at any location on the cross-section.

2 Axial stress calculation: approach 2
1. Compute the location of the centroid using eq. (6.11).
2. Compute the orientation of the principal centroidal axes of bending I∗ =

(̄ı∗1, ı̄
∗
2, ı̄

∗
3), and the principal bending stiffnesses according to the procedure

described in section 6.6.
3. Project all applied load along the principal centroidal axes of bending.
4. Determine the bending moments, M∗

2 (x1) and M∗
3 (x1), at a particular axial

location, x1, and use eq. (6.29) to compute the axial stress, σ1 at any location
on the cross-section.

If the geometry of the cross-section is more easily expressed in axis system I,
approach 1will be more expeditious.

To demonstrate the use of these approaches for three-dimensional beams, a sim-
ple problem will be solved using both approaches, and the results will be shown to
be identical.

Example 6.6. Bending of a Z section - Approach 1
Consider a thin-walled cantilevered beam subjected to a uniform transverse load, p0,
as depicted in fig. 6.18. The beam is clamped at the root and is unrestrained at the
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tip. The beam is thin walled, i.e., t/a ¿ 1, and its “Z” shaped cross-section is made
of a homogeneous material with a Young’s modulus E. In approach 1, the solution
will be developed in the axes aligned with the cross-section.

i3

i3

i2

i1

i2

p0

2a t

a

AB
a

Fig. 6.18. Thin-walled cantilevered beam under a uniform transverse load.

Displacement calculations

A centroidal axis system is used with axis ı̄3 aligned vertically as shown in fig. 6.18.
This axis system makes it easy to locate different points on the cross-section. The first
step is to compute the location of the centroid using eq. (6.11). Since the material is
homogeneous, the location of the centroid is identical to that of the center of mass of
the section and is located on the vertical web, midway between the upper and lower
flanges. Axis system I = (̄ı1, ı̄2, ı̄3) is located at the centroid, as shown in fig. 6.18.
The next step is to compute the various sectional stiffnesses. The axial stiffness is
computed first using eq. (6.5) to find S = E [at + 2at + at] = 4atE. The bending
stiffnesses are computed from eq. (6.8)

Hc
22 = E

[(
at3

12
+ at a2

)
+

t(2a)3

12
+

(
at3

12
+ at a2

)]
≈ 8a3tE

3
;

Hc
33 = E

[(
ta3

12
+ at

a2

4

)
+

2a(t)3

12
+

(
ta3

12
+ at

a2

4

)]
≈ 2a3tE

3
,

where the thin wall approximation, t/a ¿ 1, is used to simplify the results. Finally,
the cross bending stiffness is obtained from eq. (6.9),
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Hc
23 = E

[
at

(
−a

2

)
(−a) + 2at(0)(0) + at

(a

2

)
(a)

]
= a3tE.

Although the selected centroidal axis system conveniently describes the geometry
of the problem, it does not coincide with the principal axes of bending, which are
characterized by a vanishing cross bending stiffness.

The fourth step of this approach is the solution of the governing equations. The
axial and two bending governing equations can be written as

S
d2ū1

dx2
1

= 0, Hc
33

d4ū2

dx4
1

+ Hc
23

d4ū3

dx4
1

= 0, Hc
23

d4ū2

dx4
1

+ Hc
22

d4ū3

dx4
1

= p0.

The boundary conditions at the root are purely geometric and are given by eqs. (6.24),
which specify that the axial displacement and the transverse displacements and
slopes must all vanish.

The boundary conditions at the tip are a bit more complicated. Since no axial
force is applied, the axial boundary condition at the tip requires N1 = 0 or N1 =
Sdū1/dx1 = 0, which implies dū1/dx1 = 0 at x1 = L. Similarly, at the tip of the
beam, the two bending moments must vanish, M2(L) = M3(L) = 0, and hence

[
Hc

23

d2ū2

dx2
1

+ Hc
22

d2ū3

dx2
1

]

x1=L

=
[
Hc

33

d2ū2

dx2
1

+ Hc
23

d2ū3

dx2
1

]

x1=L

= 0.

Finally, the shear forces must also vanish at the beam’s tip, V2(L) = V3(L) = 0,
leading to

[
−Hc

33

d3ū2

dx3
1

−Hc
23

d3ū3

dx3
1

]

x1=L

=
[
Hc

23

d3ū2

dx3
1

+ Hc
22

d3ū3

dx3
1

]

x1=L

= 0.

The axial equation is decoupled from the two bending equations. Its solution for
homogeneous boundary conditions is the trivial solution, ū1 = 0, which means that
there is no axial displacement of the beam’s centroid.

The two bending equations are coupled, but a simple algebraic manipulation
yields two uncoupled equations for this problem

d4ū2

dx4
1

= − Hc
23p0

Hc
22H

c
33 −Hc

23H
c
23

= − 9p0

7a3tE
,

d4ū3

dx4
1

=
Hc

33p0

Hc
22H

c
33 −Hc

23H
c
23

=
6p0

7a3tE
.

The boundary conditions can be decoupled in a similar manner to yield ū2 =
dū2/dx1 = 0 and ū3 = dū3/dx1 = 0, at x1 = 0 and dū2

2/dx2
1 = dū3

2/dx3
1 = 0

and dū2
3/dx2

1 = dū3
3/dx3

1 = 0 at x1 = L. Solving these two decoupled, fourth order
differential equations gives the solution of the problem

ū2(x1) = − 3p0L
4

56a3tE

(
η4 − 4η3 + 6η2

)
, (6.57)
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ū3(x1) =
p0L

4

28a3tE

(
η4 − 4η3 + 6η2

)
, (6.58)

where η = x1/L is the non-dimensional variable along the beam’s span. The dis-
placements at the tip of the beam are ūtip

2 = −9/56 p0L
4/(a3tE) and ūtip

3 =
6/56 p0L

4/(a3tE).

Bending stress calculation

The axial stress due to bending, σ1, can be computed from eqs. (6.14) or (6.15), but
eq. (6.14) is preferable because the coordinates of a point on the section, (x2, x3),
explicitly appear in this equation. For this problem, the stress resultants are obtained
from equilibrium considerations as M2 = p0L

2(1 − η)2/2, N1 = 0 and M3 = 0,
and hence,

σ1(η, x2, x3) =
E

Hc
22H

c
33 −Hc

23H
c
23

[−x2H
c
23M2(η) + x3H

c
33M2(η)]

=
9E

7(a3tE)2

[
−x2(a3tE) + x3

(
2
3
a3tE

)]
M2(η)

=
3

7a3t
(−3x2 + 2x3)

p0L
2

2
(1− η)2.

A number of conclusions can be drawn from this result.

1. Axial stresses vary along the span of the beam because they depend on η.
Stresses are maximum where M2(η) is a maximum, i.e., at the root of the beam.

2. For this loading case, it is possible to define the neutral axis of the section. Set-
ting σ1 = 0, yields the equation for the neutral axis: −3x2 + 2x3 = 0. The
neutral axis is a line in the plane of the cross-section that makes a 56◦ angle with
axis ı̄2. Axial stresses are positive on one side of this axis and negative on the
other.

3. Axial stresses vary over the cross-section of the beam, i.e., they depend on x2

and x3. At any given span-wise location, extremum axial stresses are found in
non-dimensional form at points A (x2 = a, x3 = a) or B (x2 = 0, x3 = a), see
fig. 6.18:

σ
(A)
1 a2t

M2(x1)
= −3

7
,

σ
(B)
1 a2t

M2(x1)
=

6
7
.

The maximum magnitude is found at point B.

Example 6.7. Bending of a Z section - approach 2
In this example, the same problem treated in the previous example will be solved in
the principal axes.
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Displacement calculation

The first step of this second approach is once again the computation of the location of
the centroid using eq. (6.11); it is located on the web, midway between the flanges.
The next step is computation of the orientation of the principal centroidal axes of
bending. Equation (6.36) yields

sin 2α∗ =
a3tE

a3tE
√

2
=

1√
2
, cos 2α∗ = − a3tE

a3tE
√

2
= − 1√

2
.

Thus, the principal axis of bending ı̄∗2 is oriented at an angle α∗ = 67.5◦ with respect
to axis ı̄2, as shown in fig. 6.19. The principal centroidal bending stiffnesses are found
from eq. (6.38)

Hc∗
22 =

5a3tE

3
− a3tE

√
2 =

(
5
3
−
√

2
)

a3tE, Hc∗
33 =

(
5
3

+
√

2
)

a3tE.

i   u3 3,

i    u3 3

* *
,

i   u2 2,

i    u2 2

*
,
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p sin 67.5
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p cos 67.5
3

0

*

o

a*=67.5
o

a*

Fig. 6.19. The principal axes of bending for the thin walled section.

The applied load is now projected along the directions of the principal axes of
bending to find

p∗2 = p0 sin 67.5◦, p∗3 = p0 cos 67.5◦.

The last step consists of the solution of three independent problems. As in the first
approach, the extensional problem yields ū∗1 = 0. The two decoupled bending prob-
lems are

Hc∗
33

d4ū∗2
dx∗41

= p0 sin 67.5◦, Hc∗
22

d4ū∗3
dx∗41

= p0 cos 67.5◦.

subjected to the following boundary conditions at the root ū∗2 = dū∗2/dx∗1 = 0,
ū∗3 = dū∗3/dx∗1 = 0 and at the tip d2ū∗2/dx∗21 = d3ū∗2/dx∗31 = 0, d2ū∗3/dx∗21 =
d3ū∗3/dx∗31 = 0. The solution of these two decoupled equations is:

ū∗2(η) =
p0 sin 67.5◦

Hc∗
33

L4

24
(
η4 − 4η3 + 6η2

)
, (6.59)

ū∗3(η) =
p0 cos 67.5◦

Hc∗
22

L4

24
(
η4 − 4η3 + 6η2

)
. (6.60)
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The corresponding non-dimensional deflections at the tip of the beam become

ū∗2tipa3tE

p0L4
=

sin 67.5◦

8(5/3 +
√

2)
= 0.0375,

ū∗3tipa3tE

p0L4
=

cos 67.5◦

8(5/3−√2)
= 0.1895.

To compare the results obtained with approaches 1 and 2, their respective predic-
tions must be expressed in the same axis system. Displacement components ū2 and
ū3 obtained with approach 1 and given by eqs. (6.57) and (6.58), respectively, are
the displacement components of along axes ı̄2 and ı̄3, respectively, whereas the dis-
placements components ū∗2 and ū∗3 obtained with approach 2 and given by eqs. (6.59)
and (6.60), respectively, are the displacement components along the principal cen-
troidal axes of bending ı̄∗2 and ı̄∗3, respectively. These two results describe identical
displacements of the beam. Indeed, fig. 6.19 shows that the two sets of displacement
are related through the following transformations: ū∗2 = ū2 cos 67.5◦ + ū3 sin 67.5◦

and ū∗3 = −ū2 sin 67.5◦ + ū3 cos 67.5◦. Using these equations to compute the non-
dimensional tip displacements yields

ū∗2tipa3tE

p0L4
=

(
− 9

56
cos 67.5◦ +

3
28

sin 67.5◦
)

= 0.0375,

ū∗3tipa3tE

p0L4
=

(
9
56

sin 67.5◦ +
3
28

cos 67.5◦
)

= 0.1895,

which agree exactly with the above results.

Bending stress calculation

The axial stress due to bending, σ∗1 , is now computed using eq. (6.29) where N∗
1 = 0.

The bending moment components, M∗
2 and M∗

3 , about axes ı̄∗2 an ı̄∗2, respectively,
are related to their counterparts, M2 and M3, about axes ı̄2 and ı̄3, respectively,
as M∗

2 (η) = M2(η) cos 67.5◦ and M∗
3 (η) = −M2(η) sin 67.5◦. The axial stress

distribution becomes

σ∗1at3

M2
= x∗3

cos 67.5◦

(5/3−√2)
+ x∗2

sin 67.5◦

(5/3 +
√

2)
.

To reconcile these results with those obtained with approach 1, it is necessary
to perform a coordinate transformation between the coordinate x∗2 and x∗3 of a point
on the cross-section expressed in the principal centroidal axes of bending, I∗ =
(̄ı∗2, ı̄

∗
3), to the counterparts in coordinate system I = (̄ı2, ı̄3): x∗2 = x2 cos 67.5◦ +

x3 sin 67.5◦ and x∗3 = −x2 sin 67.5◦ + x3 cos 67.5◦.
For instance, at point A, x2 = a, x3 = a, and the axial stress becomes

σ∗A1 a2t

M2(η)
=

[
(cos 67.5◦ + sin 67.5◦) sin 67.5◦

5/3 +
√

2

+
(− sin 67.5◦ + cos 67.5◦) cos 67.5◦

5/3−√2

]
= −0.43.
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Similarly, at point B, x2 = 0, x3 = a, and the axial stress follows as

σ∗B1 a2t

M2
=

sin2 67.5◦

5/3 +
√

2
+

cos2 67.5◦

5/3−√2
= 0.86.

As expected, these results are identical to those obtained using approach 1.

6.9.1 Discussion of the results

Although the applied load acts in the ı̄3 direction only, the beam displaces along
both axes ı̄3 and ı̄2. In fact, the tip displacement component along axis ı̄2 is larger
than that along axis ı̄3. This is due to the fact that bending in planes (̄ı1, ı̄2) and
(̄ı1, ı̄3) is coupled, as expressed by the coupled governing equations (6.23a), (6.23b),
and (6.23c).

This behavior is more easily understood when considering the results of the sec-
ond approach expressed in the principal centroidal axes of bending. Indeed, the bend-
ing behavior of the beam along the principal axes of bending is decoupled. This
means that load p∗2, applied along axis ı̄∗2, produces a displacement along axis ı̄∗2
only. Similarly, load p∗3, applied along axis ı̄∗3, produces a displacement along axis
ı̄∗3 only. The displacement along axis ı̄∗2 is fairly small because the bending stiffness,
Hc∗

33 , that characterizes bending about axis ı̄∗3 is maximum. On the other hand, the
displacement along axis ı̄∗3 is large because the bending stiffness, Hc∗

22 , that char-
acterizes bending about axis ı̄∗2 is minimum. The resulting displacement, ū∗3, when
resolved along the axes ı̄2 and ı̄3, has the expected upward component, together with
a leftward component. This explains the negative sign of the ū2 in eq. (6.57).

6.10 Problems

Problem 6.7. Sectional bending stiffness
Consider the solid cross-section depicted in fig. 6.20. (1) Determine the location of the cen-
troidal of the section. (2) Compute the sectional centroidal bending stiffnesses. (3) Determine
the orientation of the principal centroidal axes of bending. (4) Compute the principal centroidal
bending stiffnesses.

Problem 6.8. Beam with and “L” shaped cross-section
The “L” shaped cross-section beam shown in fig. 6.21 is subjected to a bending moment of
magnitude Mb, which is acting in the direction indicated in the figure. Create and use a spread-
sheet to accomplish the following tasks. Make your spreadsheet general so that different di-
mensions can be entered into the spreadsheet along with different values for the load and its
orientation. The spreadsheet outputs should be in clearly labeled cells. (1) Determine the cen-
troid location. (2) Determine the axial and bending stiffnesses in the centroidal axis system
Ic = (̄ıc2, ı̄

c
3) indicated on the figure. (3) Using this axis system, compute the orientation of

the neutral axis and compute magnitude and location of the maximum axial stress, |σmax
1 |. (4)

Find the orientation of the principal centroidal axes of bending, Ic∗ = (̄ıc∗2 , ı̄c∗3 ). (5) Using
these axes, determine the magnitude and location of the maximum axial stress. Verify that this
is the same result as in step 3. Use the following data: h = 150 mm, b = 100 mm, th = 10
mm, tb = 14 mm, θ = 30 degrees, and Mb = 10 kN·m.
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Fig. 6.21. “L” shaped cross-section.

Problem 6.9. Beam with “C” shaped cross-section
The “C” shaped cross-section beam shown in fig. 6.22 is subjected to a bending moment
of magnitude Mb, which is acting in the direction indicated in the figure. Create and use a
spreadsheet to accomplish the following tasks. Make your spreadsheet general so that different
dimensions can be entered into the spreadsheet along with different values for the load and
its orientation. The spreadsheet outputs should be in clearly labeled cells. (1) Determine the
centroid location. (2) Determine the axial and bending stiffnesses in the centroidal axis system
Ic = (̄ıc2, ı̄

c
3) indicated on the figure. (3) Using this axis system, compute the orientation of

the neutral axis and compute magnitude and location of the maximum axial stress, |σmax
1 |. (4)

Find the orientation of the principal centroidal axes of bending, Ic∗ = (̄ıc∗2 , ı̄c∗3 ). (5) Using
these axes, determine the magnitude and location of the maximum axial stress. Verify that this
is the same result as in step 3. Use the following data: ta = 15 mm, tb = 30 mm, ba = 30
mm, bb = 40 mm, tw = 20 mm, and h = 100 mm, θ = −45 degrees, and Mb = 20 kN·m.
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Fig. 6.22. “C” shaped cross-section.
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Fig. 6.23. “Z” shaped cross-section.

Problem 6.10. Beam with “Z” section
The “Z” shaped cross-section beam shown in fig. 6.23 is subjected to a bending moment
of magnitude Mb, which is acting in the direction indicated in the figure. Create and use a
spreadsheet to accomplish the following tasks. Make your spreadsheet general so that different
dimensions can be entered into the spreadsheet along with different values for the load and
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its orientation. The spreadsheet outputs should be in clearly labeled cells. (1) Determine the
centroid location. (2) Determine the axial and bending stiffnesses in the centroidal axis system
Ic = (̄ıc2, ı̄

c
3) indicated on the figure. (3) Using this axis system, compute the orientation of

the neutral axis and compute magnitude and location of the maximum axial stress, |σmax
1 |. (4)

Find the orientation of the principal centroidal axes of bending, Ic∗ = (̄ıc∗2 , ı̄c∗3 ). (5) Using
these axes, determine the magnitude and location of the maximum axial stress. Verify that this
is the same result as in step 3. Use the following data: h = 95 mm, ba = 30 mm, bb = 50
mm, tw = 20 mm, ta = 15 mm, and tb = 30 mm, θ = −45 degrees, and Mb = 10 kN·m.

Problem 6.11. Thin-walled “L” section
Consider the thin-walled, “L” shaped cross-section of a beam as shown in fig. 6.15. Let b =
0.25 m , h = 0.1 m, and t = 2.5 mm. (1) Find the location of the centroid of the section. (2)
Find the orientation of the principal centroidal axes of bending.

Problem 6.12. Beam with “T” shaped cross-section
The “T” shaped cross-section beam shown in fig. 6.24 is subjected to a bending moment
of magnitude Mb, which is acting in the direction indicated in the figure. Create and use a
spreadsheet to accomplish the following tasks. Make your spreadsheet general so that different
dimensions can be entered into the spreadsheet along with different values for the load and
its orientation. The spreadsheet outputs should be in clearly labeled cells. (1) Determine the
centroid location. (2) Determine the axial and bending stiffnesses in the centroidal axis system
Ic = (̄ıc2, ı̄

c
3) indicated on the figure. (3) Using this axis system, compute the orientation of

the neutral axis and compute magnitude and location of the maximum axial stress, |σmax
1 |. (4)

Find the orientation of the principal centroidal axes of bending, Ic∗ = (̄ıc∗2 , ı̄c∗3 ). (5) Using
these axes, determine the magnitude and location of the maximum axial stress. Verify that this
is the same result as in step 3. Use the following data: h = 140 mm, b = 120 mm, th = 12
mm, tb = 10 mm, and a = 15 mm, θ = −45 degrees, and Mb = 10 kN·m.
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Fig. 6.24. “T” shaped cross-section.
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Problem 6.13. Thin-walled “Z” section
A beam is made of a homogeneous material of Young’s modulus, E, and has the unsymmet-
ric, thin-walled cross-section shown in fig 6.25. (1) Compute the centroidal stiffnesses in the
coordinate system indicated on the figure. (2) Compute the orientation of the neutral axis for
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the loading case where M2 6= 0, M3 = 0. (3) Using the orientation of the neutral axis, deter-
mine the points on the section where the bending stress will have the maximum positive and
negative values.

Problem 6.14. Thin-walled inverted “V” section
A thin-walled beam of length L and with cross-section shown in fig. 6.26 is simply supported
at both ends and carries a distributed loading, p0, acting upwards. (1) Find the maximum
direct stress due to bending and where it acts. (2) Sketch the distribution of axial stress on the
cross-section of the beam where the maximum bending stress acts.
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Fig. 6.26. Inverted “V” shaped cross-section.
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Fig. 6.27. BoxZ shaped cross-section.

Problem 6.15. Thin-walled cantilever beam with Box-Z section
A thin-walled cantilevered beam of length L and elastic modulus E is constructed with a cross-
section shown in fig. 6.27. A vertical load P is applied at the tip of the beam. (1) Determine the
axial stress acting at the root of the cantilever at point A and B. (2) Determine the deflection
of the tip using the given centroidal axes. (3) Determine the tip deflection using the principal
axes of bending, and show that they are equivalent to the results obtained in (2). Hint: this
is a numerically tedious problem, and use of a spreadsheet or computer program can be very
effective.

Problem 6.16. Cantilevered beam with a “T” shaped cross-section
Consider the cantilevered beam of length L with a thin-walled “T” cross-section as depicted
in fig. 6.28. A tip axial load P acts at the left edge of the top flange. A transverse tip load R
acts in the plane of the tip cross-section in the direction indicated on the figure. (1) Find the
principal centroidal axes of bending, ı̄∗1, ı̄∗2 and ı̄∗3, of the cross-section. (2) Write the three
uncoupled equations governing this problem and the corresponding boundary conditions. (3)
Compute all the stiffness constants appearing in the equations, but do not solve the problem.

Problem 6.17. Cantilevered beam with “Z” shaped cross-section
Figure 6.29 depicts a cantilevered beam with a thin-walled “Z” shaped cross-section subjected
to an axial load P applied at point A located at the lower left corner of the cross-section. (1)
Determine the location of centroid of the section and locate the axis system at this point (with
axis ı̄3 parallel to the web). (2) Determine the bending stiffnesses Hc

22, Hc
33, and Hc

23 for
the centroidal axis system. (3) Determine the orientation of the principal axes of bending, ı̄∗2
and ı̄∗3, and the principal centroidal bending stiffnesses Hc∗

22 , Hc∗
33 . (4) Solve this problem in

the centroidal coordinate system to determine the lateral displacements of the cross-section,
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Fig. 6.28. Cantilevered beam with “T”
shaped section under tip axial loads.
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Fig. 6.29. Cantilevered beam with “Z”
shaped section under tip axial load.

ū2(x1) and ū3(x1). (5) Solve this problem in the coordinate system defined by the principal
axes of bending to determine the lateral displacements, ū∗2(x1) and ū∗3(x1). (6) Show that the
two above solutions are identical. (7) Find the two components of displacement at the point of
application of the load P which can be in non-dimensional terms as Ebū2/P and Ebū3/P ,
respectively. (8) Find the axial stress distribution at the root of the beam. Plot this distribution
along the web and flanges. Where does the maximum axial stress occur? Express this as a
non-dimensional stress b2σ1/P . Use the following data: L = 10b, h = 2b and t = b/10.

Problem 6.18. Cantilevered beam with a “U” shaped cross-section
Consider the cantilevered beam of length L with a thin-walled “U” shaped cross-section as
depicted in fig. 6.30. A tip axial load, P , acts at the lower right corner of the section. Two
transverse tip loads, both of magnitude R, act down in the plane of the tip cross-section. (1)
Find the principal centroidal axes of bending, ı̄∗1, ı̄∗2 and ı̄∗3, of the cross-section. (2) Write
the three uncoupled equations governing this problem and the corresponding boundary condi-
tions. (3) Compute all the stiffness constants appearing in the equations, but do not solve the
problem.
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Fig. 6.30. Cantilevered beam with “U” shaped section under tip axial loads.
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Torsion

In the previous chapters, the behavior of beams subjected to axial and transverse
loads is studied in detail. In chapter 6, a fairly general, three dimensional loading
is considered, with one important restriction: the beam is assumed to bend without
twisting. Twisting, however, is often present in structures, and in fact, many important
structural components are designed to carry torsional loads primarily.

Power transmission drive shafts are a prime example of structural components
designed to carry a specific torque. Such components are designed with solid or thin-
walled circular cross-sections. Numerous other structural components are designed
to carry a combination of axial, bending, and torsional loads. For instance, an aircraft
wing must carry the bending and torsional moments generated by the aerodynamic
forces.

The behavior of structural components under torsional loads is the subject of this
chapter. The focus is on long prismatic structures similar to the beams treated in the
two previous chapters. When a long prismatic structure is subjected to torsion, it is
often referred to as a “bar” rather than a “beam,” but the two terms are often used
interchangeably.

7.1 Torsion of circular cylinders

Consider an infinitely long, homogeneous, solid or hollow circular cylinder sub-
jected to end torques, Q1, of equal magnitude and opposite directions, as depicted in
fig. 7.1. The cross-section of the cylinder can be a circle of radius R, or a circular
annulus of inner and outer radii, Ri and Ro, respectively.

This problem is characterized by two types of symmetries. First, a cylindrical
symmetry about axis ı̄1: any rotation of the cylinder or tube about axis ı̄1 leaves
both the structure and the loading unchanged, and hence, the solution must remain
unchanged. Second, as illustrated in fig. 7.2, the cylindrical structure is symmetric
with respect to any plane, P , passing through axis ı̄1. Depicted on this figure are two
points, A and B, both on a circle, C, of radius r < R. The plane of symmetry, P , is
selected to be normal to the line segment joining these two points. Along circle C,
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shear stresses will develop stemming from the application of torque Q1. Because of
the circular symmetry of the system, this shear stress must be of constant magnitude
along circle C, and tangent to it at all points. While the structure is symmetric with
respect to plane P , the loading is antisymmetric with respect to the same plane.
Consequently, the solution must be antisymmetric with respect to plane P .
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Q1 Q1

Fig. 7.1. Circular cylinder subjected to end torques.
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Fig. 7.2. A plane of symmetry, P ,
of the circular cylinder.

First, consider the axial displacement components at points A and B, denoted uA
1

and uB
1 , respectively. The cylindrical symmetry of the problem implies that uA

1 =
uB

1 . On the other hand, the antisymmetry of the problem with respect to plane P
implies uA

1 = −uB
1 . The only solution consistent with these two requirements is

uA
1 = uB

1 = 0. Because points A and B are arbitrary points on the cross-section, the
axial displacement must vanish at all points of the cross-section: the cross-section
does not warp out-of-plane.

Next, consider the in-plane displacements of the same two points. The only dis-
placement field that is compatible with the cylindrical symmetry of the problem is
a rigid body rotation of the cross-section about its own center. It is easy to show
that this rigid body rotation also presents the required antisymmetry about any plane
passing through axis ı̄1.

In summary, for a circular cylinder or annulus, each cross-section rotates about
its own center like a rigid disk. This is the only deformation compatible with the
symmetries of the problem.

7.1.1 Kinematic description

Since the only deformation induced by torsion in a circular cylinder or annulus con-
sists of rigid body rotation of each cross-section, its motion is fully described by a
rotation angle, Φ1, as shown in fig. 7.3. This rotation brings an arbitrary point A of
the reference configuration to point A′ in the deformed configuration. Figure 7.3 also
shows polar coordinates r and α that define the position of point A. As usual, dis-
placement, and rotations are assumed to remain small, and hence, the distance from
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A to A′ can be approximated as r dΦ1, as shown in the figure. The sectional in-plane
displacement field can then be written as the projection of this displacement vector
along directions ı̄2 and ı̄3, respectively, to find

u2(x1, r, α) = −rΦ1(x1) sin α, u3(x1, r, α) = rΦ1(x1) cos α. (7.1)

Because the cross-section does not deform out of its own plane, the axial displace-
ment field must vanish, i.e., u1(x1, x2, x3) = 0.

The out-of-plane displacement
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Fig. 7.3. In-plane displacements for a circular
cylinder. The cross-section undergoes a rigid
body rotation.

field describing the torsional de-
formation of the circular cylinder
becomes

u1(x1, x2, x3) = 0, (7.2)

whereas the in-plane displacement field
given by eq. (7.1) becomes

u2(x1, x2, x3) = −x3Φ1(x1),
u3(x1, x2, x3) = x2Φ1(x1),

(7.3)

where the following transformation
from polar to Cartesian coordinates is
used: x2 = r cos α and x3 = r sin α.

Using the strain-displacement rela-
tionships, the corresponding strain field is now obtained as

ε1 =
∂u1

∂x1
= 0, (7.4)

ε2 =
∂u2

∂x2
= 0, ε3 =

∂u3

∂x3
= 0, γ23 =

∂u2

∂x3
+

∂u3

∂x2
= 0, (7.5)

γ12 =
∂u1

∂x2
+

∂u2

∂x1
= −x3 κ1(x1), γ13 =

∂u1

∂x3
+

∂u3

∂x1
= x2 κ1(x1), (7.6)

where the sectional twist rate is defined as

κ1(x1) =
dΦ1

dx1
. (7.7)

The sectional twist rate, κ1, measures the deformation of the circular cylinder. Note
that a constant twist angle implies a rigid body rotation of the cylinder about its axis,
but no deformation.

The axial strain field, eq. (7.4), vanishes because the section does not warp out-
of-plane, and the in-plane strain field, eq. (7.5), vanishes because the in-plane motion
of the section is a rigid body rotation. Under torsion, the only non-vanishing strain
components are the out-of-plane shearing strains given by eq. (7.6).
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This strain field is not easily visualized in rectangular coordinates because the
Cartesian strain components, γ12 and γ13, act in planes (̄ı1, ı̄2) and (̄ı1, ı̄3), respec-
tively. In view of the cylindrical symmetry of the problem at hand, it is more natural
to describe this strain field in the polar coordinate system, (r, α), shown in fig. 7.3.
In this axis system, the corresponding strain components are γr1 and γα1, where the
second index refers to axis ı̄1. For simplicity, however, these strain components will
be simply denoted γα and γr.

The relationship between the Cartesian and polar strain components can be ex-
pressed using eq. (1.81) for a rotation, α, about axis ı̄1, so that ı̄∗1 = ı̄1, ı̄∗2 = ı̄r, and
ı̄∗3 = ı̄α. In this case, `1 = 1, `2 = `3 = 0 and m1 = 0, m2 = cos α, m3 = sinα
and n1 = 0, n2 = − sin α, n3 = cos α. Using these direction cosines, eq. (1.81)
then yields

γr = γ12 cos α + γ13 sin α, γα = −γ12 sin α + γ13 cosα. (7.8)

Introducing the Cartesian shear strain components, eqs. (7.6), leads to

γr(x1, r, α) = 0, γα(x1, r, α) = r κ1(x1). (7.9)

The only non-vanishing strain component is
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Fig. 7.4. Visualization of out-of-plane
shear strain in polar coordinates.

the circumferential shearing strain component,
γα, which is proportional to the twist rate, κ1,
and varies linearly from zero at the center of
the section to its maximum value, Rκ1, along
the outer edge of the cylinder. It is of course in-
dependent of circumferential variable α, as re-
quired by the cylindrical symmetry of the prob-
lem.

This strain component is depicted in fig. 7.4.
Each circular cross-section retains its circular
shape and experiences no in-plane or out-of-

plane deformation: two adjacent sections experience a small differential rotation,
dΦ1, which gives rise to the circumferential shearing strain γα. As illustrated in
fig. 7.4, the shearing strain is readily obtained as γα = r dΦ1/dx1 = rκ1, in agree-
ment with eq. (7.9).

7.1.2 The stress field

Let the cylinder be made of a linearly elastic material that obeys Hooke’s law,
eq. (2.9). In view of the strain field, eq. (7.6), the only non-vanishing stress com-
ponents are

τ12 = −Gx3 κ1(x1), τ13 = Gx2 κ1(x1), (7.10)

where G is the shear modulus of the material. Once again, polar coordinates are more
convenient to use in visualizing the stress field, which is obtained from eq. (7.9) and
Hooke’s law as
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τr(x1, r, α) = 0, τα(x1, r, α) = Gr κ1(x1), (7.11)

where τr and τα are the radial and circumferential shear stress components, respec-
tively.

The distribution of the circumferential shear stress over the cross-section is
shown in fig. 7.5. Two characteristics of this distribution should be noted. First, at
all points, the shear stress acts in the circumferential direction, and the component
in the radial direction vanishes. Second, the magnitude of the stress varies linearly
along the radial direction: it is zero at the center and maximum at the largest radius.
This implies that the central region of the bar does not experience very high stress
values and is not very effective in resisting torsion. The peak stresses is reached at
the outer radius of the bar.
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Fig. 7.5. Distribution of circumferential shearing stress over the cross-section.

7.1.3 Sectional constitutive law

The torque acting on the cross-section at a given span-wise location is readily ob-
tained by integrating the circumferential shear stress, τα, multiplied by the moment
arm, r, over the circular cross-section to find

M1(x1) =
∫

A
ταr dA. (7.12)

Introducing the circumferential shear stress, eq. (7.11) then yields

M1(x1) =
∫

A
Gr2κ1(x1) dA =

[∫

A
Gr2 dA

]
κ1(x1) = H11 κ1(x1), (7.13)

where the torsional stiffness of the section is defined as

H11 =
∫

A
Gr2 dA. (7.14)

Relationship (7.13) is the constitutive law for the torsional behavior of the beam. It
expresses the proportionality between the torque and the twist rate, with a constant of
proportionality, H11, called the torsional stiffness. Formula (7.14) is true for circular
cross-sections only.
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If the section is made of a homogeneous material of shear modulus G, the tor-
sional stiffness then becomes H11 = GJ , where J =

∫
A r2 dA is the purely ge-

ometric integral known as the area polar moment. The entire theory is developed
for bars with circular cross-sections, and therefore this expression for the torsional
stiffness is valid for circular cross-sections only.

7.1.4 Equilibrium equations

The equations of equilibrium associated with

i1

dx1

M1

M  +

(dM /dx ) dx
1

1 1 1

q (x ) dx1 1 1

Fig. 7.6. Torsional loads acting on an
infinitesimal slice of the bar.

the torsional behavior can be obtained by con-
sidering the infinitesimal slice of the cylinder
of length dx1 depicted in fig. 7.6. Using a Tay-
lor series expansion, the moment acting on the
right-hand face is M1(x1 + dx1) = M1(x1) +
(dM1/dx1)dx1, where higher order differen-
tial terms have been neglected. Summing all the
moments acting about axis ı̄1 then yields the
torsional equilibrium equation

dM1

dx1
= −q1. (7.15)

7.1.5 Governing equations

Finally, the governing equation for the torsional behavior of circular cylinders is ob-
tained by introducing the torque, eq. (7.13), into the equilibrium condition, eq. (7.15)
and recalling the definition of the twist rate, eq. (7.7), to find

d
dx1

[
H11

dΦ1

dx1

]
= −q1. (7.16)

This second order differential equation can be solved for the twist distribution,
Φ1(x1), given the applied torque distribution, q1(x1).

Two boundary conditions involving the rotation, Φ1, or the twist rate, κ1, are re-
quired for the solution of eq. (7.16), one at each end of the cylinder. Typical boundary
conditions are as follows.

1. A fixed (or clamped) end allows no rotation, i.e., Φ1 = 0.
2. A free (unloaded) end corresponds to M1 = 0, which, for eq. (7.13), can be

expressed as κ1 = dΦ1/dx1 = 0.
3. Finally, if the end of the cylinder is subjected to a concentrated torque, Q1, the

boundary condition is M1 = Q1, which becomes H11 dΦ1/dx1 = Q1.
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7.1.6 The torsional stiffness

The torsional stiffness of the section, H11, characterizes the stiffness of the cylinder
when subjected to torsion. If the cylinder is made of a homogeneous material, the
shear modulus is identical at all points of the cross-section and can be factored out
of eq. (7.14), which is then easily evaluated in polar coordinates

H11 = G

∫ 2π

0

∫ R

0

r2 rdrdα =
π

2
GR4. (7.17)

For a circular tube the second integral extends from the inner radius, Ri, to the outer
radius, Ro, to find

H11 = G

∫ 2π

0

∫ Ro

Ri

r2 rdrdα =
π

2
G(R4

o −R4
i ). (7.18)

A common situation of great practical importance is that of a thin-walled circular
tube. Let the mean radius of the tube be Rm = (Ro + Ri)/2, and the wall thickness
t = Ro − Ri. The thin wall assumption implies t/Rm ¿ 1. The torsional stiffness
of the thin-walled tube then becomes

H11 =
π

2
G(R2

o + R2
i )(Ro + Ri)(Ro −Ri) ≈ 2πGR3

mt. (7.19)

Consider now a thin-walled circular tube consisting of N concentric layers of
different materials through the thickness of the wall, as depicted in fig. 7.7. Assuming
the material to be homogeneous within each layer, the torsional stiffness becomes

H11 =
π

2

N∑

i=1

G[i]
[
(R[i+1])4 − (R[i])4

]
,

where G[i] is the shear modulus in layer i. For a thin-walled tube, each layer will be
thin, and the above approximation can be used once again to find

H11 = 2π

N∑

i=1

G[i]t[i]
(

R[i+1] + R[i]

2

)3

. (7.20)

The torsional stiffness is the weighted average of the shear moduli of the various
layers. The weighting factor, t[i]

[
(R[i+1] + R[i])/2

]3
, strongly biases the average in

favor of the outermost layers.

7.1.7 Measuring the torsional stiffness

In the previous section, the torsional stiffness of a circular cylinder is computed from
the geometry of the cross-section and the properties of the constituent materials. For
example, eq. (7.17) gives the torsional stiffness for a cylinder made of a homoge-
neous, isotropic material, while eq. (7.20) gives the stiffness for a thin-walled tube
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Fig. 7.7. Thin-walled tube made of layered
materials.
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Fig. 7.8. Configuration of the test to deter-
mine the torsional stiffness.

made of composite materials. It is possible to experimentally measure the torsional
stiffness of a cylinder using the torsional test set-up depicted in fig. 7.8. The torque,
Q1, is applied to the test sample by a torsional testing machine.

The deformation of the test section can be measured by the chevron strain gauge
shown in fig. 1.24. Two strain gauges oriented at ±45 degree angles with respect to
the axis of the cylinder, as shown in fig. 7.8, yield the shear strain at the outer surface
of the cylinder. In view of eq. (1.102), γ12 = e+45 − e−45, where e+45 and e−45 are
the extensional strain measurements along these two directions. Using eq. (7.9), this
shear strain can be related to the twist rate of the cylinder: γ12 = γα = Rκ1, where
R is the radius of the cylinder. It then follows that κ1 = (e45 − e−45)/R.

The test procedure is as follows. The circular cylinder is placed in the torsional
testing machine and a torque Q1 of increasing magnitude is applied. For each load-
ing level, the corresponding deformation is measured by the strain gauges. The raw
test data consists of loading levels, Q1i, i = 1, 2, . . . , n, where n is the number of
data points, and the corresponding strains, ε45i and e−45i. From this raw data, the
deformation of the cylinder is computed, κ1i = (e45i − e−45i)/R. This computed
data is then plotted in the following manner: deformation, κ1i, along the abscissa and
torque, Q1i, along the ordinate.

If the applied load remains small, the behavior of the cylinder is expected to
be linear as expressed by eq. (7.13), i.e., a linear relationship should be observed
between torque and twist rate. Hence, the slope of the experimentally obtained Q3i

versus κ1i curve should yield the torsional stiffness of the cylinder. Note that this
experimental technique is valid for cylinders made of homogeneous materials, or for
complex constructions involving many layers of concentric composite materials, as
long as the cylindrical symmetry of the sample is maintained.

7.1.8 The shear stress distribution

The local circumferential shear stress can be related to the sectional torque by elim-
inating the twist rate between eqs. (7.11) and (7.13) to find

τα = G
M1(x1)

H11
r. (7.21)
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where G is the shear modulus at the location where the stress is computed.
The shear strain defined by eq. (7.9) increases linearly from zero at the center

of the circular section to a maximum value at the outer radius. As discussed in sec-
tion 7.1, this linear distribution of shear strain is a direct consequence of the symme-
tries of the problem, and is independent of the bar’s constituent materials. If the bar
is made of a homogeneous material, the linear distribution of shear strains results in a
linear distribution of shear stresses, as implied by eq. (7.21) and depicted in fig. 7.5.
On the other hand, if the section is made of concentric layers of distinct material as
depicted in fig. 7.7, the shear stress in layer i, denoted τ

[i]
α , is still given by eq. (7.21)

as τ
[i]
α = G[i](M1/H11) r. Within each layer, the shear stress distribution is still

linear, but discontinuities might appear at the interface between the various layers.
The maximum shear stress in a section of homogeneous material occurs at the

largest value of r, i.e., at the outer edge of the cylinder. For a circular cylinder, the
torsional stiffness is given eq. (7.17) and the magnitude of maximum shear stress
becomes

τmax
α =

2M1(x1)
πR3

. (7.22)

For a circular tube, the torsional stiffness is given eq. (7.18), and the magnitude of
maximum shear stress is

τmax
α =

2RoM1(x1)
π(R4

o −R4
i )

. (7.23)

Finally, for a thin-walled circular tube, the shear stress distribution becomes nearly
uniform through-the-thickness of the wall,

τmax
α ≈ M1(x1)

2πR2
mt

. (7.24)

Similarly, the shear stress distribution in a tube made of thin concentric layers of
various materials will be nearly uniform within each layer

τ [i]
α ≈ G[i] R

[i+1] + R[i]

2
M1(x1)

H11
, (7.25)

where the torsional stiffness, H11, is given by eq. (7.20).
Once the local shear stress is determined, a strength criterion is applied to de-

termine whether the structure can sustain the applied loads. For a cylindrical bar,
combining the strength criterion, eq. (2.28) and the shear stress distribution given
by eq. (7.21) yields GR|M1(x1)|/H11 ≤ τallow, where τallow is the allowable shear
stress for the material. Since the torque varies along the bar’s span, this condition
must be checked at all points along the span. In practice, it is convenient to first
determine the maximum torque, denoted Mmax

1 , then apply the strength criterion

GR

H11
|Mmax

1 | ≤ τallow. (7.26)

If the section consists of layers made of various materials, the strength of each
layer will, in general, be different, and the strength criterion becomes
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G[i]R[i+1]

H11
|Mmax

1 | ≤ τ
[i]
allow, (7.27)

where τ
[i]
allow is the allowable shear stresses for layer i. The strength criterion must be

checked for each material layer.

7.1.9 Rational design of cylinders under torsion

The shear stress distribution in a cylinder subjected to torsion is shown in fig. 7.5.
Clearly, the material near the center of the cylinder is not used efficiently because
the shear stress becomes small in the central portion of the cylinder. A far more effi-
cient design is the thin-walled tube. Indeed, the shear stress becomes nearly uniform
through-the-thickness of the wall, and all the material is used at full capacity.

For a homogeneous, thin-walled tube, the mass of material per unit span is µ =
2πRmtρ, where ρ is the material density, Rm the mean radius, and t the thickness.
The torsional stiffness, eq. (7.19), now becomes

H11 = 2πGR3
mt =

µ

ρ
GR2

m.

Consider two thin-walled tubes made of identical materials, with identical masses
per unit span, but with mean radii, Rm and R′m, respectively, and thicknesses t and
t′, respectively. Because the mass per unit span are equal, the thicknesses of the two
tubes will be in inverse proportion of their radii, t/t′ = R′m/Rm. The ratio of their
torsional stiffnesses, denoted H11 and H ′

11, respectively, is

H11

H ′
11

=
(µ/ρ)GR2

m

(µ/ρ)GR′2m
=

(
Rm

R′m

)2

. (7.28)

For two tubes of equal mass, the torsional stiffness increases with the square of the
mean radius.

When subjected to identical torques, the ratio of the shear stresses in the two
tubes, denoted τα and τ ′α, respectively, becomes

τα

τ ′α
=

GM1Rm/H11

GM1R′m/H ′
11

=
RmH ′

11

R′mH11
=

R′m
Rm

. (7.29)

For two tubes of equal mass, the shear stress is inversely proportional to the mean
radius.

The ideal structure to carry torsional loads is a thin-walled tube with a large mean
radius, because this yields the highest torsional stiffness and lowest maximum shear
stress for a given mass of material and applied torque. In specific applications, limits
will be placed on how large the mean radius can be. Furthermore, very thin-walled
tubes can become unstable through a phenomenon called torsional buckling. This
type of instability puts a limit on how thin the wall can be.
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7.1.10 Problems

Problem 7.1. Torsion of a bimetallic bar
A circular bar is constructed by bonding an aluminum shell around a solid steel cylinder. The
radius of the steel cylinder is RS = 10 mm, and the outer radius of the aluminum shell is
RA = 20 mm. The overall length of the bar is given by L = 1 m, and a torque T = 1
kN·m is applied at the ends. The shear moduli for the aluminum and steel are GA = 28 GPa
and GS = 76 GPa, respectively. (1) Find the maximum shear stress in the steel and in the
aluminum. (2) Determine the total twist angle of the bar. (3) Determine the torsional stiffness.
(4) Find the allowable torque for a safety factor of 2 when the yield stresses for both materials
is 300 MPa.

Problem 7.2. Torsion of a circular bar with hollow segment
The cylindrical bar shown in fig. 7.9 consists of two segments; the left segment is clamped
at point R, Φ1(0) = 0. The left segment of length L is a solid circular bar of radius RO ,
while the right segment of length L is a hollow circular bar of inner radius Ri. A moment Q1

is applied at point T. (1) Determine the twist angle at point T. (2) Determine the equivalent
torsional stiffness, H , for the complete bar, defined as H = Φ1(2L)/Q1. (3) Determine ratio
of maximum shear stress in the two sections.

LL

RO

Rii1

F1(0) F1(L) F1(2L)

R M T

Fig. 7.9. Circular bar with hollow segment.

Problem 7.3. Torsion of a circular bar with hollow segment
The cylindrical bar shown in fig. 7.9 consists of two segments, clamped at point R and T,
Φ1(0) = Φ1(2L) = 0. The left segment of length L is a solid circular bar of radius RO , while
the right segment of length L is a hollow circular bar of inner radius Ri. A moment Q1 is
applied at point M. (1) Determine the torque carried in each segment. (2) Determine the twist
angle at point M. (3) Determine the equivalent torsional stiffness, H , at point M, defined as
H = Φ1(L)/Q1. (4) Determine the maximum shear stress in each segment.

Problem 7.4. Torsion of a hollow bar
A circular bar of radius R = 200 mm is replaced by a hollow bar of inner and outer radii Ri

and Ro, respectively, with R0/Ri = 2. If the two bars are made of the same material and can
carry the same maximum torque, determine (1) the outer radius of the hollow bar, Ro, and (2)
the mass ratio for the hollow and solid bars.

7.2 Torsion combined with axial force and bending moments

An aircraft propeller is connected to a homogeneous, circular shaft. The engine ap-
plies a torque to the shaft resulting in the shear stress distribution described in sec-
tion 7.1.8. On the other hand, the propeller creates a thrust that generates a uniform
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axial stress distribution over the cross-section. If the torque acts alone, the yield cri-
terion is τ < τy . If the axial force acts alone, the corresponding criterion is σ < σy .
The question is now: what is the proper strength criterion to be used when both
axial and shear stresses are acting simultaneously? The yield criteria developed in
section 2.3 will be used to answer this question.

Propeller shaft under torsion and thrust

Consider an aircraft propeller connected to a homogeneous, circular shaft of radius
R. The engine applies a torque M1 to the shaft and the propeller exerts a thrust N1;
the corresponding stresses are

τ =
2M1

πR3
, and σ =

N1

πR2
. (7.30)

Clearly, the shaft is in a state of plane stress, and Tresca’s criterion, eq. (2.31), re-
quires the following inequalities to hold∣∣∣∣∣∣

1
2

N1

πR2
±

√
1
4

(
N1

πR2

)2

+ 4
(

M1

πR3

)2
∣∣∣∣∣∣
≤ σy,

2

√
1
4

(
N1

πR2

)2

+ 4
(

M1

πR3

)2

≤ σy.

if the material is to be free of yielding. Of these three conditions, the last is the most
stringent, and hence, Tresca’s yield criterion corresponds to an ellipse,

(
N1

πR2σy

)2

+ 16
(

M1

πR3σy

)2

= 1.

Figure 7.10 shows the geometric interpretation of the criterion. The structure behaves
in a linearly elastic manner under combined loadings represented by points inside
an ellipse drawn in the non-dimensional load space. The non-dimensional torque is
M1/(πR3σy) and the non-dimensional axial force is N1/(πR2σy).

If the von Mises criterion, eq. (2.36), is applied instead, the material will behave
in a linearly elastic manner when the following condition is satisfied

[(
N1

πR2

)2

+ 3
(

2M1

πR3

)2
]1/2

≤ σy.

Here again, the criterion is conveniently recast into a non-dimensional form as
(

N1

πR2σy

)2

+ 12
(

M1

πR3σy

)2

≤ 1.

where the terms in parentheses are non-dimensional loading components defined
earlier. Figure 7.10 shows this ellipse in the non-dimensional loading space. As
expected, the predictions of Tresca’s and von Mises’ criteria differ most when the
loading primarily generates shear stresses, i.e., along the applied torque axis, see
section 2.3.3.
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Fig. 7.10. Yield envelopes predicted by Tresca’s and von Mises’ criteria plotted in the non-
dimensional loading space.

Shaft under torsion and bending

Consider now a circular shaft subjected to both bending and torsion, as would occur,
for instance, in a cantilever shaft with a loaded tip pulley. Let M3 and M1 be the
applied bending moment and torque, respectively. The corresponding axial and shear
stress components are

σ =
4M3r

πR4
, and τ =

2M1r

πR4
, (7.31)

respectively. The maximum values occur at the same location on the cross-section at
the upper or lower edge where σ = 4M3/πR3 and τ = 2M1/πR3. Clearly, the shaft
is in a state of plane stress, and Tresca’s criterion, eq. (2.31), requires the following
inequalities to hold

∣∣∣∣∣∣
2M3

πR3
±

√(
2M3

πR3

)2

+ 4
(

M1

πR3

)2
∣∣∣∣∣∣
≤σy,

2

√(
2M3

πR3

)2

+ 4
(

M1

πR3

)2

≤σy,

if the material is to be free of yielding. Of these three conditions, the last is the most
stringent, and hence, Tresca’s yield criterion corresponds to an ellipse

16
(

M3

πR3σy

)2

+ 16
(

M1

πR3σy

)2

= 1.

Figure 7.11 shows the geometric interpretation of the criterion. The structure be-
haves in a linearly elastic manner for combined loadings represented by points inside
an ellipse drawn in the non-dimensional loading space defined by non-dimensional
torque, M1/(πR3σy), and non-dimensional bending moment, M3/(πR3σy).
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If von Mises’ criterion, eq. (2.36), is applied instead, the material will behave in
a linearly elastic manner when the following condition is satisfied

[(
4M3

πR2

)2

+ 3
(

2M1

πR3

)2
]1/2

≤ σy

Here again, the criterion is conveniently recast into a non-dimensional form as

16
(

M3

πR3σy

)2

+ 12
(

M1

πR3σy

)2

≤ 1,

Figure 7.11 shows this ellipse in the non-dimensional loading space.

Fig. 7.11. Yield envelopes predicted by Tresca’s and von Mises’ criteria plotted in the non-
dimensional loading space.

7.2.1 Problems

Problem 7.5. Pressure vessel subjected to combined loading
Consider the pressure vessel subjected to an internal pressure pi and an external torque Q, as
depicted in fig. 7.12. The pressure vessel is of radius R and wall thickness t. Use von Mises
criterion to compute the failure envelope in the non-dimensional loading space defined by
Q/(tR2σallow) and piR/(tσallow).

Problem 7.6. Pressure vessel subjected to combined loading
The experimental set-up depicted in fig. 7.13 is aimed at studying the behavior of materials
under complex stress states. A thin-walled pressure vessel of radius R = 11 mm and thickness
t = 2.0 mm is subjected to an internal pressure pi. At the same time, a normal force, N , and a
torque, Q, are applied to the sample. In a specific experiment, the applied normal force is N =
16 kN and the internal pressure pi = 20 MPa. The applied torque is slowly increased. The first
permanent deformations are observed at the outer surface of the sample when Q = 120 N·m.
(1) Find the yield stress for the material if it is assumed to follow von Mises’ yield criterion.
(2) Find the yield stress for the material if it is assumed to follow Tresca’s yield criterion.
(3) Find and plot the yield surface in the space defined by the three loading components, the
internal pressure, the applied axial force, and the applied torque.
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t

2R pi

Q Q

Fig. 7.12. Pressure vessel subjected to an ex-
ternal torque.

t

2R pi

Q Q

N N

Fig. 7.13. Pressure vessel subjected to inter-
nal pressure, external torque and axial force.

Problem 7.7. Beam with circular section under bending and torsion
Consider a cantilevered beam of length L = 1 m with a circular cross-section of inner radius
Ri = 45 mm and outer radius Ro = 50 mm. The beam is subjected to a tip torque Q = 7
kN·m and a tip transverse load P . Find the maximum allowable transverse load Pmax if the
allowable stress for the material is σallow = 450 MPa. Note: for a hollow circular section,
Hc

22 = Hc
33 = πE(R4

o −R4
i )/4.

7.3 Torsion of bars with arbitrary cross-sections

The theory of torsion presented in the two previous sections is valid for bars with
circular cross-sections only. In this section, the theory of torsion will be generalized
to bars presenting cross-sections of arbitrary shape.

7.3.1 Introduction

When analyzing the torsional behavior of circular cylinders, the circular symmetry
of the problem leads to the conclusion that each cross-section rotates about its own
center like a rigid disk. If this type of deformation is assumed to remain valid for
a bar of arbitrary cross-section, the displacement field, eqs. (7.2) and (7.3), and the
corresponding strain field, eqs. (7.4) to (7.6), will also describe the kinematics of bars
with arbitrary sections. The only remaining stress component are the circumferential
shear stress given by eq. (7.11).

Unfortunately, this assumption can lead to grossly erroneous results because the
solution it implies violates the equilibrium equations of the problem along the edge of
the section. Consider, for instance, torsion of the rectangular bar depicted in fig. 7.14.
The circumferential shear stress, τα, given by eq. (7.11), is shown at an edge of
the section, and it is resolved into its Cartesian components, τ12 and τ13. In view
of the principle of reciprocity of shear stresses, eq. (1.5), the existence of a stress
component, τ13, acting on the cross-section of the bar implies the existence of a shear
stress component of equal magnitude acting on the orthogonal face, which happens
to be the outer surface of the bar. Since the outer surface of the bar is stress free, the
shear stress component, τ13, must vanish on both faces. Consequently, the only shear
stress component that can exist along the edge is component, τ12, which is parallel
to the edge. This reasoning can be applied to any point along the edge of the section,
and consequently, at any point along the edge of the bar’s section, the shear stress
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Fig. 7.14. Shearing stresses along the edge of
a rectangular section.
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C D

Fig. 7.15. Four points on a rectangular cross-
section.

must be tangent to the edge. This condition is satisfied by the shear stress distribution
acting on the circular section depicted in fig. 7.5, but the same circumferential shear
stress distribution is not correct for the rectangular section shown in fig. 7.14.

As discussed in section 7.1, the symmetries associated with a circular cylinder
imply that the bar’s cross-section does not warp out-of-plane. No such conclusion can
be reached for the rectangular section shown in fig. 7.15, because it presents fewer
symmetries than the circular section. Indeed, the rectangular section is symmetric
with respect to planes (̄ı1, ı̄2) and (̄ı1, ı̄3), but does not present the circular symmetry
about axis ı̄1 characteristic of a circular section. Since the section is symmetric with
respect to plane (̄ı1, ı̄2) but the torsional loading is antisymmetric with respect to
the same plane, the solution must be antisymmetric with respect to this plane, i.e.,
uA

1 = −uB
1 and uC

1 = −uD
1 , where uA

1 , uB
1 , uC

1 and uD
1 , are the axial displacement

components at points A, B, C, and D, respectively. Similarly, the antisymmetry of
the solution with respect to plane (̄ı1, ı̄3) implies uA

1 = −uD
1 and uB

1 = −uC
1 .

Combining the results then leads to uA
1 = −uB

1 = uC
1 = −uD

1 , which does not
imply the vanishing of axial displacement at any of these points.

The same reasoning can be repeated for any set of four points symmetrically lo-
cated with respect to the two planes of symmetry of the section. It follows that while
the axial displacement field does present symmetries for the rectangular section, it
does not vanish; in other words, the section warps out-of-plane. In general, bars of
arbitrary shaped cross-sections will warp, in contrast with circular sections which
do not.

7.3.2 Saint-Venant’s solution

The solution to the problem of torsion of a bar with a cross-section of arbitrary shape
was first given by Saint-Venant. The solution process provides a good application of
basic elasticity theory and at the same time yields results of practical importance.
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Kinematic description

Consider a solid bar with a cross-section of arbitrary shape. The area of the cross
section is denoted A, while its outer contour is defined by curve C. The bar is of
infinite length and is subjected to end torques. A closer look at the problem and
experimental tests reveal that for a bar with an arbitrary section, each cross-section
rotates like a rigid body, and warps out of its own plane. This type of deformation is
described by the following assumed displacement field

u1(x1, x2, x3) = Ψ(x2, x3) κ1(x1), (7.32a)
u2(x1, x2, x3) = −x3Φ1(x1), u3(x1, x2, x3) = x2Φ1(x1). (7.32b)

The in-plane displacement field, eq. (7.32b), describes a rigid body rotation of
the cross-section, similar to the case for the circular cylinder, see eq. (7.3). The out-
of-plane displacement field does not vanish, however. Instead, it is assumed to be
proportional to the twist rate, κ1, and has an arbitrary variation over the cross-section
described by the unknown warping function, Ψ(x2, x3). This warping function will
be determined by enforcing equilibrium conditions for the resulting shear stress field.
It will be further assumed that the twist rate is constant along the axis of the bar,
i.e., κ1(x1) = κ1. This restriction results in what is known as the uniform torsion
problem.

The strain field

Given the assumed displacement field defined by eqs. (7.32a) and (7.32b), the as-
sociated strain field can be evaluated based on the strain-displacement relationships,
eqs. (1.63) and (1.71), to find

ε1 = Ψ(x2, x3)
dκ1

dx1
= 0, (7.33a)

ε2 = 0, ε3 = 0, γ23 = 0, (7.33b)

γ12 =
(

∂Ψ

∂x2
− x3

)
κ1, γ13 =

(
∂Ψ

∂x3
+ x2

)
κ1. (7.33c)

The vanishing of the axial strain, eq. (7.33a), is a direct consequence of the uni-
form torsion assumption, whereas the vanishing of the in-plane strains, eq. (7.33b)
stems from the rigid body rotation assumption for the in-plane displacement field,
eq. (7.32b). The only non-vanishing strain components, γ12 and γ13, depend on the
partial derivatives of the unknown warping function.

The stress field

For bars made of a linearly elastic, isotropic material, Hooke’s law, eqs. (2.4) and
(2.9), is assumed to apply. The stress field is then found from the strain field as
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σ1 = 0, (7.34a)
σ2 = 0, σ3 = 0, τ23 = 0, (7.34b)

τ12 = Gκ1

(
∂Ψ

∂x2
− x3

)
, τ13 = Gκ1

(
∂Ψ

∂x3
+ x2

)
. (7.34c)

Equilibrium equations

This stress field must satisfy the general equilibrium equations, eqs. (1.4), at all
points of the section. Neglecting body forces, and in view of eq. (7.34b), two of the

to
∂τ12

∂x2
+

∂τ13

∂x3
= 0. (7.35)

Introducing eqs. (7.34c), it follows that the warping function must satisfy the follow-
ing partial differential equation

∂2Ψ

∂x2
2

+
∂2Ψ

∂x2
3

= 0. (7.36)

at all points of the cross-section.
The relevant boundary conditions can be
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Fig. 7.16. Equilibrium condition
along the outer contour C.

developed by requiring the satisfaction of the
equilibrium conditions along the outer edge of
the section that defines curve C. Figure 7.16
shows a portion of the outer contour, C, and
a curvilinear variable, s, that measures length
along this curve.

As illustrated in fig. 7.14, the normal com-
ponent of shear stress must vanish at all points
along C, i.e.,

τn = 0, (7.37)

whereas the component of shear stress, τs, tan-
gent to the contour does not necessarily vanish. In terms of Cartesian components,
the normal component of shear stress, see fig. 7.16, is

τn = τ12 sin β + τ13 cos β = τ12

(
dx3

ds

)
+ τ13

(
−dx2

ds

)
= 0. (7.38)

Introducing eq. (7.34c) then yields the following boundary condition for the warping
function (

∂Ψ

∂x2
− x3

)
dx3

ds
−

(
∂Ψ

∂x3
+ x2

)
dx2

ds
= 0. (7.39)

The warping function, Ψ(x2, x3), is the solution of the following partial differ-
ential equation and associated boundary conditions,

three equilibrium equations are identically satisfied and the remaining one reduces
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∂2Ψ

∂x2
2

+
∂2Ψ

∂x2
3

= 0, over A, (7.40a)
(

∂Ψ

∂x2
− x3

)
dx3

ds
−

(
∂Ψ

∂x3
+ x2

)
dx2

ds
= 0, along C. (7.40b)

This particular kind of partial differential equation is called Laplace’s equation, and
solution of this problem is rather complicated in view of the complex boundary con-
dition that must hold along C.

Prandtl’s stress function

An alternative formulation of the problem that leads to simpler boundary conditions
is found by introducing a stress function, φ, proposed by Prandtl. This function,
φ(x2, x3), is defined as

τ12 =
∂φ

∂x3
, τ13 = − ∂φ

∂x2
. (7.41)

This shear stress field automatically satisfies the local equilibrium equation, as can
be verified by introducing eq. (7.41) into eq. (7.35).

Next, the shear stresses, τ12 and τ13, expressed in terms of the warping function
by eq. (7.34c) must equal their counterparts expressed in terms of Prandtl’s stress
function by eq. (7.41) to find

τ12 = Gκ1

(
∂Ψ

∂x2
− x3

)
=

∂φ

∂x3
, τ13 = Gκ1

(
∂Ψ

∂x3
+ x2

)
= − ∂φ

∂x2
. (7.42)

The warping function can be eliminated by taking a partial derivative of the first
equation with respect to x3 and a partial derivative of the second with respect to x2.
Subtracting these two equations then yields a single partial differential equation for
Prandtl’s stress function,

∂2φ

∂x2
2

+
∂2φ

∂x2
3

= −2Gκ1. (7.43)

The boundary conditions along C follow from eqs. (7.38) and (7.41)

τn =
∂φ

∂x3

dx3

ds
+

∂φ

∂x2

dx2

ds
=

dφ

ds
= 0. (7.44)

which implies a constant value of φ along curve C. If the section is bounded by sev-
eral disconnected curves, the stress function must be a constant along each individual
curve, although the value of the constant can be different for each curve. For solid
cross-sections bounded by a single curve, the constant value of the stress function
along that curve may be chosen to vanish because this choice has no effect on the
resulting stress distribution.

The stress function is the solution of the following partial differential equation
and associated boundary condition
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∂2φ

∂x2
2

+
∂2φ

∂x2
3

= −2Gκ1, on A, (7.45a)

dφ

ds
= 0, along C. (7.45b)

This partial differential equation is no longer homogeneous, a form referred to as
Poisson’s equation. The advantage of this formulation is that the boundary condition
is much simpler than that obtained for the warping function, see eq. (7.40b).

Sectional equilibrium

The differential equations for the warping and stress functions are found from local
equilibrium consideration. Global equilibrium of the section must also be verified.
For a solid section bounded by a single contour, the resultant shear forces acting on
the section are

V2 =
∫

A
τ12 dA =

∫

x2

∫

x3

∂φ

∂x3
dx2dx3 =

∫

x2

[∫

x3

∂φ

∂x3
dx3

]
dx2 = 0,

and

V3 =
∫

A
τ13 dA =

∫

x2

∫

x3

− ∂φ

∂x2
dx2dx3 = −

∫

x3

[∫

x2

∂φ

∂x2
dx2

]
dx3 = 0,

where the last equalities follow from selecting a zero value for the stress function
along the contour C. This is the expected result because no shear forces are applied.

The total torque acting on the section is

M1 =
∫

A
(x2τ13 − x3τ12) dA =

∫

A

(
−x2

∂φ

∂x2
− x3

∂φ

∂x3

)
dA. (7.46)

Integrating by parts then yields

M1 = 2
∫

A
φ dA−

∫

x3

[x2φ]x2
dx3 −

∫

x2

[x3φ]x3
dx2. (7.47)

For solid cross-sections bounded by a single curve, the constant value of the
stress function along that curve may be chosen as zero, and the boundary terms
disappear, leading to the simple result

M1 = 2
∫

A
φ dA. (7.48)

The applied torque equals twice the “volume” under the stress function. This formula
applies only to solid cross-sections bounded by a single curve. Indeed, if the section
is bounded by several disconnected curves, the stress function equals a different con-
stant along each individual curve, and the boundary terms no longer vanish. For such
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sections, the applied torque should be evaluated with the help of eq. (7.46) rather
than (7.48).

In summary, the stress distribution in a bar of arbitrary cross-section subjected to
uniform torsion can be obtained by evaluating either the warping or stress function
from eqs. (7.40) or (7.45), respectively. The stress field then follows from eqs. (7.34c)
or (7.41), respectively. Since all governing equations are satisfied, this represents an
exact solution of the problem.

Saint-Venant’s solution procedure is an example of the semi-inverse solution
technique. The displacement field is assumed to be of the form given by eqs. (7.32).
It is shown, however, that based on this displacement field, all equations of elasticity
are satisfied, and hence the assumed displacement field must be the exact solution of
the problem.

Example 7.1. Torsion of an elliptical bar
Consider a bar with an elliptical cross-section as shown in fig. 7.17. The equation
for curve C defining the section is (x2/a)2 + (x3/b)2 = 1. A stress function of the
following form is assumed

φ = C0

[(x2

a

)2

+
(x3

b

)2

− 1
]

,

where C0 is an unknown constant. The boundary condition, eq. (7.45b), is clearly
satisfied since φ = 0 along C. Substituting this in the governing differential equation,
eq. (7.45), leads to the following equation for constant C0: C0(2/a2 + 2/b2) =
−2Gκ1, or C0 = −a2b2Gκ1/(a2 + b2). The stress function then becomes

φ = − a2b2

a2 + b2

[(x2

a

)2

+
(x3

b

)2

− 1
]

Gκ1. (7.49)

i2

i3

A
b

a

B

A

C

Fig. 7.17. A bar with an elliptical cross-section.

The torque can now be computed from eq. (7.48) to find

M1 = − 2a2b2

a2 + b2
Gκ1

∫

A

[(x2

a

)2

+
(x3

b

)2

− 1
]

dA = G
πa3b3

a2 + b2
κ1 = H11κ1,

where
∫
A dA = πab,

∫
A x2

2 dA = πa3b/4, and
∫
A x2

3 dA = πab3/4 are the
ellipse’s area and second moments of area about axes ı̄2 and ı̄3, respectively. The
torsional stiffness of the elliptical section is
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H11 = G
πa3b3

a2 + b2
. (7.50)

Using these results, the stress function can be expressed in terms of the applied
torque

φ = −M1

πab

[(x2

a

)2

+
(x3

b

)2

− 1
]

.

The stress distribution then follows from eqs. (7.41),

τ12 = − 2x3

πab3
M1, τ13 =

2x2

πa3b
M1.

The maximum shear stresses occur for the extreme values of x2 and x3, which are
found along the section’s boundary. The shear stress distributions along axes ı̄2 and
ı̄3 are shown in fig. 7.18a: the maximum stresses are found points B and A as τB

12 =
−2M1/(πab2) and τA

13 = 2M1/(πa2b), respectively. The maximum shear stress
occurs at the end of the minor axis of the ellipse, i.e., at point B, where

|τmax| = 2M1

πab2
.

(b) Shear stress vectors and contours(a) Shear stress distributions along the axes

t
13

t
12

i2

i3

A A

B B

i2

i3

A
C C

Fig. 7.18. Shear stress distribution for an elliptical cross-section.

Figure 7.18b shows the shear stress vectors over the cross-section; as required by
the principle of reciprocity of shear stresses, eq. (1.5), the shear stress vectors along
curve C are tangent to this curve.

Finally, the warping function can be obtained by integrating eq. (7.42). Substi-
tuting the calculated stress function, eq. (7.49), into these equations yields

∂Ψ

∂x2
= −a2 − b2

a2 + b2
x3,

∂Ψ

∂x3
= −a2 − b2

a2 + b2
x2.

Integrating the first equation with respect to x2 and the second with respect to x3

yields Ψ = −x2x3(a2 − b2)/(a2 + b2) + f(x3), and Ψ = −x2x3(a2 − b2)/(a2 +
b2) + g(x2), respectively. These two solutions are equal only if f(x3) = g(x2) = 0,
which implies Ψ = −(a2 − b2)/(a2 + b2) x2x3. Equation (7.32a) now yields the
warping displacement as

u1(x2, x3) = −κ1
a2 − b2

a2 + b2
x2x3. (7.51)
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Note that the elliptic cross-section presents two planes of symmetry, planes
(̄ı1, ı̄2) and (̄ı1, ı̄3). As discussed in section 7.3.1, this implies that the warping dis-
placement must be antisymmetric with respect to these two planes. The left portion
of fig. 7.19 depicts the warping displacement with a contour plot immediately be-
low it. A separate contour plot is shown in the right portion of the same figure. As
expected for an antisymmetric function, the warping displacement vanishes along
axes ı̄2 and ı̄3, and is of equal magnitude but opposite signs at points symmetrically
located with respect to axes ı̄2 and ı̄3.
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Fig. 7.19. Warping distribution for an elliptic cross-section.

For a = b = R, the bar with an elliptical section becomes a circular cylinder of
radius R. The torsional stiffness for the elliptical section reduces to eq. (7.17), and
the maximum shear stress to eq. (7.22). Finally, the warping function vanishes, and
this is fully consistent with the symmetry arguments made for the circular cylinder
proving that the warping displacement must vanish.

Example 7.2. Torsion of a thick cylinder
Consider a circular tube of inner radius Ri and outer radius Ro made of a homoge-
neous, isotropic material of shear modulus G, as shown in fig. 7.20. Note that this
section is bounded by two curves, Ci and Co, as shown on the figure, that denote the
inner and outer circles bounding the section.

The stress function for this problem is assumed to be in the following form:
φ = Cr2, where r2 = x2

2 + x2
3 and C is an unknown constant. The values of the

stress function along curves Ci and Co are φi = CR2
i and φo = CR2

o, respectively.
Since C, Ri and Ro are constants, this implies that the boundary conditions on the
stress function, given by eq. (7.45b), are satisfied: dφi/dsi = dφo/dso = 0, where si

and so are curvilinear variables along Ci and Co, respectively. Note that the boundary
condition requires φ to be constant along curves Ci and Co, but this does not imply
that φi = 0, or φo = 0, or φi = φo.

Introducing the assumed stress function into the governing partial differential
equation (7.45) yields 2C + 2C = −2Gκ1. Hence, the stress function becomes
φ = −Gκ1r

2/2. This represents the exact solution of the problem, because the stress
function satisfies the governing partial differential equation and boundary conditions.
The shear stress distribution then follows from eq. (7.41) as τ12 = −Gκ1x3 and
τ13 = Gκ1x2. The torque generated by this shear stress distribution is evaluated
with the help of eq. (7.46) to find
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t
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i3

R0

Ri

Rm

Co

Ci

Fig. 7.20. Cross-section of a circular tube.

M1 =
∫ 2π

0

∫ Ro

Ri

(x2τ13 − x3τ12) rdrdα =
∫ 2π

0

∫ Ro

Ri

Gκ1(x2
2 + x2

3) rdrdα

=
π

2
Gκ1(R4

o −R4
i ) = H11κ1,

where the Cartesian to polar coordinate transformation relationships, x2 = r cosα
and x3 = r sin α are used. Using eq. (7.48) to evaluate the torque will yield incorrect
results, as can be easily verified. This is because eq. (7.48) is derived assuming a
solid cross-section bounded by a single curve; this is not the case for the present
thick tube that is bounded by two curves, Ci and Co.

The torsional stiffness of the thick tube is H11 = πG(R4
o−R4

i )/2, which matches
the previously obtained result, eq. (7.18). It is left to the reader to show that the stress
field obtained from the stress function matches that found in section 7.1.2.

7.3.3 Saint-Venant’s solution for a rectangular cross-section

The formulation of the uniform torsion problem for bars of arbitrary cross-sectional
shape is treated in section 7.3.2 and requires the solution of a partial differential equa-
tion for either the warping function, or the stress function, see eq. (7.40) or (7.45),
respectively. Except for very simple geometries, such as the elliptical section treated
in the previous example, the exact solution of the problem is arduous.

Two solutions of the uniform torsion problem for a rectangular cross-section are
presented in this section. First, an approximate solution based on the co-location
approach, then an exact solution based on Fourier series expansion.

Approximate solution

Consider a bar with a rectangular cross-section of width a and height b depicted in
fig. 7.21. The following expression will be assumed for the stress function

φ(η, ζ) = C0

(
η2 − 1

4

)(
ζ2 − 1

4

)
,

where C0 is an unknown constant, η = x2/a is the non-dimensional coordinate
along axis ı̄2, and ζ = x3/b that along axis ı̄3, as shown in fig. 7.21. This choice of
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the stress function implies that φ(η = ±1/2, ζ) = 0 and φ(η, ζ = ±1/2) = 0, i.e.,
φ vanishes along the edge, C, of the section, as required by the boundary conditions
of the problem, eq. (7.45b).

i2

i3

a

b

C

A
B

+1/2

+1/2

-1/2

A h

z

B

-1/2

Fig. 7.21. Bar with a rectangular cross-section.

Using the chain rule for partial derivatives, ∂/∂x2 = ∂/∂η (∂η/∂x2), where
∂η/∂x2 = 1/a; a similar expression holds for ∂/∂x3. Substituting the assumed
stress function into the governing partial differential equation, eq. (7.43), then leads
to 2C0(ζ2 − 1/4)/a2 + 2C0(η2 − 1/4)/b2 = −2Gκ1. This result shows that the
assumed solution does not satisfy the partial differential equation.

A number of methods are available to construct approximate solutions, but one of
the simplest is to satisfy this equation only a specific points of the cross-section, an
approach called the co-location method. In this case, the governing partial differential
equation will be satisfied at the center of the section, (η, ζ) = (0, 0), which implies
−C0/(2a2)−C0/(2b2) = −2Gκ1. Solving for C0 yields C0 = 4Gκ1a

2b2/(a2+b2).
The stress function now becomes

φ(η, ζ) =
4a2b2Gκ1

a2 + b2

(
η2 − 1

4

)(
ζ2 − 1

4

)
.

For this section bounded by a single curve, the externally applied torque is given
by eq. (7.48) as

M1 = 2
∫

A
φ dA =

a2b2Gκ1

2(a2 + b2)

∫

A

(
η2 − 1

4

)(
ζ2 − 1

4

)
dA =

2
9

a3b3Gκ1

a2 + b2
.

This result reveals the torsional stiffness, H11 = M1/κ1. The non-dimensional tor-
sional stiffness, H̄11 = H11/(ab3G), then becomes

H̄11 =
H11

ab3G
=

2
9

1
1 + (b/a)2

. (7.52)

The stress function can be be expressed in terms of the applied torque as φ =
18M1(η2−1/4)(ζ2−1/4)/(ab). The shear stress field now follows from eqs. (7.41)
as

τ12 =
1
b

∂φ

∂ζ
=

36M1

ab2

(
η2 − 1

4

)
ζ; τ13 = −1

a

∂φ

∂η
= −36M1

a2b
η

(
ζ2 − 1

4

)
.
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Open form exact solution using a Fourier series

Consider once again the bar with a rectangular cross-section of width a and height
b, as depicted in fig. 7.21. A Fourier series expansion of the stress function will be
assumed as the solution of the problem,

φ(η, ζ) =
∞∑

i=odd

∞∑

j=odd

Cij cos iπη cos jπζ,

where η = x2/a, ζ = x3/b, and Cij are unknown coefficients.
First, it is verified that this assumed solution satisfies the boundary conditions of

the problem, eq. (7.45b). Indeed, at η = ±1/2, cos(iπη) = cos(±iπ/2) = 0 for
all odd values of i; similarly, φ vanishes at ζ = ±1/2 for all odd values of j. The
function φ does not vanish along the boundaries for even values of i or j, and this is
why only odd values of i and j are included in the expression for the stress function.

Substituting the above expression into the governing partial differential equation,
eq. (7.43), yields

∞∑

i=odd

∞∑

j=odd

Cij

[(
iπ

a

)2

+
(

jπ

b

)2
]

cos iπη cos jπζ = 2Gκ1.

This forms a set of equations for the unknown coefficients, Cij . The evaluation
of these coefficients relies on the orthogonality properties of cosine functions. The
above equation is first multiplied by cosmπη cos nπζ, where m and n are arbitrary
odd integers, then integrated over the cross-section to yield

∞∑

i=odd

∞∑

j=odd

Cij

[(
iπ

a

)2

+
(

jπ

b

)2
][∫ 1/2

−1/2

cosmπη cos iπη dη

]

[∫ +1/2

−1/2

cos nπζ cos jπζ dζ

]
= −2Gκ1

[∫ 1/2

−1/2

cos mπη dη

][∫ 1/2

−1/2

cos nπζ dζ

]
.

The bracketed integrals can be evaluated in closed form with the help of eqs. (A.46b)
and (A.47) and vanish when m 6= i or n 6= j, thus eliminating the summations. The
remaining terms are

Cmn

[(mπ

a

)2

+
(nπ

b

)2
]

1
4

=
8

mnπ2
(−1)(m−1)/2(−1)(n−1)/2Gκ1.

Solving for the unknown coefficients, Cmn, then yields the stress function as

φ(η, ζ) =
32Gκ1

π2

∞∑

i=odd

∞∑

j=odd

(−1)(i+j−2)/2

ij
[
(iπ/a)2 + (jπ/b)2

] cos iπη cos jπζ. (7.53)

Since the section is bounded by a single curve, the externally applied torque is
given by eq. (7.48)
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M1 =
28

π6
ab3Gκ1

∞∑

i=odd

∞∑

j=odd

1
(ij)2 [i2(b/a)2 + j2]

= H11κ1,

from which it follows that the non-dimensional torsional stiffness is

H̄11 =
H11

ab3G
=

28

π6

∞∑

i=odd

∞∑

j=odd

1
(ij)2 [i2(b/a)2 + j2]

. (7.54)

Although in the form of a doubly infinite series, this expression for the torsional
stiffness converges rapidly. For a bar with a square cross-section, a = b, the torsional
stiffness obtained using the double sine series is H̄11 = 0.140577. Considering only
a single term in the series, i = j = 1, results in H̄11 = 28 [1/2] /π6 = 0.133, a
5% error. The four term series generated by i and j taking values of 1 and 3 yields
H̄11 = 28 [1/2 + 1/90 + 1/90 + 1/1458] /π6 = 0.139, a 1% error.

f

Fig. 7.22. Stress function, φ.

Fig. 7.23. Distribution of shear stress over
cross-section. The arrows represent the shear
stresses; the contours represent constant val-
ues of the stress function φ.

The shear stress field now follows from eqs. (7.41) as

τ12 = − 25

π3

bG

H11
M1

∞∑

i=odd

∞∑

j=odd

(−1)(i+j−2)/2

i [i2(b/a)2 + j2]
cos

iπx2

a
sin

jπx3

b
, (7.55a)

τ13 =
25

π3

b2G

aH11
M1

∞∑

i=odd

∞∑

j=odd

(−1)(i+j−2)/2

j [i2(b/a)2 + j2]
sin

iπx2

a
cos

jπx3

b
. (7.55b)

Here again, the results are in the form of a double sine series that is tedious to evalu-
ate but converges rapidly. The stress function and shear stress distributions are shown
in fig. 7.22 and 7.23, respectively, for a = 4 and b = 2. For the shear stress plot, the
shear stress components, τ12 and τ13, are converted into stress vectors and repre-
sented by arrows whose lengths are proportional to their magnitude.

Comparison of solutions

The Fourier series solution developed in the previous section converges to the ex-
act solution to the problem as the number of terms used in the series increases. In
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practice, nearly exact solutions can be obtained by using a large but finite number of
terms in all series; this will be referred to as the exact solution. The solution obtained
from the co-location approach will be referred to as the approximate solution.

First, the non-dimensional torsional
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Fig. 7.24. Non-dimensional torsional stiffness,
H̄11, versus aspect ratio, a/b. Exact solution:
solid line; approximate solution: dashed line.

stiffness, H̄11, evaluated using the co-
location method and Fourier series ap-
proaches, see eqs. (7.52) and (7.54), re-
spectively, are compared in fig. 7.24.
Both solutions are in fair agreement
for aspect ratios near unity, but the ap-
proximate solution significantly under-
predicts the stiffness for higher aspect
ratios. For a very thin strip, a/b → ∞,
H̄11 = 1/3 = 0.333 for the exact so-
lution, but H̄11 = 2/9 = 0.222 for the
approximate solution, a 33% error.

The maximum values of the shear
stress components, τ12 and τ13, are

found at points B and A, respectively, at the middle of the two sides, see fig. 7.21.
The approximate solution gives ab2|τB

12|/M1 = 4.5 and ab2|τA
13|/M1 = 4.5 b/a.

The exact solution is obtained from the series in eqs. (7.55). Figures 7.25 and 7.26
show the shear stresses at points B and A, respectively, as a function of the aspect ra-
tio, a/b. The maximum shear stress occurs at point B, the mid-point of the section’s
long side. For a thin strip, ab2|τB

12|/M1 = 3.
Large discrepancies are observed between the two solutions. The approximate

solution obtained with the co-location method is not good enough to accurately esti-
mate the stress distribution in the section.

Fig. 7.25. Non-dimensional shear stress at
point B versus aspect ratio a/b. Exact solu-
tion: solid line; approximate solution: dashed
line.

Fig. 7.26. Non-dimensional shear stress at
point A versus aspect ratio a/b. Exact solu-
tion: solid line; approximate solution: dashed
line.
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7.3.4 Problems

Problem 7.8. Bar with circular section and semi-circular keyway
Consider a circular shaft of radius a with a semi-circular keyway of radius b, as depicted in
fig. 7.27. The shaft is subjected to torsion. A stress function of the following form will be used

φ = A(x2
2 + x2

3 − 2ax2)

[
1− b2

(x2
2 + x2

3)

]
,

where A is an unknown constant. (1) Verify that the proposed stress function satisfies the
required boundary conditions. (2) Determine the stress function for this problem, i.e., find the
value of constant A. (3) Find the shear stress distribution τr = τr(α) and τα = τα(α) along
the contour Ca of the shaft. (4) Find the shear stress distribution τr = τr(β) and τβ = τβ(β)
along the contour Cb of the keyway. (5) Let τN = Gκ1a be the shaft maximum shear stress in
the absence of keyway. Find limb→0 τA

α /τN and limb→0 τB
β /τN . Comment on your results.

A
B

a
b

t
b trtr

t
a

i2

i3

a

b

Ca

Cb

Fig. 7.27. Circular shaft with a circular keyway.

Problem 7.9. Torsion of bar with rectangular cross-section
A exact solution for the torsion of a bar with a rectangular cross-section depicted in fig. 7.21 is
developed in section 7.3.3 using an open double trigonometric series. It is possible to develop
a somewhat more efficient solution by assuming a trigonometric series solution in only one
direction and an unknown function, gn(η), in the other. Consider the following single open
series expansion for the stress function

φ(η, ζ) =

∞∑
n=odd

gn(η) cos αnζ,

where gn(η) are unknown functions, αn = nπ/2, η = 2x2/a is the non-dimensional coordi-
nate along axis ı̄2, and ζ = 2x3/b is the non-dimensional coordinate along axis ı̄3. Following
the same approach used in section 7.3.3 and making use of the orthogonality of cosine func-
tions, show that eq. (7.43) reduces to the following ordinary differential equations for gn(η)

g′′n − β2
ngn = −Ga2κ1

αn
(−1)(n−1)/2, for n=odd

where βn = αna/b, along with the boundary conditions 0 = gn(η = ±1). Next, solve these
equations, and after substituting in the above expression for φ(η, ζ), show that
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φ(η, ζ) = b2Gκ1

∞∑
n=odd

(−1)(n−1)/2

α3
n

[
1− cosh βnη

cosh βn

]
cos αnζ

From this result, show that the non-dimensional torsional stiffness can be written as

H̄11 =
H11

Gab3
= 2

∞∑

n=odd

[
1

α4
n

− tanh βn

α4
nβn

]
=

1

3
− 2

1

a/b

∞∑

n=odd

tanh βn

α5
n

.

Note that
∑∞

n=odd 1/n4 = π4/96, and hence, 2
∑∞

n=odd 1/α4
n = 1/3. For a thin rectangular

strip, a/b →∞ and H̄11 → 1/3. Finally, show that the shear stress at point B is given by

ab2|τB |
M1

=
2

H̄11

∞∑
n=odd

[
1

α2
n

− 1

α2
n cosh βn

]
=

1

H̄11
− 2

H̄11

∞∑

n=odd

1

α2
n cosh βn

.

Note that
∑∞

n=odd 1/n2 = π2/8, and hence, 2
∑∞

n=odd 1/α2
n = 1. The shear stress compo-

nent at point A is given by

ab2|τA|
M1

=
2

H̄11

∞∑
n=odd

[
(−1)(n−1)/2

α2
n

− (−1)(n−1)/2 1− tanh βn

α2
n

]

=
0.742454

H̄11
− 2

H̄11

∞∑

n=odd

(−1)(n−1)/2 1− tanh βn

α2
n

.

Note that
∑∞

n=odd(−1)(n−1)/2/n2 = 0.91596, which is known as Catalan’s constant. This
particular arrangement of the equations for H̄11 and τA is done so that the series expressions
can be more easily evaluated as a function of the sectional aspect ratio, a/b, as it approaches
large values (at which tanh βn → 1); in both cases the second term in the equations ap-
proaches zero. Note also the very fast convergence of all the series involved in this solution
due to the powers of αn appearing in the denominators.

7.4 Torsion of a thin rectangular cross-section

The torsion of a thin rectangular strip is an important problem that will form the
basis for the analysis of beams with thin-walled cross-sections. An exact solution for
the limiting case of a very thin rectangular strip can be easily developed. Consider
the thin rectangular strip shown in fig. 7.28, where b is the long dimension of the
cross-section, taken along axis ı̄3, and t the thickness of the strip. If the thickness is
much smaller than the length, i.e., if t ¿ b, it is reasonable to assume that both stress
function and associated shear stress distributions will be nearly constant along axis
ı̄3. This will imply that ∂φ/∂x3 ≈ 0.

The term ∂2φ/∂x2
3 that appears in the governing equation for the stress func-

tion, eq. (7.43), now vanishes, and this governing equation reduces to the following
ordinary differential equation,

d2φ

dx2
2

= −2Gκ1. (7.56)
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This equation is easily integrated to find φ(x2) = −Gκ1x
2
2 + C1x2 + C2, where

C1 and C2 are two integration constants. The boundary condition, eq. (7.45b), re-
quires that φ(x2 = ±t/2) = 0, which implies C1 = 0 and C2 = Gκ1t

2/4. The
stress function then becomes

φ(x2) = −Gκ1

(
x2

2 −
t2

4

)
. (7.57)

b >>t
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Fig. 7.28. Thin rectangular strip under tor-
sion.
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Fig. 7.29. Warping function for a thin rectan-
gular strip.

The resulting torque is computed using eq. (7.48), to find

M1 = 2
∫

A
φ dA = −2Gκ1

∫ t/2

−t/2

(
x2

2 −
t2

4

)
b dx2 =

1
3
Gκ1bt

3.

This result reveals the torsional stiffness of the section, H11 = M1/κ1, as

H11 =
1
3
Gbt3. (7.58)

The shear stress distribution now follows from eq. (7.41) as

τ12 =
∂φ

∂x3
= 0, τ13 = − ∂φ

∂x2
= 2Gκ1x2 =

6M1

bt3
x2. (7.59)

This distribution is depicted in the right portion of fig. 7.28. The maximum shear
stress occurs all along the long edges of the section, where x2 = ±t/2, and is of
magnitude |τmax| = 3M1/(bt2).

The warping function, Ψ , can be determined by substituting the stress function
solution, eq. (7.57), into eq. (7.42) to find two partial differential equations

∂Ψ

∂x2
=

1
Gκ1

∂φ

∂x3
+ x3 = x3,

∂Ψ

∂x3
= − 1

Gκ1

∂φ

∂x2
− x2 = x2,

the solutions of which are Ψ = x3x2 + f(x3) and Ψ = x2x3 + g(x2), respectively;
f(x3) and g(x2) are two arbitrary functions. Because the problem must have a unique
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solution, the two expressions for Ψ must be equal. This is only possible if f(x3) =
g(x2) = 0, leaving the warping function as Ψ = x2x3. The axial displacement,
u1(x2, x3), can be determined by substituting this result into eq. (7.32a) to find

u1(x2, x3) = Ψ(x2, x3)κ1 = κ1x2x3. (7.60)

As discussed in section 7.3.1, the warping function for a rectangular section
must be antisymmetric with respect to both axes ı̄2 and ı̄3. The above solution does
indeed satisfy this antisymmetry requirement, as illustrated in fig. 7.29.

7.5 Torsion of thin-walled open sections

The results presented in the previous section are readily extended to thin-walled open
sections of arbitrary shape. The solution developed for the thin rectangular strip is
based on the assumption that the gradient of the stress function vanishes in the di-
rection tangential to the thin wall; for the thin rectangular strip shown in fig. 7.28,
this means along axis ı̄3. Of course, had the thin strip been rotated by 90 degrees, the
gradient of the stress function would have been assumed to vanish along axis ı̄2.

i2

i3

R
t

C

Fig. 7.30. Semi-circular thin-walled open
section.

tmax

tmax

i2

i3

C

Fig. 7.31. Thin-walled open section com-
posed of several curved.

More generally, the gradient of the stress function should vanish along the local
tangent to the section’s thin wall, and the corresponding shear stress distribution will
then be linear through the wall thickness. For thin-walled open sections, the geometry
of the cross-section can be represented by an open curve, C, drawn along the wall’s
mid-thickness, as illustrated in fig. 7.30 for a semi-circular, thin-walled section.

The developments of the previous section still apply to a generally curved, thin-
walled open section, and by extension of eq. (7.58), the torsional stiffness of such
section becomes

H11 = G
`t3

3
, (7.61)

where ` is the length of curve C and t the wall thickness. For instance, the torsional
stiffness of the semi-circular section shown in fig. 7.30 is H11 = G πRt3/3.
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For the thin rectangular section, the shear stress τ12 vanishes, leaving τ13 as the
sole shear stress component, see eq. (7.59). For the present problem, the only non-
vanishing stress component is the tangential shear stress, τs, acting in the direction
tangent to curve C. Here again, the shear stress is not uniform across the thickness,
but instead, varies linearly from zero at the midline to maximum positive and nega-
tive values at the opposite edges of the wall, a distance ±t/2 from the midline. At
these points, the magnitude of the shear stress is

τmax
s = Gt κ1. (7.62)

The maximum shear stress can also be expressed in terms of the applied torque as

τmax
s =

3M1

`t2
. (7.63)

A more general thin-walled open section could be composed of a number of
straight and curved segments, such as the situation illustrated in fig. 7.31. In this
case, the torsional stiffness of the cross-section is the sum of the torsional stiffnesses
of the individual segments and can be expressed as,

H11 =
∑

i

H
(i)
11 =

1
3

∑

i

Gi`it
3
i , (7.64)

where Gi, `i and ti are the shear modulus, length and thickness of the ith segment, re-
spectively. The shear stress along the edge of each segment is still given by eq. (7.62),
where κ1 is the twist rate of the cross-section. Hence, the maximum shear stress will
be found in the segment featuring the largest thickness

τmax
s = Gtmax

M1

H11
, (7.65)

where tmax is the thickness of the segment with the largest thickness.
Warping of a thin-walled open section is more complex and involves not only the

warping behavior of a thin rectangular strip described in section 7.4 and defined by
eq. (7.60), but it also includes a much larger warping of the overall cross-section. The
warping of open thin-walled sections will be described in chapter 8 in section 8.7.

Example 7.3. Torsion of thin-walled section
Consider, as an example, the C-channel shown in fig. 7.32. The torsional stiffness of
the section is given by eq. (7.64) as

H11 =
G

3
(
bt3f + ht3w + bt3f

)
=

G

3
(
ht3w + 2bt3f

)
. (7.66)

The tangential shear stresses at the outer edges of the wall are given by eq. (7.62)
as τw = Gtwκ1 = GtwM1/H11 and τf = Gtfκ1 = GtfM1/H11, for the stresses
in the web and flanges, respectively. The maximum shear stress will be found in the
segment featuring the maximum thickness.
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7.5.1 Problems

Problem 7.10. Torsional stiffness of a section with variable thickness
Figure 7.32 depicts the cross-section of a thin-walled beam with different thicknesses. For this
problem, assume that tw = t and tf = 2t. (1) Find the torsional stiffness of the section. (2)
Find the magnitude and location of the maximum shear stress if the section is subjected to a
torque Q. (3) Sketch the distribution of shear stress through the thickness of the wall for the
two regions with different thicknesses.

Problem 7.11. Torsional stiffness of a C-section
Consider the thin-walled, C-section of a beam depicted in fig. 7.32. The dimensions of the
section are b = 20 mm, h = 50 mm, tw = 4 mm and tf = 5 mm. (1) Find the torsional
stiffness of the section. (2) Compute the maximum shear stress in the section due to an applied
torque Q. (3) Indicate the location of the maximum shear stress. (4) Sketch the distribution of
shear stress through the thickness of the wall. The shear modulus for the material is G = 30
GPa and the applied torque is Q = 120 N·m.

i2

i3

h

b

tf

tf
tw

Fig. 7.32. A thin-walled C-channel section
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t

Fig. 7.33. Semi-circular open cross-section.

Problem 7.12. Torsional stiffness of a semi-circular section
Figure 7.33 depicts the thin-walled, semi-circular open cross-section of a beam. The wall
thickness is t, and the material Young’s and shear moduli are E and G, respectively. (1) Find
the torsional stiffness of the section. (2) Find the distribution of shear stress due to an applied
torque Q. (3) Indicate the location and magnitude of the maximum shear stress, Rt2τmax/Q.

Problem 7.13. Torsional stiffness of an “H” shaped cross-section
Figure 7.34 depicts the cross-section of a thin-walled beam with what is sometimes called an
“H” shaped cross-section. For this problem, assume that h1 = b/2 and h2 = b/4. (1) Find
the torsional stiffness of the section. (2) Find the magnitude and location of the maximum
shear stress if the section is subjected to a torque Q. (3) Sketch the distribution of shear stress
through the thickness of the wall.

Problem 7.14. Torsional stiffness of a “Y” shaped cross-section
Figure 7.35 depicts the “Y” shaped cross-section of a thin-walled beam. The horizontal leg
of the cross-section has a thickness 2t, whereas the other two legs are of thickness t. (1)
Determine the torsional stiffness of the section. (2) Determine the magnitude and location of
the maximum shear stress if a torque Q is applied to the beam. (3) Sketch the shear stress
distribution through the wall thickness.
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Fig. 7.34. “H” cross-section of a thin-walled
beam.
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Fig. 7.35. “Y” cross-section of a thin-walled
beam.
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Thin-walled beams

Typical aeronautical structures involve light-weight, thin-walled, beam-like struc-
tures that must operate in a complex loading environment where combined axial,
bending, shearing, and torsional loads are present. These structures may consist of
closed or open sections, or a combination of both. A closed cross-section is one for
which the thin wall forms one or more closed paths; in the opposite case, it is an
open section. This distinction has profound implications for the structural response
of the beam, most importantly when it comes to shearing and torsion.

In the analysis of thin-walled beams, the specific geometric nature of the beam
consisting of an assembly of thin sheets will be exploited to simplify the problem’s
formulation and solution process. Figures 8.1 to 8.4 show different types of thin-
walled cross-sections. Figure 8.1 shows a beam with a closed section, as opposed to
the open section of fig. 8.2. A combination of both types depicted in fig. 8.3 is also
possible. Finally, multi-cellular sections such as shown in fig. 8.4 are very common
in aeronautical constructions.

8.1 Basic equations for thin-walled beams.

The geometry of the section is described by a curve, C, drawn along the mid-
thickness of the wall, see figs. 8.1-8.4. A curvilinear variable, s, measuring length
along this contour is defined with an arbitrary origin. This variable defines an ori-
entation along C at all points. Of course, this orientation can be chosen arbitrarily.
The wall thickness, t(s), can vary from point to point along the contour. For multi-
cellular sections, a number of different curves are used to completely describe the
section, and a corresponding number of curvilinear variables define the length and
orientation of these various curves.

8.1.1 The thin wall assumption

In thin-walled beams, the wall thickness is assumed to be much smaller than the
other representative dimensions of the cross-section. Considering fig. 8.1, this means
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Fig. 8.1. Thin-walled beam with a closed,
single cell section.
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Fig. 8.2. Thin-walled beam with an open sec-
tion.
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Fig. 8.3. Thin-walled beam with open and
closed components.
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Fig. 8.4. Thin-walled beam with a multi-
cellular section.

t(s)
b

¿ 1,
t(s)
h

¿ 1, or
t(s)√

b2 + h2
¿ 1. (8.1)

Of course, for beam theory to be a reasonable approximation to the structural behav-
ior, the thin-walled beam must also be long, i.e.,

√
b2 + h2/L ¿ 1.

8.1.2 Stress flows

As discussed in sections 5.4.2 and 5.5.2, the stress components acting in the plane
of the cross-section are assumed to be negligible as compared to other stress com-
ponents. This implies that σ2 ¿ σ1 and σ3 ¿ σ1 and furthermore, τ23 ¿ τ12 and
τ23 ¿ τ13; it is then assumed that the only non-vanishing stress components are the
axial stress, σ1, and the transverse shear stresses, τ12 and τ13.

Given the geometry of thin-walled beams described in the previous section, it
is not convenient to work with the Cartesian components of transverse shear stress,
rather, it is preferable to resolve the shear stress into its components parallel and
normal to C, denoted τs and τn, respectively, as illustrated in fig. 8.5. The relationship
between these two sets of stress components is

τn = cosα τ12 + sin α τ13 = τ12
dx3

ds
− τ13

dx2

ds
, (8.2a)

τs = − sin α τ12 + cos α τ13 = τ12
dx2

ds
+ τ13

dx3

ds
, (8.2b)
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where basic trigonometric relationships for triangle PQR reveal that cos α = dx3/ds
and sin α = −dx2/ds, and where the negative sign results from the sign convention
for the curvilinear variable, s.

Using the principle of reciprocity of shear
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dx2

dx3

P(x , x )2 3

C

P

ds

R

t
12

t
13

t
n

t
s

aa

a

Tangent

to C

Fig. 8.5. Geometry of a differential
element of the wall.

stresses, eq. (1.5), the normal shear stress com-
ponent, τn, must vanish at the two edges of the
wall because the outer surfaces of the beam are
stress free. Furthermore, since the wall is very
thin, no appreciable magnitude of this shear
stress component can build up within the struc-
ture. As a result, it is assumed that τn van-
ishes through the wall thickness. The only non-
vanishing shear stress component is the tangen-
tial shear stress component, τs, which is taken
to be positive in the direction of s.

Inverting relations (8.2a) and (8.2b) yields
τ12 = τn cos α − τs sin α and τ13 = τn sin α + τs cosα. Because the normal shear
stress component vanishes, i.e., τn ≈ 0, the Cartesian components of stress can be
expressed as

τ12 ≈ τs
dx2

ds
, τ13 ≈ τs

dx3

ds
. (8.3)

Finally, because the wall is very

i2
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i1

sC

t
s

s
1

Fig. 8.6. Uniform distributions of axial and
shear stresses across the wall thickness.

thin, it seems reasonable to assume
that the non-vanishing stress compo-
nent, τs, is uniformly distributed across
the wall thickness. Figure 8.6 shows
the axial and shear stress components
through the thickness of the wall.

It is customary to introduce the
concept of stress flows defined as

n(x1, s) = σ1(x1, s)t(s), (8.4a)
f(x1, s) = τs(x1, s)t(s), (8.4b)

where n is the axial stress flow or axial flow, and f is the shearing stress flow or
shear flow taken positive in the direction of s. Using these definitions, instead of
integrating a stress over an area to compute a force, it is only necessary to integrate
a stress flow along curve C. This will greatly simplify subsequent developments.

8.1.3 Stress resultants

The definitions of stress resultant in thin-walled beams are identical to those given in
section 5.3 for beams with solid sections. Due to the thin wall assumption, integration
over the beam’s cross-sectional area reduces to an integration along curve C. An
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infinitesimal area of the cross-section, dA, can now be written as dA = tds, and the
axial force, eq. (5.8), becomes

N1(x1) =
∫

A

σ1 dA =
∫

C
σ1 tds =

∫

C
n ds, (8.5)

where the definition of the axial flow, eq. (8.4a), is used. The bending moments are
found from eqs. (5.10) using a similar process

M2(x1) =
∫

C
n x3 ds, M3(x1) = −

∫

C
n x2 ds. (8.6)

The shear forces acting along axes
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Fig. 8.7. Geometry of a differential element of
the wall.

ı̄2 and ı̄3 can be calculated from
the corresponding shear stress compo-
nents, τ12 and τ13, respectively, using
eqs. (5.9) to find

V2(x1) =
∫

C
f

dx2

ds
ds, (8.7a)

V3(x1) =
∫

C
f

dx3

ds
ds, (8.7b)

where eq. (8.3) and the definition of the
shear flow, eq. (8.4b), are used.

The torque computed about the origin, O, of the axis system can be expressed in
the form of a vector cross product,

MO(x1) =
∫

C
rP × f ds,

where rP = x2 ı̄2 + x3 ı̄3 is the position vector of point P, see fig. 8.7. An increment
in the curvilinear coordinate, s, can be written as ds = dx2 ı̄2+dx3 ı̄3, and the torque
about the origin then becomes

MO(x1) =
∫

C
(x2dx3 − x3dx2)f ı̄1 =

∫

C

(
x2

dx3

ds
− x3

dx2

ds

)
f ı̄1 ds.

Further inspection of fig. 8.7 reveals that the perpendicular distance from the
origin, O, to point, P0, on the tangent to curve C at point P, denoted ro, is

ro = x2 cos α + x3 sin α = x2
dx3

ds
− x3

dx2

ds
. (8.8)

The magnitude of the torque evaluated with respect to the origin of the axes finally
becomes

M1O(x1) =
∫

C
fro ds. (8.9)
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This result expresses the familiar formula for evaluating moments: the torque equals
the magnitude of the force times the perpendicular distance from the point about
which it is computed to the line of action of the force.

It will also be necessary to evaluate the torque about an arbitrary point of the
cross-section, say point K, with coordinates (x2k, x3k), as shown in fig. 8.7, to find

M1k(x1) =
∫

C
frk ds, (8.10)

where rk is the perpendicular distance from point K to the line of action of the shear
flow, f as shown in fig. 8.7. This distance is evaluated by replacing x2 and x3 in
eq. (8.8) by (x2 − x2k) and (x3 − x3k), respectively, to find

rk = (x2 − x2k) cosα + (x3 − x3k) sin α = ro − x2k
dx3

ds
+ x3k

dx2

ds
. (8.11)

8.1.4 Sign conventions

Consider the thin wall segment depicted in

i2

i3

ro s

s¢

a

b

P

Q

C

O

Fig. 8.8. Thin wall component.

fig. 8.8 extending from point P to point Q, lo-
cated at distances a and b from origin O of the
axis system, respectively. For this simple case,
curve C is the straight line segment, PQ. As-
sume one analyst selects variable s describing
curve C from point P to point Q, whereas an-
other analyst selects variable s′ describing the
same curve from point Q to point P.

An important sign convention is chosen for the shear flow: the shear flow is posi-
tive in the direction of the curvilinear variable s. This is an arbitrary sign convention,
because the positive direction of the curvilinear coordinate is itself chosen arbitrarily.
For the first analyst (using variable s), a positive shear flow is oriented from point P
to point Q, whereas for the other (using variable s′), a positive shear flow is oriented
from point Q to point P.

The geometry of curve C is described by its coordinates, x2(s) and x3(s), which
are functions of the curvilinear variable s. In this case, curve C is simply a straight
line, and its coordinates are

x2(s) = a
(
1− s

`

)
, x3(s) = b

s

`
,

where ` =
√

a2 + b2 is the length of segment PQ. Using eq. (8.8), the perpendicular
distance from the origin, O, to the tangent to curve C, denoted ro, becomes

ro = x2
dx3

ds
− x3

dx2

ds
= a

(
1− s

`

) b

`
− b

s

`

(
−a

`

)
=

ab

`
. (8.12)

For the other analyst, the geometry of curve C is described in terms the curvilinear
variable s′, and its coordinates are



302 8 Thin-walled beams

x2(s′) = a
s′

`
, x3(s′) = b

(
1− s′

`

)
.

The perpendicular distance, from the origin, O, to the tangent to curve C, denoted r′o,
now becomes

r′o = x2
dx3

ds′
− x3

dx2

ds′
= a

s′

`

(
−b

`

)
− b

(
1− s′

`

)
a

`
= −ab

`
. (8.13)

Because the two analysts describe the geometry of curve C in two different man-
ners, the perpendicular distance from the origin, O, to the tangent to curve C is differ-
ent. This distance becomes an algebraic quantity, i.e., its sign depends on the selected
direction of the curvilinear variable. Comparing eq. (8.12) to eq. (8.13), it is clear that
r′o(s

′) = −ro(s).
Figure 8.9 shows a thin-walled, closed
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Fig. 8.9. Sign conventions for the shear
flow, f(s).

section of arbitrary shape. Here again, one
analyst selects variable s describing curve C
in the counterclockwise direction, whereas
another analyst selects variable s′ describ-
ing curve C in the clockwise direction. The
sign convention for the torque, M1, is indi-
cated on the figure and is defined as positive
for a positive rotation about axis ı̄1 accord-
ing to the right-hand rule, see fig. 5.3. The
sign convention for the torque is indepen-
dent of the choice of the curvilinear vari-
able.

Let f(s) and r0(s) be the shear flow and
normal distance associated with the choice of the curvilinear variable s, whereas
f ′(s′) and r′0(s

′) are the corresponding quantities associated with the choice of the
curvilinear variable s′. Assuming that the shear flow arising from the application
of a torque is physically oriented in the counterclockwise direction as indicated in
fig. 8.9, it then follows that f > 0 whereas f ′ < 0, with f ′ = −f . Furthermore,
The normal distance from point O to the tangent to curve C at point P is such that
r′o(s

′) = −ro(s).
The sign of both the shear flow and the normal distance are determined

by the choice of direction for the curvilinear coordinate: f ′(s′) = −f(s) and
r′o(s

′) = −ro(s). The resulting torque, however, is unaffected by this choice:
M1O =

∫
C fro ds =

∫
C f ′r′o ds′ because fro = f ′r′o. It is left to the reader to

verify that the definition of the transverse shear forces, eq. (8.7), remains unaffected
by the choice of the direction of the curvilinear variable.

8.1.5 Local equilibrium equation

Figure 8.10 shows a differential element of the thin-walled beam. The dimensions of
the differential element are dx1 along the axis of the beam, and ds along curve C.
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The axial and shear flows are acting on the faces at x1 and s, and a Taylor’s series
expansion is used to evaluate the axial and shear flows on the opposite faces. The
shear flow is positive in the increasing direction of the curvilinear variable, s. Body
forces are neglected for this differential element of the thin-walled beam. Summing
up all the forces acting on this free-body diagram along axis ı̄1 yields

−n ds +
(

n +
∂n

∂x1
dx1

)
ds− f dx1 +

(
f +

∂f

∂s
ds

)
dx1 = 0.

After simplification, the equilibrium condition becomes

∂n

∂x1
+

∂f

∂s
= 0. (8.14)

This local equilibrium equation implies that any change in axial stress flow, n,
along the beam axis must be equilibrated by a corresponding change in shear flow,
f , along curve C that defines the cross-section.
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Fig. 8.10. Equilibrium of a differen-
tial element of the wall.

s

N1

M2

M3

i1

i2

i3

L

Fig. 8.11. Thin-walled beam subjected to axial forces
and bending moments.

8.2 Bending of thin-walled beams

Consider a thin-walled beam subjected to axial forces and bending moments, as
shown in fig. 8.11. Axes ı̄2 and ı̄3 are located at the centroid of the cross-section.
The Euler-Bernoulli assumptions discussed in section 5.1 are equally applicable to
the bending of thin-walled beams with either open or closed cross-sections. Hence,
assuming a displacement field in the form of eq. (6.1) results in the strain field given
by eqs. (6.2a) to eq. (6.2c), and the distribution of axial stresses given by eq. (6.15)
follows

σ1 = E

[
N1

S
− x2H

c
23 − x3H

c
33

∆H
M2 − x2H

c
22 − x3H

c
23

∆H
M3

]
, (8.15)
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where ∆H = Hc
22H

c
33 − (Hc

23)
2. Using eq. (8.4a), the axial flow distribution over

the cross-section now becomes

n(x1, s) = E(s)t(s)
[
N1(x1)

S
− x2(s)Hc

23 − x3(s)Hc
33

∆H
M2(x1)

−x2(s)Hc
22 − x3(s)Hc

23

∆H
M3(x1)

]
.

(8.16)

8.2.1 Problems

Problem 8.1. Sign conventions
Verify that the definition of the transverse shear forces, eq. (8.7), remains unaffected by the
choice of the direction of the curvilinear variable.

Problem 8.2. Thin-walled “Z” shaped cross-section beam
Figure 8.12 shows the cross-section of a thin-walled, “Z” shaped beam skewed at an angle
α with respect to axis ı̄2. (1) Find the centroidal bending stiffnesses. (2) For M2 = M0 and
M3 = 0, find the neutral axis orientation with respect to axis ı̄2. (3) Determine the location
and magnitude of the maximum axial stress. Use b = h/2 and sin α = 4/5.
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Fig. 8.12. “Z” shaped cross-section.
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Fig. 8.13. “Z” shaped cross-section.

Problem 8.3. Thin-walled “Z” shaped cross-section beam
Figure 8.13 shows the cross-section of a thin-walled, “Z” shaped beam skewed at an angle
α with respect to axis ı̄2. (1) Find the centroidal bending stiffnesses. (2) For M2 = M0 and
M3 = 0, find the neutral axis orientation with respect to axis ı̄2. (3) Determine the location
and magnitude of the maximum axial stress. Use b = h/2 and sin α = 4/5.

Problem 8.4. Thin-walled “L” shaped cross-section beam
Figure 8.14 shows a thin-walled beam with an “L” shaped cross-section. The cantilevered
beam is of length L = 48 in and carries a tip load, P = 200 lbs, applied along axis ı̄3.
(1) Determine the location of the centroid. (2) Find the centroidal bending stiffnesses. (3)
Determine the orientation of the neutral axis. (4) Determine the axial stress distribution over
the cross-section. Find the location and magnitude of the maximum axial stress. Use b = h =
2.0 in, tb = th = 0.100 in and E = 10.6× 106 psi.
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Fig. 8.14. “L” shaped cross-section.
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Fig. 8.15. Box-Z shaped cross-section.

Problem 8.5. Thin-walled “Box-Z” shaped cross-section beam
A cantilevered beam of length L is constructed with the thin-walled cross-section shown in
fig. 8.15. A concentrated load, P , is applied at the tip of the beam and acts along axis ı̄3.
(1) Determine the location of the centroid. (2) Find the centroidal bending stiffnesses. (3)
Determine the axial stress acting in the root section at points A and B. (4) Determine the
vertical and horizontal components of the deflection at the tip using the given centroidal axes
shown in the figure. Use b = c = a/2.

Problem 8.6. Thin-walled angle section
A beam of length L with the thin-walled cross-section shown in fig. 8.16 is simply supported
at both ends and carries a transverse distributed loading, p0, acting along axis ı̄2 at point C.
(1) Determine the location of the centroid. (2) Find the centroidal bending stiffnesses. (3) Find
the location and magnitude of the maximum axial stress. (4) Sketch the distribution of axial
stress over the cross-section for the section where the maximum bending moment occurs.
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Fig. 8.16. Angled “L” shaped cross-section.
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Fig. 8.17. Horizontal “V” section with verti-
cal flanges.

Problem 8.7. Thin-walled “V” shaped cross-section beam
A beam of length L with the thin-walled cross-section shown in fig. 8.17 is simply supported
at both ends and carries a transverse distributed loading, p0, acting along axis ı̄2 at point C.
(1) Determine the location of the centroid. (2) Find the centroidal bending stiffnesses. (3) Find
the location and magnitude of the maximum axial stress. (4) Sketch the distribution of axial
stress over the cross-section for the section where the maximum bending moment occurs.
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Problem 8.8. Skewed “I” shaped cross-section
A cantilevered beam of length L is constructed with the thin-walled, skewed “I” shaped cross-
section shown in fig. 8.18. The wall thickness for both flanges and web is a constant, t. Axis
ı̄2 is an axis of symmetry of the section. A concentrated load, P , is applied at the tip of the
beam and acts along axis ı̄3. (1) Determine the location of the centroid. (2) Find the centroidal
bending stiffnesses. (3) Determine the axial stress acting in the root section at points A, B, and
C.

t
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Fig. 8.18. Skewed “I” shaped cross-section.
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Fig. 8.19. Semi-circular open cross-section.

Problem 8.9. Thin-walled semi-circular cross-section beam
A beam of length L with the thin-walled, semi-circular cross-section shown in fig. 8.19 is
simply supported at both ends and carries a transverse distributed loading, p0, acting along
axis ı̄2 at point B. (1) Determine the location of the centroid. (2) Find the centroidal bending
stiffnesses. (3) Find the location and magnitude of the maximum axial stress. (4) Sketch the
distribution of axial stress over the cross-section for the section where the maximum bending
moment occurs. Note: It is more convenient to work with the angle θ as a variable describing
the geometry of the section: s = Rθ, ds = Rdθ.

Problem 8.10. Thin-walled semi-circular cross-section with flanges
A beam of length L with the thin-walled, semi-circular cross-section with flanges shown in
fig. 8.20 is simply supported at both ends and carries a transverse distributed loading, p0,
acting along axis ı̄2 at point C. (1) Determine the location of the centroid. (2) Find the cen-
troidal bending stiffnesses. (3) Find the location and magnitude of the maximum axial stress.
(4) Sketch the distribution of axial stress over the cross-section for the section where the max-
imum bending moment occurs.

Problem 8.11. Thin-walled C-channel with variable thickness
A beam of length L with the thin-walled, C-channel cross-section shown in fig. 8.21 is simply
supported at both ends and carries a transverse distributed loading, p0, acting along axis ı̄2 at
point C. (1) Determine the location of the centroid. (2) Find the centroidal bending stiffnesses.
(3) Find the location and magnitude of the maximum axial stress. (4) Sketch the distribution
of axial stress over the cross-section for the section where the maximum bending moment
occurs.



8.3 Shearing of thin-walled beams 307

i2

i3

R

a

a

A

B

C

Fig. 8.20. Semi-circular section with vertical
flanges.

t
bt

i2

i3

h

b

A
B

C

Fig. 8.21. C-channel with variable flange
thickness.

8.3 Shearing of thin-walled beams

In most practical cases, the bending moments considered in the previous section are
accompanied by transverse shear forces, which give rise to shear flow distributions
over the cross-section. This distribution is evaluated by introducing the axial flow
given by eq. (8.16) into the local equilibrium equation, eq. (8.14), to find

∂f

∂s
= −Et

[
1
S

dN1

dx1
− x2H

c
23 − x3H

c
33

∆H

dM2

dx1
− x2H

c
22 − x3H

c
23

∆H

dM3

dx1

]
. (8.17)

The sectional equilibrium equations, eqs. (6.16), (6.18), and (6.20), are introduced
for the moment derivatives, and to simplify this expression, it is further assumed that
the distributed axial loads, p1, and moments, q2 and q3, are zero, to find

∂f

∂s
= −E(s)t(s)

[
−x2H

c
23 − x3H

c
33

∆H
V3 +

x2H
c
22 − x3H

c
23

∆H
V2

]
. (8.18)

Integration of this differential equation then yields the shear flow distribution
arising from shear forces, V2 and V3, as

f(s) = c−
∫ s

0

Et

[
−x2H

c
23 − x3H

c
33

∆H
V3 +

x2H
c
22 − x3H

c
23

∆H
V2

]
ds, (8.19)

where c is an integration constant corresponding to the value of the shear flow at
s = 0. The procedure to determine this integration constant depends on whether the
cross-section is open or closed. Because the bending stiffnesses and shear forces are
functions of variable x1 alone, they can be factored out of the integral, leading to

f(s) = c +
Q3(s)Hc

23 −Q2(s)Hc
33

∆H
V3 − Q3(s)Hc

22 −Q2(s)Hc
23

∆H
V2, (8.20)

where the stiffness static moments, also called stiffness first moments, are defined as

Q2(s) =
∫ s

0

Ex3(s) tds; Q3(s) =
∫ s

0

Ex2(s) tds. (8.21)

These integrals are the static moments for the portion of the cross-section from s = 0
to s, and thus, Q2 and Q3 are functions of s.
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8.3.1 Shearing of open sections

For open sections, the principle of reciprocity of shear stresses, eq. (1.5), implies the
vanishing of shear flow at the end points of curve C. Indeed, if a shear flow does exist
at those points, a non-vanishing shear stress must also act along the lateral edge of
the beam, which is assumed to be stress free. For instance, the shear flow at points
A and D of the cross-section of the C-channel depicted in fig. 8.24 must vanish,
because edges AE and DF are stress free. If the origin of the curvilinear coordinate,
s, is chosen to be located at such a stress free edge, the integration constant, c, in
eq. (8.20) must vanish.

The shear flow distribution over the open cross-section of a thin-walled beam
subjected to transverse shear forces can be determined using the following procedure.

1. Compute the location of the centroid of the cross-section and select a set of
centroidal axes, ı̄1 and ı̄2, at this point; compute the sectional centroidal bending
stiffnesses Hc

22, Hc
33 and Hc

23. If desired, principal centroidal axes of bending
may also be used, in which case Hc

23 = 0.
2. Select suitable curvilinear coordinates, s, that describe the geometry of the cross-

section. It will often be simpler to define several curvilinear coordinates to de-
scribe the entire contour, C, of the cross-section.

3. Evaluate the first stiffness moments as functions of position, s, along contour, C,
of the cross-section, using eqs. (8.21).

4. The shear flow distribution, f(s), then follows from eq. (8.20).

8.3.2 Evaluation of stiffness static moments

The stiffness static moments, Q2 and Q3, defined by eqs. (8.21), are key to the eval-
uation of the shear flow distribution over thin-walled cross-sections. Consider the
homogeneous, thin-walled rectangular strip oriented at an angle, α, with respect to
axis ı̄2 as depicted in fig. 8.22. The stiffness static moment, Q2(s), is readily com-
puted as

Q2(s) =
∫ s

0

Ex3 tds = E

∫ s

0

(d3 + s sin α) tds = E st (d3 +
s

2
sin α). (8.22)

This result can be interpreted as follows: the stiffness static moment is the stiffness
static moment of a portion of the strip from 0 to s and equals the product of Young’s
modulus times the area, st, times the value of the coordinate, x3 = d3 + s/2 sinα,
which is the coordinate of the centroid of the local area, st (i.e., at the area mid-
point).

A similar result can be obtained for the other stiffness static moment,

Q3(s) = E st (d2 + s/2 cos α), (8.23)

and can be interpreted in the same manner. Note that since the strip is made of a
homogeneous material, Young’s modulus factors out of the integral; hence, Q2(s) =
E

∫ s

0
x3 tds, where

∫ s

0
x3 tds represents the area static moment of the strip.
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Fig. 8.22. Stiffness static moments for a thin-
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Fig. 8.23. Stiffness static moments for a thin-
walled circular arc.

Consider next the thin-walled homogeneous circular arc of radius R depicted in
fig. 8.23. Length along the arc is measured by the curvilinear coordinate s, but in
view of the circular geometry of the problem, it is preferable to work with angle θ.
Noting that ds = Rdθ, eq. (8.21) yields

Q2(s) =
∫ s

0

Ex3 tds = Et

∫ θ

0

(d3 + R sin θ) Rdθ = EtR2

(
d3

R
θ + 1− cos θ

)
.

(8.24)
A similar development yields Q3(s) = EtR2[(1 + d2/R)θ − sin θ].

The key insight here is that the stiffness static moment of any arbitrary area with
a given Young’s modulus, E, is simply the product of the modulus, the area, and the
distance to the area centroid. In other words, Q2 = EAx3c or Q3 = EAx2c, where
x2c and x3c are the distances to the centroid of the area, A. This result is essentially
a statement of the parallel axis theorem, see section 6.8.1, applied to stiffness static
moments, but in this case, the result is only the transport term because the static
moment about the area centroid itself is zero by definition.

8.3.3 Shear flow distributions in open sections

The calculation of the shear flow in thin-walled open cross-sections will now be
illustrated using several examples.

Example 8.1. Shear flow distribution in a C-channel
Evaluate the distribution of shear flow over the thin-walled C-channel1 shown in
fig. 8.24. The section has a uniform thickness, t, a vertical web height, h, a flange
width, b, and is subjected to a vertical shear force, V3, at the specific span-wise
location where the shear flow is to be computed. The origin of the axes on the section
is placed at the centroid, which is located at a distance d = b/(2 + h/b) to the right
of the web’s mid-point. Because the section is symmetric about axis ı̄2, these axes
are principal centroidal axes of bending, i.e., Hc

23 vanishes.
Because the section is subjected to the shear force V3 only, the shear flow distri-

bution, given by eq. (8.20), reduces to

1 This cross-section is referred to with various names: a “C” section, a channel section, or a
C-channel.
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Fig. 8.24. Cantilevered beam with a C-channel cross-section.

f(s) = c− Q2(s)
Hc

22

V3, (8.25)

where the bending stiffness is easily evaluated as

Hc
22 = E

[
th3

12
+ 2bt

(
h
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)2
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= E

(
h3

12
+

bh2
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Fig. 8.25. Distribution of shear flow over the C-channel cross-section.

To simplify the algebra, the curvilinear coordinate describing the cross-section’s
geometry is broken into three parts: s1 across the upper flange, s2 down the vertical
web, and s3 across the lower flange, as depicted in fig. 8.25. For the section’s upper
flange, eq. (8.25) yields the shear flow distribution as

f(s1) = c1 − Q2(s1)
H22

V3 = 0− Ets1h/2
Hc

22

V3 = −Ehts1

2
V3

Hc
22

, (8.26)

where the stiffness static moment, Q2(s), for the thin rectangular strip is evaluated
with the help of eq. (8.22). The integration constant, c1, vanishes because the shear
flow must vanish at point A, where s1 = 0.
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Next, consider the section’s vertical web. Equation (8.22) yields the stiffness
static moment as Q2(s2) = Ets2(h − s2)/2, and the corresponding shear flow dis-
tribution then follows from eq. (8.25) as

f(s2) = c2 − h− s2

2
ts2

EV3

Hc
22

= −1
2

[bh + s2(h− s2)]
tEV3

Hc
22

. (8.27)

The integration constant, c2, is evaluated by enforcing the continuity of the shear
flow: f(s2 = 0) = f(s1 = b), leading to c2 = −hb/2 EV3/Hc

22.
Finally, eq. (8.22) yields the stiffness static moment of the lower flange, where

x3 = −h/2, as Q2(s3) = −E ts3 h/2. The corresponding shear flow then follows
from eq. (8.25) as

f(s3) = c3 +
E ts3 h/2

Hc
22

V3 =
hs3

2
tEV3

Hc
22

, (8.28)

where the integration constant, c3, vanishes because f(s3 = 0) = 0.
The present solution also satisfies the shear flow continuity condition at point C,

although this condition is not explicitly enforced. Indeed, the above results imply
f(s2 = h) = −1/2 bhtEV3/Hc

22 and f(s3 = b) = 1/2 bhtEV3/Hc
22, i.e., f(s2 =

h)+f(s3 = b) = 0. Note the algebraic nature of shear flows: the two shear flow add
up to zero because curvilinear variables s2 and s3 both converge towards point C.

The shear flow distribution along the cross-section is plotted in the right portion
of fig. 8.25. In this plot, the shear flow direction is indicated by arrows along the
section contour and the magnitude of the shear flow is represented by the curve
plotted along the contour; the shear flow’s magnitude is proportional to the distance
from the contour line to the curve, measured in the direction perpendicular to the
cross-section contour. In the vertical web, the shear flow varies parabolically, and
its algebraic value is negative, see eq. (8.27). Because the curvilinear coordinate,
s2, is positive down while the shear flow is negative, it implies that the shear flow
and associated shear stresses are actually pointing up the vertical web; this physical
direction of the shear flow is indicated by the arrows in fig. 8.25.

The shear flow has certain characteristics that deserve further discussion. First,
the shear flows in the upper and lower flanges are linearly distributed along the
flanges and vanish at the edges. Second, the shear flow in the vertical web varies
in a quadratic manner. Finally, the maximum shear flow is found at the mid-point of
the vertical web, and its magnitude is indicated in fig. 8.25.

Example 8.2. Shear flow continuity conditions
In the previous example, shear flow continuity conditions are imposed at point B and
C of the C-channel depicted in fig. 8.24. The continuity condition can be obtained
from simple equilibrium arguments: consider the free-body diagram of the two-wall
joint, where two walls are connected at point J, as illustrated in fig. 8.26. This rep-
resents the configuration of the present problem at point B. Due to the principle of
reciprocity of shear stresses, eq. (1.5), the shear flows acting in the plane of the cross-
section must be equilibrated by shear flows acting on orthogonal faces. Equilibrium
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of forces acting along the beam’s axis then yields −f1 + f2 = 0, or f1 = f2, i.e., the
shear flow must be continuous at the junction of the upper flange and vertical web,
f(s1 = b) = f(s2 = 0).

Figure 8.26 also illustrates the situation at the edge of the wall, labeled point E.
Due to the principle of reciprocity of shear stresses, the shear flow at the edge of the
wall must vanish, because the orthogonal face is a stress free edge of the beam.

f1
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f1

f1f = 0

f = 0edge

f2

f2

f2

f2

f3 f3
åf = 0i

JJE

Two-wall
joint

Three-wall
joint

Wall edge

Fig. 8.26. Equilibrium condition at the junction of two or more thin walls.

Finally, fig. 8.26 depicts a more elaborate three-wall joint configuration, where
multiple walls are connected together at point J. Equilibrium of forces acting along
axis ı̄1 of the beam yields −f1 − f2 − f3 = 0, or more generally,

∑
fi = 0. (8.29)

This simple equilibrium argument implies that the sum of the shear flows con-
verging to a joint must vanish. In practical applications of eq. (8.29), the shear flows
must be interpreted as algebraic quantities: each shear flow is positive in the direction
of the corresponding curvilinear coordinate. For instance, application of eq. (8.29)
to the two-wall configuration illustrated in fig. 8.26 yields (+f1) + (−f2) = 0, or
f1 = f2, as expected. Equation (8.29) applies at wall joints and edges; in the former
case, the sum extends over all walls connected at the joint, whereas in the latter case,
the sum reduces to a single term, enforcing the vanishing of the shear flow at the
wall’s edge.

Example 8.3. Shear flow distribution in a C-channel
The choice of the curvilinear coordinates is entirely arbitrary as long as each point of
the cross-sectional contour is uniquely defined. For the C-channel treated in exam-
ple 8.1, fig. 8.27 shows an alternative definition of the curvilinear variable: s1 now
runs across the lower flange, s2 up the vertical web, starting from its mid-point, and
s3 across the upper flange, starting at point B. As in the previous example, eq. (8.25)
defines the shear flow; in the lower flange, it leads to

f(s1) = 0 +
thb

2

(s1

b

) EV3

Hc
22

, (8.30)

where the term s1/b is the non-dimensional length across the lower flange.
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Fig. 8.27. Distribution of shear flow over the C-channel cross-section for an alternative defi-
nition of the curvilinear variable.

For the vertical web, eq. (8.22) yields the stiffness static moment as Q2 =
E s2t s2/2, and eq. (8.25) then leads to the following shear flow distribution

f(s2) = c2 − s2
2t

2
EV3

Hc
22

=
hbt

2
EV3

Hc
22

+
h2t

8

[
1−

(
2s2

h

)2
]

EV3

Hc
22

, (8.31)

where the integration constant is evaluated with the joint equilibrium condition,
eq. (8.29). At point C, f(s1 = b) = f(s2 = −h/2), leading to hbt/2 EV3/Hc

22 =
c2 − h2t/8 EV3/Hc

22.
Finally, the shear flow distribution along the upper flange is found in a similar

manner

f(s3) = c3 − Q2

Hc
22

V3 = c3 − E s3t h/2
Hc

22

V3 =
hbt

2

(
1− s3

b

) EV3

Hc
22

. (8.32)

Here again, the integration constant is determined from the joint equilibrium con-
dition, eq. (8.29). At point B, f(s2 = h/2) = f(s3 = 0), which implies
hbt/2 EV3/Hc

22 = c3. Equilibrium requires the shear flow to vanish at s3 = b; this
condition is satisfied by the present solution, although it is not explicitly enforced.

The overall distribution of shear flow for this alternative formulation is shown in
fig. 8.27; it is, of course, identical to that found in example 8.1. For either approach,
the maximum shear flow occurs at the web’s mid-point and is

fmax =
EV3h

2t

8Hc
22

(
1 +

4b

h

)
. (8.33)

While the results found here are physically identical to those found in exam-
ple 8.1, sign differences will occur because of the different choices for the curvilin-
ear variable, s. For instance, the shear flow distribution over the vertical web, see
eqs. (8.27) and (8.31), are of opposite sign, reflecting the opposite choices for the
direction of the curvilinear variable s2, see fig. 8.25 and 8.27. Similar remarks can
be made concerning the shear flow distributions in the upper and lower flanges.
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Example 8.4. Shear flow distribution in an open triangular section - A
Figure 8.28 shows a thin-walled, homogeneous section in the shape of a triangle
open at point A and subjected to a vertical shear force, V3. The opening at point A
is simply a small cut in the wall that does not affect the dimensions of the cross-
section. The width and height of the section are specified in multiples of the wall
thickness, and to simplify the computations, the upper and lower halves are right
triangles, whose side lengths have ratios 5:12:13.
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distribution
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Fig. 8.28. Thin-walled, open triangular section

Since axis ı̄2 is an axis of symmetry, the axes depicted on the figure are principal
axes of bending, i.e., Hc

23 = 0. It is also readily verified that the origin of the cen-
troidal axes is located as shown in fig. 8.28. The bending stiffness of the section can
be computed using the triangle area equivalence method developed in section 6.8.3
as

Hc
22 = 2E

[(
2
3
39t2

)(
15t

2

)2

+
(

30t2

6
+

39t2

6

)
(15t)2

]
= 8100 Et4, (8.34)

where it is noted that the section’s upper flange is of length 39t.
The curvilinear coordinate, s, along the cross-section is broken into three com-

ponents starting at point A: s1 runs down the lower flange, s2 up the vertical web,
starting from its mid-point, and s3 along the upper flange, starting from point A, as
shown in fig. 8.28.

From eq. (8.20), the shear flow distribution in the section’s lower flange simplifies
to f(s1) = c1 − Q2(s1)V3/Hc

22. Equation (8.22) yields the stiffness static moment
as Q2(s1) = −E s1t s1/2 sin α, where α is the angle between the upper flange and
axis ı̄2, with sin α = 15/39. The shear flow distribution then becomes

f(s1) = 0 +
5
26

s2
1t

EV3

Hc
22

=
13
360

( s1

39t

)2 V3

t
, (8.35)

where the integration constant is evaluated from the condition that f(s1 = 0) = 0.
The non-dimensional variable s1/39t is used to simplify the expression; it runs from
0 at point A to 1 at point C.
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Next, the stiffness static moment for the section’s vertical web is Q2(s2) =
E s2t s2/2, and the corresponding shear flow distribution becomes

f(s2) = c2 − 1
2
s2
2

tEV3

Hc
22

=
13
360

V3

t
+

1
72

[
1−

( s2

15t

)2
]

V3

t
, (8.36)

where the integration constant, c2, is evaluated using the joint equilibrium condition,
eq. (8.29), at point C: f(s1 = 39t) = f(s2 = −15t).

Finally, due to symmetry, the shear flow distribution along the upper flange is
identical to that along the lower flange, except for a change in sign due to the change
in sign of x3,

f(s3) = − 13
360

( s3

39t

)2 V3

t
. (8.37)

Although not explicitly enforced, the joint equilibrium condition at point B is satis-
fied by the present solution; indeed, f(s2 = 15t) + f(s3 = 39t) = 0.

Figure 8.28 shows the computed shear flows distributions over the cross-section.
The magnitude of the shear flow is represented by the curve plotted along the cross-
sectional contour where the shear flow is proportional to the normal distance from
the contour to the curve and where the direction of the shear flow is indicated by the
arrows.

Example 8.5. Shear flow distribution in an open triangular section - B
The thin-walled triangular section of height h and width b treated in the previous
example is considered again, but the section is now open at point B, the vertical
web’s mid-point, as illustrated in fig. 8.29.

First, the bending stiffness of the section is evaluated with the help of eq. (6.53)
to find

Hc
22 = E

th3

12
+ 2E

[
t`3

12
sin2 α + t`

(
h

4

)2
]

=
Et`h2

6
(1 + sinα),

where ` is the length of the flange (note that h/2 = ` sin α). This expression should
be compared with eq. (8.34) found using the triangle area equivalence method; it
is left to the reader to show that the two expressions are identical. In view of the
symmetry of the problem, the axes shown on the figure are principal centroidal axes
of bending. The centroid’s location along axis ı̄2 will not be required to evaluate the
shear flow distribution, and hence, its computation is omitted.

The shear flow distribution generated by a vertical shear force, V3, will be com-
puted by directly integrating the governing differential equation, rather than using
the stiffness static moment defined in eq. (8.22). For this problem, eq. (8.18) reduces
to

df

ds
= − Et

Hc
22

x3V3 = − 6
`h2(1 + sinα)

x3V3. (8.38)

For convenience, the section is broken into four straight segments and a curvilinear
variable is defined along each segment, as shown in fig. 8.29.
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Fig. 8.29. Thin-walled, open triangular section.

For the upper part of the vertical web defined by s1, x3 = s1, and integration of
eq. (8.38) leads to

f(s̄1) = − 6
`h2(1 + sinα)

s2
1

2
V3 = − 3s̄2

1

4(1 + sin α)
V3

`
,

where s̄1 = 2s1/h is the non-dimensional variable along the vertical web.
For the upper flange defined by s2, x3 = h/2− s2 sin α, and eq. (8.38) yields

f(s̄2) = − 6
`h2(1 + sinα)

(
hs2

2
− s2

2/2 sin α

)
V3 + c2

= −3(s̄2 − s̄2
2/2)

1 + sin α

V3

`
− 3

4(1 + sinα)
V3

`
,

where s̄2 = s2/` is the non-dimensional curvilinear variable along the top flange.
Integration constant, c2, is evaluated by enforcing the joint equilibrium condition,
eq. (8.29). At point C, f(s̄1 = 1) − f(s̄2 = 0) = 0. Due to the symmetry of the
section, f(s̄3) = −f(s̄1) and f(s̄4) = −f(s̄2), where f(s̄3) and f(s̄4) are the shear
flow distributions in the lower part of the vertical web and lower flange, respectively.

The net force resulting from the shear flow distribution in the upper part of the
web is found by integration as

R1 =
∫ h/2

0

f1 ds1 = − 3
4(1 + sin α)

V3

`

h

2

∫ 1

0

s̄2
1 ds̄1 = − sinα

4(1 + sinα)
V3.

Similarly, the net force resulting from the shear flow distribution in the upper flange
is

R2 =
∫ `

0

f2 ds2 = − 2 + 3 sinα

4 sin α(1 + sinα)
V3.

The net force resultants in the lower part of the section are found by symmetry:
R3 = −R1 and R4 = −R2. The shear flow resultants for the section’s four segments
are shown in fig. 8.29.

It is interesting to point out the counter-intuitive result that the shear flow dis-
tribution in the vertical web is pointing down, although the applied vertical shear
force is pointing up. Indeed, R1 < 0 and R3 > 0, while s1 is pointing up
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and s3 is pointing down. To understand this result, it is necessary to consider the
equilibrium of the entire section. First, summing all forces along axis ı̄2 yields
R2 cosα + R4 cosα = 0; this is expected because no external shear force is ap-
plied along this axis. Second, summation of all forces in the vertical direction gives
R1−R3−R2 sin α+R4 sin α = 2R1−2R2 sin α = V3, as can be verified by using
the previously determined values of R1 and R2. This result is also expected: the re-
sultant force in the vertical direction is equal to the externally applied shear force, V3.
The shear flow distributions in the upper and lower flanges have a net contribution in
the upward vertical direction that overcomes the downward contribution of the shear
flow in the vertical web to equilibrate the externally applied vertical shear force, V3.

8.3.4 Problems

Problem 8.12. Thin-walled “Z” shaped cross-section beam
Consider the thin-walled “Z” shaped cross-section beam shown in fig. 8.12. (1) Determine the
shear flow distribution in the section under a vertical shear force, V3. (2) Verify that all joint
and edge equilibrium conditions, eq. (8.29), are satisfied. (3) Find the magnitude and location
of the maximum shear stress. Use b = h/2 and sin α = 4/5.

Problem 8.13. Thin-walled skewed “Z” shaped cross-section beam
Consider the thin-walled skewed “Z” shaped cross-section beam shown in fig. 8.13. (1) Deter-
mine the shear flow distribution in the section under a vertical shear force, V3. (2) Verify that
all joint and edge equilibrium conditions, eq. (8.29), are satisfied. (3) Find the magnitude and
location of the maximum shear stress. Use b = h/2 and sin α = 4/5.

Problem 8.14. Thin-walled “L” shaped cross-section beam
Consider the thin-walled “L” section beam shown in fig. 8.14. (1) Determine the location of
the centroidal axes and compute the centroidal bending stiffnesses. (2) Determine the shear
flow distribution in the section under a vertical shear force, V3. (3) Verify that all joint and
edge equilibrium conditions, eq. (8.29), are satisfied. (4) Find the magnitude and location of
the maximum shear stress. Use th = tb = t and h = 2b.

Problem 8.15. Thin-walled angle section beam
A cantilevered beam with the thin-walled angle section shown in fig. 8.16 carries a tip vertical
load, P , applied along axis ı̄3. (1) Determine the location of the centroidal axes and compute
the centroidal bending stiffnesses. (2) Find the shear flow distribution in the root section. (3)
Verify that all joint and edge equilibrium conditions, eq. (8.29), are satisfied.

Problem 8.16. Skewed “I” shaped cross-section
A beam has the thin-walled, skewed “I” shaped cross-section shown in fig. 8.18. The wall
thickness for both flanges and web is a constant, t. Axis ı̄2 is an axis of symmetry of the
section. (1) Determine the location of the centroidal axes and compute the centroidal bending
stiffnesses. (2) Determine the shear flow distribution in the section under a vertical shear force,
V3. (3) Verify that all joint and edge equilibrium conditions, eq. (8.29), are satisfied.

Problem 8.17. Skewed “I” shaped cross-section
Treat problem 8.16 when the section is subjected a horizontal shear force, V2.
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Problem 8.18. Thin-walled semi-circular cross-section beam
Figure 8.19 depicts a thin-walled, semi-circular open cross-section. (1) Determine the location
of the centroidal axes and compute the centroidal bending stiffnesses. (2) Determine the shear
flow distribution in the section under a vertical shear force, V3. (3) Verify that all joint and
edge equilibrium conditions, eq. (8.29), are satisfied. (4) Indicate the location and magnitude
of the maximum shear flow. Note: It is more convenient to work with the angle θ as a variable
describing the geometry of the section: s = Rθ, ds = Rdθ.

Problem 8.19. Thin-walled semi-circular cross-section beam
Work problem 8.18 when the section is subjected a horizontal shear force, V2.

Problem 8.20. Thin-walled semi-circular cross-section with flanges
Figure 8.20 depicts a thin-walled, semi-circular open cross-section with end flanges. (1) De-
termine the location of the centroidal axes and compute the centroidal bending stiffnesses. (2)
Determine the shear flow distribution in the section under a vertical shear force, V3. (3) Verify
that all joint and edge equilibrium conditions, eq. (8.29), are satisfied. (4) Indicate the location
and magnitude of the maximum shear flow.

Problem 8.21. Thin-walled semi-circular cross-section with flanges
Work problem 8.20 when the section is subjected a horizontal shear force, V2.

Problem 8.22. Thin-walled C-channel with variable flange thickness
Figure 8.21 depicts a thin-walled C-channel with variable flange thickness. (1) Determine the
location of the centroidal axes and compute the centroidal bending stiffnesses. (2) Determine
the shear flow distribution in the section under a vertical shear force, V3. (3) Verify that all
joint and edge equilibrium conditions, eq. (8.29), are satisfied. (4) Indicate the location and
magnitude of the maximum shear flow.

Problem 8.23. Thin-walled C-channel with variable thickness
Treat problem 8.22 when the section is subjected a horizontal shear force, V2.

8.3.5 Shear center for open sections

Section 8.3.1 focuses on the determination of the shear flow distribution in thin-
walled open sections. The beam’s cross-section is assumed to be subjected to trans-
verse shear forces, V2 and V3, and it is shown that integration of the local equilibrium
equation, eq. (8.18), over the cross-section yields the desired shear flow distribution.
Intuitively, it is expected that integration over the cross-section of the shear flow com-
ponents in the horizontal and vertical directions must yield the applied shear forces,
V2 and V3, respectively.

In the statement of the problem, the beam is assumed to be subjected to the
transverse shear forces, V2 and V3 alone, and no torque is applied, i.e., M1 = 0.
Consequently, the net torque generated by the shear flow distribution is expected
to vanish. It should be noted, however, that as stated, the problem is not precisely
defined: whereas the magnitudes of the transverse shear forces are given, their lines
of action are not specified. This precludes the computation of the torque generated
by the applied shear forces, and hence, it is not possible verify the torque equilibrium
of the cross-section.
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Definition of the shear center

Consider a beam with the thin-walled, open cross-section depicted in fig. 8.30. At a
particular span-wise location along the beam, the cross-section is subjected to hor-
izontal and vertical shear forces of magnitudes V2 and V3, respectively, with lines
of action passing through point K, with coordinates (x2k, x3k), which are, as yet,
unknown. No external torque is applied with respect to point K, i.e., M1k = 0.

The shear flow distribution over the cross-
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Fig. 8.30. Thin-walled open cross-
section subjected to shear forces.

section must satisfy the following three equipol-
lence conditions. First, integration of the hor-
izontal component of the shear flow over the
cross-section must equal the applied horizon-
tal shear force, i.e.,

∫
C f (dx2/ds) ds = V2.

This condition will be satisfied because it sim-
ply corresponds to the definition of the shear
force, see eq. (8.7a). The second condition is
similar to the first and requires the integration
of the vertical component of the shear flow
to equal the applied vertical shear force, i.e.,∫
C f (dx3/ds) ds = V3, which is identical to

eq. (8.7b). The third condition requires the equivalence of the torque generated by
the distributed shear flow with the externally applied torque, when computed about
the same point. In summary, the shear flow distribution and the externally applied
shear forces and torque must form two equipollent systems of forces.

Whereas the first two equipollence conditions do not require the knowledge of
the line of action of the applied shear forces, the last condition does. The torque gen-
erated by the shear flow distribution about point K is given by eq. (8.10) as M1k =∫
C frk ds, where rk is the perpendicular distance from point K to the line of action

of the shear flow, as defined by eq. (8.11). The torque generated by the externally ap-
plied forces with respect to the same point vanishes: M1k = 0 + 0 · V2 + 0 · V3 = 0.
Indeed, no external torque is applied and the moment arms of the transverse shear
forces with respect to point K both vanish because their lines of action both pass
through point K, as illustrated in fig. 8.30.

The third equipollence condition now requires M1k =
∫
C frk ds = 0. This

means that point K cannot be an arbitrary point; rather, its coordinates must satisfy
the torque equipollence condition,

M1k =
∫

C
frk ds = 0. (8.39)

This torque equipollence condition provides the definition of the shear center
location.

Alternative definition of the shear center

The perpendicular distance from point K to the line of action of the shear flow is
given by eq. (8.11). Similarly, the perpendicular distance from an arbitrary point A
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to the line of action of the shear flow is ra = ro−x2a dx3/ds+x3a dx2/ds, where
(x2a, x3a) are the coordinates of point A. Subtracting this equation from eq. (8.11)
results in rk = ra − (x2k − x2a) dx3/ds + (x3k − x3a) dx2/ds. Introducing this
result into the torque equipollence condition, eq. (8.39), then yields

∫

C
fra ds− (x2k − x2a)

[∫

C
f

dx3

ds
ds

]
+ (x3k − x3a)

[∫

C
f

dx2

ds
ds

]

=
∫

C
fra ds− (x2k − x2a)V3 + (x3k − x3a)V2 = 0.

Since the torque generated about point A by the shear flow distribution is M1a =∫
C fra, it follows that

M1a =
∫

C
fra ds = (x2k − x2a)V3 − (x3k − x3a)V2. (8.40)

This result could also have been obtained from statics consideration by calcu-
lating the moment at point A due to force and moment resultants at point K. In-
deed, as illustrated in fig. 8.30, M1a = M1k + (x2k − x2a)V3 − (x3k − x3a)V2,
where (x3k − x3a) and (x2k − x2a) are the moment arms of shear forces V2 and V3

with respect to point A, respectively. Equation (8.40) then results from the fact that
M1k = 0, as required by eq. (8.39).

Equations (8.39) and (8.40) both express the same torque equipollence condition:
the torque generated by the shear flow distribution associated with transverse shear
forces must vanish when computed with respect to the shear center. Either equation
can be used to evaluate the location of the shear center, as will be illustrated in the
following examples. The choice of whether to use eq. (8.39) or (8.40) depends on
familiarity or convenience. Equation (8.40) is often easier to apply when M1a can
be computed more easily, i.e., by careful choice of point A, M1a ==

∫
C fra can be

much easier to calculate.

Summary

The discussion presented in the previous paragraphs can be summarized as follows.
Consider a beam subjected to transverse shear forces only, i.e., no external torque is
applied. Consequently, a shear flow distribution will arise in the cross-section, and its
distribution is obtained by integrating eq. (8.18). This shear flow distribution must be
equipollent to the externally applied shear forces. The equipollence of this shear flow
distribution is only possible if the transverse shear forces have lines of action passing
through point K, called the shear center, whose coordinates must satisfy eq. (8.39).

Because externally applied shear forces also generate bending of the beam, the
following equivalent statement results: a beam bends without twisting if and only if
the transverse loads are applied at the shear center. A corollary of this statement is
that if the transverse loads are not applied at the shear center, the beam will both
bend and twist. The analysis of coupled bending-twisting problems will be treated in
section 8.6.
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The computation of the location of the shear center is a four step procedure.
First, evaluate the shear flow distribution associated with a transverse shear force,
V2. Second, determine the location, x3k, of the line of action of this shear force with
the help of eq. (8.39) or (8.40). Third, evaluate the shear flow distribution associated
with a transverse shear force, V3. Finally, determine the location, x2k, of the line
of action of this shear force with the help of eq. (8.39) or (8.40). Of course, if the
cross-section features a plane of symmetry, the shear center must lie in that plane of
symmetry.

Example 8.6. Shear center for a C-channel
The shear flow distribution generated by a vertical shear force applied to a C-channel
is computed in example 8.3 and is shown in fig. 8.31. Axis ı̄2 is an axis of symmetry
for the C-channel, and hence, the shear center lies at a point along this axis. Thus, it
is only necessary to evaluate the shear flow distribution generated by a vertical shear
force, V3, to determine the location of the shear center.

Centroid Shear
Center

Shear flow
distribution
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shear
force, V3
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Fig. 8.31. Shear center in C-channel section.

The cross-section is made up of three straight line segments, the lower flange,
the vertical web, and the upper flange. The resultant force in each segment is easily
evaluated by integrating the associated shear flow distribution given in eqs. (8.30),
(8.31) and (8.32), to find

R1 =
∫ b

0

f(s1) ds1 =
hb2t

4
EV3

Hc
22

, R2 =
∫ h/2

−h/2

f(s2) ds2 = V3,

R3 =
∫ b

0

f(s3) ds3 =
hb2t

4
EV3

Hc
22

= R1.

These three resultant forces are shown in fig. 8.31.
It is now possible to check the three equipollence conditions. The integration

of the shear flow distribution component along axis ı̄2 is simply R1 − R1 = 0;
this resultant vanishes, as expected since no horizontal shear force is applied to the
section. Next, integration of the shear flow distribution component along axis ı̄3 is
simply R2 = V3. Here again, this result is expected: the shear flow distribution is
equipollent to the externally applied shear force, V3.
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The torque equipollence condition, eq. (8.39), yields
∫
C frk ds = −R1 h/2 +

R2 e−R1 h/2 = 0, where e is the distance between the shear center and the vertical
web, see fig. 8.31. Solving this equation leads to

e =
hR1

R2
=

h2b2t

4
E

Hc
22

=
3

6 + h/b
b, (8.41)

which gives the location of the shear center along axis ı̄2.
The same result can be obtained by using the torque equipollence condition ex-

pressed by eq. (8.40). Selecting point A as shown in fig. 8.31,
∫
C fra ds = −hR1;

note that the contribution of the vertical web vanishes because the line of action of
resultant R2 passes through point A. The torque generated by the externally applied
forces is (x2k−x2a)V3−(x3k−x3a)V2 = (x2k−x2a)V3 = (−e)V3. Equation (8.40)
then yields −hR1 = (−e)V3, or e = hR1/V3 = Eh2b2t/(4Hc

22), the same result as
that given by eq. (8.41).

Example 8.7. Shear center for an open triangular section
The shear flow distribution generated by a vertical shear force applied to an open
triangular section is computed in example 8.4 and is shown in fig. 8.32. Axis ı̄2 is an
axis of symmetry for the section, and hence, the shear center lies at a point along this
axis. Thus, it is only necessary to evaluate the shear flow distribution generated by a
vertical shear force, V3, to determine the location of the shear center.
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Fig. 8.32. Shear center in thin-walled open triangular section

First, the force resultants, R1, R2 and R3, in the lower flange, vertical web, and
upper flange, respectively, are evaluated by integrating the corresponding shear flow
distributions given by eqs, (8.35), (8.36) and (8.37), respectively, to find

R1 =
∫ 39t

0

f(s1) ds1 =
169
360

V3, R2 =
∫ 15t

−15t

f(s2) ds2 =
49
36

V3,

R3 = −
∫ 39t

0

f(s3) ds3 =
169
360

V3 = R1.

These three force resultants are shown in fig. 8.32, and to facilitate the computation,
the positive directions of these resultants are shown in the figure.
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The three equipollence conditions are now checked. Projection of the shear flow
distribution along axis ı̄2 implies −R1 cosα + R3 cosα = −R1 cosα + R1 cos α =
0, as expected since no horizontal shear force is applied to the section.

Next, projection of the shear flow distribution along axis ı̄3 leads to R2 −
R1 sin α−R3 sin α or

R2 − 2R1 sin α = +
49
36

V3 − 2
169
360

V3
15
39

= V3.

Here again, this result is expected: the shear flow distribution is equipollent to the
externally applied shear force, V3. The upward resultant acting in the vertical web,
R2 = 49/36 V3, is 36% larger than the applied shear force, V3, to compensate for
the downward components of the flange resultants, R1 and R3.

Finally, the torque equipollence condition, eq. (8.39), yields
∫
C frk ds =

−r3R1 + eR2 − r3R3 = 0, where e is the distance between the shear center and
the vertical web and r3 = (36t + e) sin α the normal distance from the shear center
to the upper flange, see fig. 8.32. Solving this equation leads to

e =
2r3R1

R2
= 13t, (8.42)

which gives the location of the shear center along axis ı̄2.
The same result can be obtained by using the torque equipollence condition ex-

pressed by eq. (8.40). Selecting point A in fig. 8.32,
∫
C fra ds = −36tR2, where

the contributions of the upper and lower flanges vanish because the lines of action of
resultants R1 and R3 pass through point A. The torque generated by the externally
applied forces is (x2k−x2a)V3− (x3k−x3a)V2 = (x2k−x2a)V3 = (−e−36t)V3.
Equation (8.40) then yields −36tR2 = (−e − 36t)V3, or e = 36t(R2 − V3)/V3 =
13t, the same result as that given by eq. (8.42).

This example demonstrates why it it sometimes expeditious to use the torque
equipollence condition written as eq. (8.40) rather than eq. (8.39). When selecting
point A indicated in fig. 8.32, the shear flow resultants in the flanges, R1 and R3, do
not enter the computation because their moment arms with respect to point A vanish.
Consequently, the evaluation of integral,

∫
C fra ds, is simplified. In the present case,

combining the torque equipollence condition, eq. (8.40), with the judicious selection
point A at the intersection of the upper and lower flanges simplifies the computation
of the shear center location.

Example 8.8. Shear center for an angle section
Consider the homogeneous angle section or “L” section depicted in fig. 8.33, which
consists of two flanges connected at a 90 degree angle with respect to each other.
Such “L” sections are commonly employed in building and aircraft structures, al-
though in aircraft applications, the flanges might be connected at arbitrary angles
with respect to each other.

A naive approach to the determination of the shear center location for this section
is to follow the procedure described in section 8.3.5. This will first require the com-
putation of the location of the section’s centroid and centroidal bending stiffnesses.
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Fig. 8.33. Shear center in thin-walled right-angle section

Next, the shear flow distributions generated by applied shear forces, V2 and V3, must
be evaluated, and finally, these distributions are used to locate the shear center using
either eq. (8.39) or (8.40).

In this case, however, none of these developments are necessary, if the aim is only
to determine the shear center location. Indeed, let the resultant of the shear flow dis-
tributions in the vertical and horizontal flanges be denoted R1 and R2, respectively,
as indicated in fig. 8.33. The lines of actions of these two resultants will intersect
at point K, and hence, the shear flow distribution produces no net torque about this
point, which must then be the shear center.

8.3.6 Problems

Problem 8.24. Thin-walled angle section
Determine the location of the shear center for the thin-walled angle section shown in fig. 8.16.

Problem 8.25. Horizontal “V” shaped cross-section
Determine the location of the shear center of the thin-walled cross-section shown in fig. 8.17.
Use b = a/2 and α = arcsin(3/5).

Problem 8.26. Skewed “I” shaped cross-section
Determine the location of the shear center of the thin-walled, skewed “I” shaped cross-section
shown in fig. 8.18. Axis ı̄2 is an axis of symmetry of the section.

Problem 8.27. Thin-walled semi-circular cross-section beam
Determine the location of the shear center of the thin-walled, semi-circular open cross-section
shown in fig. 8.19. Note: It is more convenient to work with the angle θ as a variable describing
the geometry of the section: s = Rθ, ds = Rdθ.

Problem 8.28. Semi-circular cross-section beam with vertical flanges
Determine the location of the shear center for the section shown in fig. 8.20. Use a = R.

Problem 8.29. Thin-walled C-channel with variable thickness
Determine the location of the shear center for the section shown in fig. 8.21.

Problem 8.30. Thin-walled “Y” shaped cross-section
Determine the location of the shear center for the section shown in fig. 7.35.
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8.3.7 Shearing of closed sections

In the case of closed sections, the governing equation for the shear flow distribution,
eq. (8.19), still applies, although no boundary condition is readily available to inte-
grate this equation. One notable exception occurs when the section presents an axis
of symmetry, such as the case shown in fig. 8.34. Plane (̄ı1, ı̄3) is a plane of sym-
metry of the section, and if a shear force, V3, acts in this plane, the solution must
be symmetric with respect to this plane. Thus, the shear flow distribution for the left
half of the section must be the mirror image of that for the right half.

Consider now the free-body diagram of a small portion of the thin wall in the
neighborhood of point A, the intersection of the section with the plane of symmetry,
as sketched in fig. 8.34. The joint equilibrium condition, eq. (8.29), implies f1+f2 =
0, whereas the symmetry condition implies f1 = f2. The only possible solution is
f1 = f2 = 0, i.e., the shear flow must vanish at point A.

A similar reasoning will conclude that the

i2

i3

f = 0
f1 f2

f = 0

A

B

V3

Fig. 8.34. Trapezoidal section sub-
jected to a shear force.

shear flow also vanishes at point B, the other in-
tersection of the section’s wall with the plane of
symmetry. Consequently, the section’s left and
right halves can be analyzed separately, as if
they are two independent open sections.

If a horizontal shear force, V2, is applied,
the above symmetry argument is no longer ap-
plicable. While integration of eq. (8.19) would
yield the shear flow distribution, no boundary
condition is available to determine the integra-
tion constant.

To overcome this problem, the following so-
lution process is devised. Consider a closed sec-
tion of arbitrary shape, as shown in part (A) of
fig. 8.35. In the first step, the beam is cut along its axis at an arbitrary point of the
cross-section as shown in part (B) of the figure, defining an “auxiliary problem.” The
points at the two edges of the cut are denoted E1 and E2.

(A) (B) (C)

f(s) f (s)0
fC

f =

constant
C

V3

V2

i2

i3

= +

s s

E1
E1

E2
E2

Fig. 8.35. (A): a general closed section. (B): the auxiliary problem created by cutting the
section open. (C): the constant closing shear flow.
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The shear flow distribution in this auxiliary problem is denoted fo(s), and is
readily found using the procedure described in section 8.3.1 for computing shear
flow distributions in open sections. As illustrated in fig. 8.36, this shear flow creates
a shear strain, γs, which in turn, creates an infinitesimal axial displacement du1. For
small shearing angles, this axial displacement becomes

du1 = γs ds =
τs

G
ds =

fo(s)
Gt

ds, (8.43)

where Hooke’s laws is used to characterize material behavior. The shear flow distri-
bution over the entire section creates a finite relative axial displacement at the two
edges of the cut, points E1 and E2, which can be evaluated by integrating around
the section the infinitesimal axial displacement given by eq. (8.43). The total relative
axial displacement at the cut, u0, is thus

u0 =
∫

C

fo(s)
Gt

ds.

In the last step of the solution process, a constant shear flow, denoted fc, is ap-
plied to the section, as illustrated in part (C) of fig. 8.35. This constant shear flow
must be adjusted to eliminate the relative axial displacement, u0, between the edges
of the cut, thereby returning the section to its original, closed state. The constant
shear flow, fc, is therefore called the closing shear flow.

After addition of the closing shear flow, the to-
f0

du1

f0 dx1

ds
g

s

s

Fig. 8.36. Axial displacement arising
from the shear flow fo.

tal shear flow in the section becomes f(s) =
fo(s) + fc, and the corresponding relative axial
displacement must now vanish, which implies

ut =
∫

C

fo(s) + fc

Gt
ds = 0. (8.44)

This condition is, in fact, the displacement com-
patibility equation for the closed section. Solv-
ing this equation then yields the closing shear
flow as

fc = −

∫

C

fo(s)
Gt

ds
∫

C

1
Gt

ds

. (8.45)

The procedure to compute the shear flow
distribution in a closed section is summarized in the following steps.

1. Compute the shear flow distribution, fo(s), for an auxiliary problem obtained by
cutting the beam along its axis at an arbitrary point of the section. The solution
procedure described in section 8.3.1 can be used.

2. Compute the closing shear flow, fc, using eq. (8.45).
3. The shear flow distribution in the closed section is then f(s) = fo(s) + fc.
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Example 8.9. Shear flow distribution in a closed triangular section
Consider the triangular section depicted in fig. 8.28, but now assume that the section
is closed, i.e., there is no cut at point A. The location of the centroid and bending
stiffnesses are identical in the open and closed sections.

The shear flow distributions given by eqs. (8.35), (8.36) and (8.37) now cor-
respond to the shear flow distributions associated with the auxiliary problem, and
hence,

fo(s1) =
13
360

( s1

39t

)2 V3

t
, fo(s3) = − 13

360

( s3

39t

)2 V3

t
,

fo(s2) =
13
360

V3

t
+

1
72

[
1−

( s2

15t

)2
]

V3

t
. (8.46)

The constant closing shear flow fc can now be calculated using eq. (8.45). Inte-
grating in a clockwise direction around the section, the numerator is

∫

C

fo

Gt
ds =

∫ 39t

0

fo(s1)
Gt

ds1 +
∫ 15t

−15t

fo(s2)
Gt

ds2 −
∫ 39t

0

fo(s3)
Gt

ds3 =
23V3

10Gt
,

where is should be noted that the last integral has a negative sign because curvilinear
variable s3 is selected to be in the opposite direction of the clockwise orientation
used to express the integral, as defined in fig. 8.28. The denominator in eq. (8.45) is

∫

C

ds

Gt
=

1
Gt

(39t + 30t + 39t) =
108
G

.

Thus, the closing shear flow becomes

fc = −23V3/(10Gt)
108/G

= − 23
1080

V3

t
. (8.47)

Finally, the resulting shear flow for the triangular section is f(s) = fo(s) + fc,
where fo(s) is given by eq. (8.46). Note that both shear flow in the auxiliary section
and the closing shear flow are positive when pointing along the local curvilinear
variable. The non-dimensional shear flow distribution, f̄(s) = tf(s)/V3, is shown
in fig. 8.37 where the arrows indicate the physical direction of the shear flow.

Shear flow
distribution

C triangular
section
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s2

s3 i2

i3

A

13t 23t

30t

B

C

fmax = 31/1080

f = 16/1080

f = 23/1080

f = 16/1080

Fig. 8.37. Non-dimensional shear flow distribution in a closed triangular section.
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Example 8.10. Shear flow distribution in a trapezoidal section
Consider the thin-walled trapezoidal section shown in fig. 8.38. The wall thickness, t,
is constant, and the curvilinear variable is broken into four components: s1 along the
upper flange starting from point A, s2 down the left web, with its origin at mid-point,
s3 across lower flange starting from point C, and s4 up the right web with a mid-span
origin. Axis ı̄2 is an axis of symmetry for this section and hence, the cross bending
stiffness vanishes, Hc

23 = 0. This means that centroid lies on this axis somewhere
between the two webs. For this example, a vertical shear force, V3, is applied to the
section and it is only necessary to determine the bending stiffness Hc

22, given by
eq. (6.55), where ` is the distance between points A and B: `2 = b2 + (h2 − h1)2.
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f(s )4

R1
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Closed
trapezoidal
section

Shear flow
distribution

Fig. 8.38. Thin-walled trapezoidal section subjected to a vertical shear force, V3.

The first step of the procedure is to cut the section at an arbitrary point, say
A. The distribution of shear flow in the open section is found using eq. (8.20), and
the boundary condition is f(s1 = 0) = 0. The shear flow in the other segments
of the section is obtained by integrating the same equation and enforcing the joint
equilibrium condition, eq. (8.29), at points B, C, and D. The complete shear flow
distribution is

fo(s1) =
EV3

Hc
22

[
h2 − h1

2`
s2
1 − h2s1

]
, fo(s2) =

EV3

2Hc
22

[
s2
2 − h2

1 − (h1 + h2)`
]
,

fo(s3) =
EV3

Hc
22

[
h2 − h1

2`
s2
3 + h1s3 − h1 + h2

2
`

]
, fo(s4) =

EV3

2Hc
22

[−s2
4 + h2

2

]
.

(8.48)
The next step of the procedure requires the evaluation of the closing shear flow

according to eq. (8.45). The numerator can be evaluated as

∫

C

fo

Gt
ds =

∫ l

0

fo

Gt
ds1 +

∫ +h1

−h1

fo

Gt
ds2 +

∫ `

0

fo

Gt
ds3 +

∫ +h2

−h2

fo

Gt
ds4,

= − EV3

3GtHc
22

[
2(h3

1 − h3
2) + (h1 + 2h2)`2 + 3(h1 + h2)`h1

]
,

and the denominator as
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∫

C

1
Gt

ds =
∫ `

0

ds

Gt
+

∫ +h1

−h1

ds

Gt
+

∫ `

0

ds

Gt
+

∫ +h2

−h2

ds

Gt
=

2(` + h1 + h2)
Gt

,

to yield the closing shear flow

fc =
EV3

Hc
22

2(h3
1 − h3

2) + (h1 + 2h2)`2 + 3(h1 + h2)`h1

6(` + h1 + h2)
. (8.49)

The final distribution of shear flow is found by adding this closing shear flow to
the shearing flow distribution for the open section, eq. (8.48). The shear flow distri-
bution in the closed section is depicted in fig. 8.38, which shows that the maximum
shear flow is found at the mid-point of the right web. Also shown in this figure are the
shear force resultants on each side of the section. Clearly, the horizontal forces must
sum up to zero since no shear force is applied in that direction. The summation of
the forces in the vertical direction yields, after a lengthy of algebraic manipulation,

EV3

Hc
22

{[(
h1 + 2h2

6
`2 − fc`

)
h2 − h1

`

]
+

[
2h3

1

3
+ (h1 + h2)`h1 − 2fch1

]

+
[(

h1 + 2h2

6
`2 − fc`

)
h2 − h1

`

]
+

[
2h3

2

3
+ 2fch2

]}
=

EV3

Hc
22

Hc
22

E
= V3.

Thus, the distributed shear flow exactly sums up to the applied shear force V3.

8.3.8 Shearing of multi-cellular sections

Multi-cellular sections are common

C2

C1

C3

fc1

fc2

s1 s2

s3

Cut 1
Cut 2

+
+

Fig. 8.39. A thin-walled, multi-cellular section.

in aeronautical construction. Fig-
ure 8.39 shows a typical wing section
with two closed cells. The shear flow
distribution must satisfy eq. (8.18),
but no boundary condition is avail-
able to evaluate the integration con-
stant. To remedy this situation, a pro-
cedure similar to that used for a single closed section must be developed.

The multi-cellular beam is cut along its axis at arbitrary points. One cut per cell
is required to eliminate all the closed paths of the section, as illustrated in fig. 8.39
for the present example. The shear flow distribution in the resulting open section
is evaluated using the procedure described in section 8.3.1. Let fo(s1), fo(s2), and
fo(s3) be the shear flow distributions along curves C1, C2, and C3, respectively.

Next, closing shear flows are applied at each of the cuts; fc1 and fc1 for the
front and aft cells, respectively. The shear flow distributions are now fo(s1) + fc1,
fo(s2) + fc2, and fo(s3) + (fc1 + fc2), along curves C1, C2, and C3, respectively.

The two unknown closing shear flows will be evaluated by enforcing the dis-
placement compatibility condition for each of the two cells. When enforcing these
conditions, it is important to keep track of sign conventions. The front cell is de-
scribed clockwise, leading to the following equation
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ut1 =
∫

C1

fo(s1) + fc1

Gt
ds1 +

∫

C3

fo(s3) + (fc1 + fc2)
Gt

ds3 = 0.

Since the curvilinear variables s1 and s3 are defined in the same clockwise direction,
all integral have a positive sign. The aft cell is described counterclockwise, leading
to

ut2 =
∫

C2

fo(s2) + fc2

Gt
ds2 +

∫

C3

fo(s3) + (fc1 + fc2)
Gt

ds3 = 0.

These compatibility conditions can be recast as a set of two linear equations for
the unknown closing shear flows,

[∫

C1+C3

1
Gt

ds

]
fc1 +

[∫

C3

1
Gt

ds

]
fc2 = −

∫

C1+C3

fo(s)
Gt

ds;
[∫

C3

1
Gt

ds

]
fc1 +

[∫

C2+C3

1
Gt

ds

]
fc2 = −

∫

C2+C3

fo(s)
Gt

ds.

Solving these two equations yields the two closing shear flows, fc1 and fc2.
The total shear flow in the multi-cellular section is then found by adding the

closing shear flows to the shear flows in the open section, i.e., fo(s1)+fc1, fo(s2)+
fc2, and fo(s3) + (fc1 + fc2), along curves C1, C2, and C3, respectively.

The procedure is readily extended to multi-cellular section possessing N closed
cells. First, the multi-cellular section is transformed into an open section by creating
N cuts, one per cell. The shear flow distribution in the resulting open section is then
evaluated with the help of the procedure of section 8.3.1. Next, unknown closing
shear flows are applied at each cut and displacement compatibility conditions are
imposed for each of the N cells. These conditions yield a set of N simultaneous
equations for the N closing shear flows. Finally, the total shear flow distribution in
the multi-cellular section is found by adding the closing shear flows to the shear
flows for the open section.

Example 8.11. Shear flow in thin-walled double-box section
Consider the closed multi-cellular, thin-walled, double-box section subjected to a
vertical shear force, V3, as shown in fig. 8.40. The section consists of two closed
cells; the right cell has a wall thickness of 2t, while the three remaining walls of
the left cell have wall thicknesses of t. The vertical sides will be referred to as the
vertical webs, whereas the horizontal sides will be called flanges.

Due to symmetry, the centered horizontal axis ı̄2 is a principal axis of bending,
and hence, Hc

23 = 0. The centroid of the section will be located in the right cell, as
indicated in the figure. Using thin-wall assumptions, the bending stiffness becomes

Hc
22 = E

[
2

(
2tb3

12

)
+

tb3

12
+ 2(bt + b2t)

(
b

2

)2
]

=
23
12

tb3E.

In the first step of the procedure, the closed multi-cellular section is transformed
into an open section by cutting the two lower flanges at the location where they
connect to the center web, as indicated in fig. 8.40. The locations of these cuts are
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Fig. 8.40. A thin-walled double-box section.

arbitrary, but those selected here lead to simple definitions of the curvilinear coordi-
nates, si, for each component of the section.

The stiffness static moments in each component of the section are found with the
help of eq. (8.22). Equation (8.20) now reduces to f(s) = Q2(s)V3/Hc

22 and the
shear flow distribution in the open section, fo(si), becomes

fo(s1) =
6V3

23b

s1

b
, fo(s3) =

6V3

23b

(
1− s3

b

)
, fo(s4) =

12V3

23b

s4

b
,

fo(s2) =
6V3

23b

[
1 +

(
1− s2

b

) s2

b

]
, fo(s5) =

12V3

23b

[
1 +

(
1− s5

b

) s5

b

]
,

fo(s6) =
12V3

23b

(
1− s6

b

)
, fo(s7) = −12V3

23b

(
1− s7

b

) s7

b
.

Next, two closing shear flows, denoted fc1 and fc2, are added to the left and
right cells, respectively. The axial displacement compatibility condition for each of
the two cells will be used to evaluate these two unknown closing shear flows. When
enforcing these conditions, it is important to keep track of sign conventions. The left
cell is described clockwise, leading to the following compatibility equation

ut1 =
∫ b

0

fo(s1) + fc1

Gt
ds1 +

∫ b

0

fo(s2) + fc1

Gt
ds2 +

∫ b

0

fo(s3) + fc1

Gt
ds3

−
∫ b

0

fo(s7)− fc1 − fc2

G2t
ds7 =

b

Gt

(
7fc1

2
+

fc2

2
+

12V3

23b

)
= 0.

Note the minus sign in front of the last integral because curvilinear variable s7 is de-
fined in the direction that opposes the clockwise description of the left cell. The right
cell is described counterclockwise and the corresponding compatibility equation is

ut2 =
∫ b

0

fo(s4) + fc2

G2t
ds4 +

∫ b

0

fo(s5) + fc2

G2t
ds5 +

∫ b

0

fo(s6) + fc2

G2t
ds6

−
∫ b

0

fo(s7)− fc1 − fc2

G2t
ds7 =

b

Gt

(
fc1

2
+ 2fc2 +

12V3

23b

)
= 0.

Here again, note the minus sign in front of the last integral because curvilinear vari-
able s7 is defined in the direction that opposes the counterclockwise description of



332 8 Thin-walled beams

the right cell. Evaluation of the integrals and solution of these two simultaneous al-
gebraic equations yields fc1 = −8V3/(69b) and fc2 = −16V3/(69b).

Finally, the total shear flow in each segment of the section can be computed
by combining the open-section shear flows, fo(si), with the constant closing shear
flows, fc1 and fc2, to find

f(s1) = −2V3

69b

(
4− 9

s1

b

)
, f(s2) =

2V3

69b

[
5 + 9

s2

b
− 9

(s2

b

)2
]

,

f(s3) =
2V3

69b

(
5− 9

s3

b

)
, f(s4) = −4V3

69b

(
4− 9

s4

b

)
,

f(s5) =
4V3

69b

[
5 + 9

s5

b
− 9

(s5

b

)2
]

, f(s6) =
4V3

69b

(
5− 9

s6

b

)
,

f(s7) =
12V3

69b

[
2 + 3

s7

b
− 3

(s7

b

)2
]

.

(8.50)

The shear flows in the webs vary quadratically while those in the flanges vary
linearly, as illustrated in fig. 8.41. This is consistent with previous examples for shear
flow in open sections. The net resultant of the shear flows in the flanges must vanish
because no shear force is externally applied in the horizontal direction. The resultant
of the shear flows in the webs must equal the externally applied vertical shear force,
V3. This important check of the computations is left as an exercise.
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Fig. 8.41. Shear flow in the thin-walled double-box section.

8.3.9 Problems

Problem 8.31. Shear flow distribution in closed circular section
Consider a beam with a thin-walled, circular cross-section of radius R and thickness t. The
section is subjected to a vertical shear force, V3. (1) Determine the bending stiffnesses of the
section. (2) Find the shear flow distribution in the section. (3) Find the location and magnitude
of the maximum shear flow in the section.

Problem 8.32. Shear flow in a closed rectangular section
The thin-walled beam with a rectangular section depicted in fig. 8.42 is subjected to a vertical
shear force V3. (1) Determine the centroidal bending stiffnesses of the section. (2) Find the
shear flow distribution in the section. (3) Verify that all joint and edge equilibrium conditions,
eq. (8.29), are satisfied. (4) Find the location and magnitude of the maximum shear flow in the
section. Use the following data: α = 1.0



8.3 Shearing of thin-walled beams 333

h

b

i3t

i2

at

Fig. 8.42. Thin-walled beam with rectangular
cross-section.

i2

i3

R

a a

t t

t
A

Fig. 8.43. Thin-walled, circular cross-section
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Problem 8.33. Shear flow in closed rectangular section
The thin-walled, rectangular beam section shown in fig. 8.42 is subjected to a horizontal shear
force, V2. The thickness of the right vertical web is 5t, whereas that of the remaining walls
is t. (1) Determine the centroidal bending stiffnesses of the section. (2) Find the shear flow
distribution in the section. (3) Verify that all joint and edge equilibrium conditions, eq. (8.29),
are satisfied. (4) Find the location and magnitude of the maximum shear flow in the section.
Use the following data: α = 5.0

Problem 8.34. Shear flow in closed circular tube with flanges
The thin-walled, circular tube with flanges in fig. 8.43 is subjected to a vertical shear force,
V3. (1) Determine the centroidal bending stiffnesses of the section. (2) Find the shear flow
distribution in the section. (3) Verify that all joint and edge equilibrium conditions, eq. (8.29),
are satisfied. (4) Find the location and magnitude of the maximum shear flow in the section.

Problem 8.35. Shear flow in closed circular tube with flanges
Treat problem 8.34 under a horizontal shear force, V2.

Problem 8.36. Thin-walled “Box-Z” shaped cross-section beam
The thin-walled cross-section shown in fig. 8.15 is subjected to a vertical shear force, V3. (1)
Determine the centroidal bending stiffnesses of the section. (2) Find the shear flow distribution
in the section. (3) Verify that all joint and edge equilibrium conditions, eq. (8.29), are satisfied.
(4) Find the location and magnitude of the maximum shear flow in the section. Use with
b = c = a/2.

Problem 8.37. Shear flow in high-lift device
The cross-section of a high lift device is shown in fig 8.44. The aerodynamic pressure acting
on the lower panel of the device has a net resultant V3 = 100 kN and its line of action is
aligned with axis ı̄3, as indicated on the figure. Material properties are: E = 73 GPa, G = 30
GPa. (1) Find the shear flow distribution in the section. (2) Sketch this shear flow distribution.
(3) Verify that all joint and edge equilibrium conditions, eq. (8.29), are satisfied. (4) Determine
the location and magnitude of the maximum shear stress.

Problem 8.38. Shear flow in a multi-cellular, thin-walled section
The cross-section of the multi-cellular thin-walled beam shown in fig. 8.45 is subjected to a
vertical shear force V3. (1) Find the shear flow distribution in the section. (2) Verify that all
joint and edge equilibrium conditions, eq. (8.29), are satisfied. Use a = b and c = 2b and
t1 = t2 = tw = t.
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8.4 The shear center

In the previous section, procedures for computing shear flow distributions in open
and closed sections are developed. In addition, the concept of the shear center is in-
troduced and defined as the point of the cross-section about which the torque equipol-
lent to the shear flow distribution vanishes. The procedure for determining the shear
center location is developed for open sections, but the concept of shear center also
exists for closed sections.

In chapter 6, it is assumed that transverse loads are applied in “such a way that
the beam will bend without twisting.” This restriction can now be stated in a more
precise manner: the lines of action of all transverse loads are assumed to pass through
the shear center. Consequently, the results derived in chapter 6, and the shear flow
distributions presented in section 8.3 are only valid if the transverse loads are applied
at the section’s shear center. Clearly, the determination of the shear center location is
a crucial step in the analysis of beams. If the lines of action of the applied transverse
shear forces pass through the shear center, the beam will bend without twisting. If the
shear forces are not applied at the shear center, the beam will undergo both bending
and twisting.

A general procedure for the determination of the location of the shear center
for thin-walled cross-sections will now be described. It is based on the requirement
first presented in section 8.3.5: when computed about the shear center, the torque
equipollent to the shear flow distribution over the cross-section must vanish. Since
the two coordinates of the shear center must be evaluated, this torque equipollence
requirement must be applied, in general, to two linearly independent shear flow dis-
tributions.

8.4.1 Calculation of the shear center location

The general procedure for determining the shear center location involves two linearly
independent loading cases and associated shear flow distributions. The first loading
case, identified with a superscript (·)[2], consists of a unit shear force, V

[2]
2 = 1,

acting along axis ı̄2, while no shear force is acting along axis ı̄3, i.e., V
[2]
3 = 0. The

shear flow associated with this loading case is denoted f [2](s). The second loading
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case, identified with a superscript (·)[3], consists of a unit shear force, V
[3]
3 = 1,

acting along axis ı̄3, while no shear force is acting along axis ı̄2, i.e., V
[3]
2 = 0. The

associated shear flow is denoted f [3](s).
From eq. (8.7), the shear forces equipollent to f [2](s) are

V
[2]
2 =

∫

C
f [2] dx2

ds
ds = 1, V

[2]
3 =

∫

C
f [2] dx3

ds
ds = 0. (8.51)

This intuitive result is proved in a formal manner in example 8.16.
By definition, the shear center is located at point K, whose coordinates, denoted

(x2k, x3k), satisfy the torque equipollence condition expressed by eq. (8.39). Equa-
tion (8.10) then implies

M1K =
∫

C
f [2]rk ds =

∫

C
f [2]

(
ro − x2k

dx3

ds
+ x3k

dx2

ds

)
ds,

where rk is the distance from point K to the tangent to contour C, evaluated with the
help of eq. (8.11). Rearranging this expression leads to

−x2k

[∫

C
f [2] dx3

ds
ds

]
+ x3k

[∫

C
f [2] dx2

ds
ds

]
= −

∫

C
f [2] ro ds.

In view of eq. (8.51), the two bracketed terms equal 0 and 1, respectively, and this
equation reduces to

x3k = −
∫

C
f [2]ro ds. (8.52)

A similar reasoning for the shear flow distribution f [3] yields the other coordinate of
the shear center as

x2k =
∫

C
f [3]ro ds. (8.53)

The torque equipollence condition given by eq. (8.39) is used in the above de-
velopment. It is also possible to use the torque equipollence condition expressed by
eq. (8.40). For the shear flow distribution, f [2](s), associated with a unit shear force
along axis ı̄2, this condition yields

x3k = x3a −
∫

C
f [2]ra ds. (8.54)

A similar reasoning for shear flow distribution, f [3](s), yields the other coordinate
of the shear center as

x2k = x2a +
∫

C
f [3]ra ds, (8.55)

where (x2a, x3a) are the coordinates of an arbitrary point A of the cross-section, and
ra the normal distance from this point to the tangent to curve C. In some cases, the
judicious choice of the location of point A can greatly simplify the evaluation of the
integral, see example 8.7.

The general procedure for the determination of the location of the shear center is
summarized in the following steps.
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1. Compute the location of the section’s centroid and select a set of centroidal axes.
In some cases, it might be more convenient to work with the principal centroidal
axes of bending, but this is not a requirement.

2. Compute the shear flow distribution, f [2](s), corresponding to a unit shear force
acting along axis ı̄2, V

[2]
2 = 1, V

[2]
3 = 0;

3. Compute the shear flow distribution, f [3](s), corresponding to a unit shear force
acting along axis ı̄3, V

[3]
2 = 0, V

[3]
3 = 1. The procedure used to determine these

shear flow distributions is described in section 8.3.1 or 8.3.7 for open or closed
sections, respectively.

4. Compute the coordinates of the shear center using either eqs. (8.52) and (8.53),
or (8.54) and (8.55).

Note that if the cross-section exhibits a plane of symmetry, the procedure can be
simplified. For instance, if plane (̄ı1, ı̄2) is a plane of symmetry of the section, the
shear center must be located in this plane of symmetry. Consequently, x3k = 0, and
the computation of the shear flow distribution, f [2], associated with the first loading
case is not required since the use of eq. (8.52) can be bypassed. The computation
of the shear flow distribution, f [3], will be required to evaluate the remaining coor-
dinate, x2k, of the shear center with the help of eq. (8.53). Of course, if the section
presents two planes of symmetry, the shear center is at the intersection of those two
planes.

Example 8.12. The shear center of a trapezoidal section
Consider the closed trapezoidal section depicted in fig. 8.38. The shear flow distribu-
tion generated by a vertical shear force, V3, is evaluated in example 8.10 as the sum
of the shear flow distribution in the auxiliary open section, denoted fo(s) and given
by eqs. (8.48), and of the closing shear flow, denoted fc and given by eq. (8.49).

The location of the shear center then follows from eq. (8.53)

x2k =
∫

C

(
f̄ [2]

o (s) + f̄ [2]
c

)
ro ds,

where f̄
[2]
o (s) = fo(s)/V3 and f̄

[2]
c = fc/V3, i.e., these quantities are the shear flow

distributions associated with a unit shear force, V3 = 1. Evaluation of the integral is
quite tedious and yields

x2k =
b

4
h2 − h1

`

1− (h1 + h2)/`

1 + (h1 + h2)/`

1 + `(h2
2 − h2

1)/(h3
2 − h3

1)
1 + (h2 − h1)(h3

2 + h3
1)/(`(h3

2 − h3
1))

.

Due to the symmetry of the problem, the other coordinate of the shear center is
x3k = 0. Of course, if h2 = h1, the trapezoidal section becomes rectangular, and
x2k = 0, as required by symmetry.

Example 8.13. Relationship between shear centers of open and closed sections
Consider two otherwise identical cross-sections, the first closed, and the second
open. The open section is obtained by cutting the closed section along the axis of
the beam at an arbitrary point of the section. Let (xo

2k, xo
3k) be the coordinates of
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the shear center of the open section, and (xc
2k, xc

3k) those of the shear center of the
closed section. The coordinates of the shear center of the open section are given by
eqs. (8.53) and (8.52) as

xo
2k =

∫

C
f [3]

o ro ds, xo
3k = −

∫

C
f [2]

o ro ds,

where f
[2]
o and f

[3]
o are the shear flow distributions in the open section, corresponding

to unit shear forces acting along axes ı̄2 and ı̄3, respectively.
The coordinates of the shear center of the closed section are obtained in a similar

manner as

xc
2k =

∫

C
(f [3]

o + f [3]
c ) ro ds, xc

3k = −
∫

C
(f [2]

o + f [2]
c ) ro ds.

In these equations, f [3]
c and f

[2]
c are the closing shear flows defined by eq. (8.45), and

f
[2]
o and f

[3]
o are the shear flow distributions in the auxiliary open sections. The first

of these two integrals can be expanded in the following manner,

xc
2k =

∫

C
f [3]

o ro ds +
∫

C
f [3]

c ro ds = xo
2k + f [3]

c

∫

C
ro ds,

where xo
2k is the location of the shear center for the auxiliary open section. The

remaining integral in this equation is a purely geometry quantity.
As illustrated in fig. 8.46, quantity 1/2 ro ds

i2

i3

s

ro

ds

d =

r

A

ods / 2
C

P

O

Fig. 8.46. The area of a differential
triangle, dA = 1/2 rods.

represents the area of a differential triangle of
base ds and height ro. As curvilinear variable s
sweeps around the closed section, the integral
represents the sum of these differential trian-
gles and yields the total area, A, enclosed by
the closed curve C. Hence,

∫

C
ro ds =

∫

C
2dA = 2A. (8.56)

It now follows that

xc
2k − xo

2k = 2Af [3]
c , (8.57a)

xc
3k − xo

3k = −2Af [2]
c . (8.57b)

This result shows that the coordinates of the shear center in the open and closed
section are closely related to each other through the closing shear flows f

[3]
c and

f
[2]
c . As shown by eq. (8.8), ro is an algebraic quantity: when the curvilinear vari-

able describes C counterclockwise, ro is a positive quantity, but it is negative if the
curvilinear variable describes C clockwise. Consequently, the enclosed area, A, ap-
pearing in eq. (8.57) must be understood as an algebraic quantity: positive is C is
described counterclockwise, negative is C is described clockwise. Of course, the sign
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convention for the closing shear flow is also related to the direction of the curvilinear
variable, and hence, the product, Afc, is independent of the arbitrary choice of the
curvilinear coordinate direction, as should be expected.

Example 8.14. The shear center of a closed triangular section
In example 8.4, the shear flow distribution in an open triangular section is evaluated
and the location of its shear center is determined in example 8.7. Finally, in exam-
ple 8.9, the shear flow distribution in the corresponding thin-walled, closed triangular
section is evaluated. In the present example, the location of the shear center of the
closed section will be determined using different approaches.

The location of the centroid and the bending stiffnesses are identical for the open
and closed sections. Since axis ı̄2 is an axis of symmetry, the shear center must lie
on this axis, i.e., x3k = 0 and therefore, according to the procedure described in
section 8.4.1, it is only necessary to determine the shear flow distribution associated
with a unit shear force acting along axis ı̄3: V3 = 1 and V2 = 0. This shear flow
distribution is computed in example 8.9 and consists of the superposition of the shear
flow in the open section and a closing shear flow.

Triangular section
(closed)

Shear center
location

R1

R2

R3

i2
i2

i3 i3

AA B

e

30t

13t 23t

K O

r  =  23t sin0 a

a

Fig. 8.47. Shear center for thin-walled triangular section.

First, the net force resultants in the flanges and vertical web will be evaluated.
Starting with the lower flange, the net resultant of the shear flow distribution is

R1 =
∫ 39t

0

fo(s1) ds1 + fc

∫ 39t

0

ds1 =
169
360t

− 23
1080t

39t = −13
36

,

where the shear flow in the open auxiliary section, fo(s1), is given by eq. (8.46) and
the closing shear flow, fc, by eq. (8.47). In both equations, the applied shear force
is set to V3 = 1. Because the closing shear flow is constant, it can be factored out
of the integral. The negative sign indicates that the net resultant is directed in the
opposite direction of the curvilinear variable, s1, see fig. 8.28. Figure 8.47 shows the
physical direction of the resultant. Proceeding in a similar manner for the web and
upper flange, the magnitudes of the resultants are found to be R1 = R3 = 13/36
and R2 = 26/36, and their directions are indicated in fig. 8.47.

The shear force equipollence conditions can be verified. The net resultant along
axis ı̄2 is V2 = R1 cos α−R3 cos α = 0, as expected since no shear force is applied
along that axis. The net resultant along axis ı̄3 is V3 = R1 sin α + R2 + R3 sin α.
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This leads to V3 = 2(13/36) (15/39) + (26/36) = 5/18 + 13/18 = 1, as expected,
because a unit shear force is applied along that axis.

The shear center is now computed with the help of eq. (8.53) to find

x2k =
∫

C
f [3] ro ds = 2R123t sin α−R213t = 2

13
36

23t
15
39
− 26

36
13t = −3t,

where ro = 23t sin α is the normal distance from the origin of the axes to the flanges.
The shear center is located a distance 3t to the left of the origin of the axes, i.e., a
distance e = 10t to the right of the vertical web as indicated in fig. 8.47.

The alternative manner of expressing the torque equipollence condition given by
eq. (8.55) can also be used to find the location of the shear center. Using reference
point A in fig. 8.47 leads to

x2k = x2a +
∫

C
f [3]ra ds = 23t−R236t = 23t− 26

36
36t = 23t− 26t = −3t,

which is the same result as that found above.
A final way to look at this problem is to consider the relationship between the

shear centers of open and closed sections, as discussed in example 8.13. Equa-
tion (8.57a) yields

xc
2k − xo

2k = 2Af [3]
c = 2

30t 36t

2
23

1080 t
= 23t,

where the closing shear flow, f
[3]
c , corresponding to a unit vertical shear force is

given by eq. (8.47). Using eq. (8.57a) with xo
2k = −26t from example 8.4, results in

xc
2k = xo

2k + 23t = −26t + 23t = −3t.

Example 8.15. Shear center location for a thin-walled, double-box section
Figure 8.40 depicts a closed multi-cellular, thin-walled, double-box section subjected
to a vertical shear force, V3. The shear flow distribution in this closed section is
computed in example 8.11 and is given by eq. (8.50). Determine the location of the
shear center.

i3

i2

H

H

2H

2H

R2
R7

R5
e

OK
b

b bA

Fig. 8.48. Shear center for a thin-walled double-box section.
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First, the resultant forces acting in each wall of the section under a unit vertical
shear force, V3 = 1, are computed by integrating eqs. (8.50), leading to the following
results

H =
1
69

, R2 =
13
69

, R7 =
30
69

, R5 =
26
69

.

Figure 8.48 shows the magnitude and direction of these force resultants.
The shear force equipollence conditions can be verified as follows. The net

resultant along axis ı̄2 is V2 = H − H + 2H − 2H = 0, as expected be-
cause no shear force is applied along that axis. The net resultant along axis ı̄3 is
V3 = R2 + R5 + R7 = 13/69 + 26/69 + 30/69 = 1, as expected, because a unit
shear force is applied along that axis.

The shear center is calculated by expressing the torque equipollence condition at
point K, leading to 2Hb − Hb − (b + e)R2 − eR7 + (b − e)R5 = 0. Solving this
equation gives e/b = H + R5 −R2 = 14/69. The same result also can be obtained
by expressing torque equipollence at point A at the bottom of the center web to find
bR5+bH−bR2 = e. It is left to the reader to explore alternative ways of determining
the location of the shear center.

Example 8.16. Shear flow resultants
A key point of the development presented in section 8.4.1 is that the resultants of
the shear flow distribution, f [2], along axes ı̄2 and ı̄3 are 1 and 0, respectively, as
expressed by eq. (8.51). This result is intuitively correct because the shear flow dis-
tribution, f [2], is computed based on applied shear forces V

[2]
2 = 1 and V

[2]
3 = 0. In

this example, these results are established in a formal manner.
Whether the section is open or closed, the shear flow distribution must satisfy the

local equilibrium condition, eq. (8.18), which, when V2 = 1 and V3 = 0, becomes

df [2]

ds
= −Et

x2H
c
22 − x3H

c
23

∆H
, (8.58)

This equation can be integrated to find the shear flow distribution, f [2], using the pro-
cedures described in sections 8.3.1 or 8.3.7, for open or closed sections, respectively.
The shear force, V

[2]
2 , associated with this shear flow distribution is evaluated with

the help of eq. (8.7) to find

V
[2]
2 =

∫

C
f [2] dx2

ds
ds = −

∫

C
x2

df [2]

ds
ds +

[
x2f

[2]
]
boundary

,

where the second equality is obtained through an integration by parts. The boundary
term always vanishes: if the section is open, f [2] = 0 at the edges of the section,
i.e., the boundaries of the integral, and if the section is closed or multi-cellular, no
boundaries exist and this term vanishes. Introducing the governing eq. (8.58) for the
shear flow distribution then leads to

V
[2]
2 =

Hc
22

∆H

[∫

C
Ex2

2 tds

]
− Hc

23

∆H

[∫

C
Ex2x3 tds

]
=

Hc
22

∆H
Hc

33 −
Hc

23

∆H
Hc

23 = 1,
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where the bracketed terms are identified as the sectional bending stiffnesses com-
puted with respect to the origin of the axes system, which is located at the section’s
centroid.

The shear force, V
[2]
3 , associated with the shear flow distribution, f [2], is readily

evaluated using a similar procedure. From eq. (8.7), this shear force becomes

V
[2]
3 =

∫

C
f [2] dx3

ds
ds = −

∫

C
x3

df [2]

ds
ds +

[
x3f

[2]
]
boundary

,

where the boundary term vanishes for the reason given earlier. Introducing the gov-
erning equation (8.58) then yields

V
[2]
3 =

Hc
22

∆H

[∫

C
Ex2x3 tds

]
− Hc

23

∆H

[∫

C
Ex2

3 tds

]
=

Hc
22

∆H
Hc

23 −
Hc

23

∆H
Hc

22 = 0.

These results are expected. The shear force resultants associated with f [2] are
V

[2]
2 = 1 and V

[2]
3 = 0 because f [2] is computed specifically for that applied load-

ing. Similarly, it can be shown that the shear force resultants associated with f [3] are
V

[3]
2 = 0 and V

[3]
3 = 1, as expected. The result presented in this example provide a

formal proof of eq. (8.51).

8.4.2 Problems

Problem 8.39. Shear flow in closed rectangular section
The thin-walled rectangular beam section shown in fig. 8.42 is subjected to a vertical shear
force, V3. The thickness of the right-hand vertical web is 5t, whereas that of the remaining
walls is t. (1) Determine the bending stiffnesses of the section, Hc

22, Hc
33 and Hc

23. (2) Find the
shear flow distribution in the section. (3) Verify that all joint and edge equilibrium conditions,
eq. (8.29), are satisfied. (3) Find the location of the shear center. Use the following data α =
5.0

Problem 8.40. Shear center of thin-walled semi-circular section
Figure 8.19 depicts the thin-walled, semi-circular open cross-section of a beam. The wall
thickness is t, and the material Young’s and shearing moduli are E and G, respectively. Find
the location of the shear center of the section. Note: It is more convenient to work with the
angle θ as a variable describing the geometry of the section: s = Rθ, ds = Rdθ.

Problem 8.41. Shear center of a thin-walled “H” section
Figure 7.34 depicts the cross-section of a thin-walled “H” section beam. Compute the location
of the shear center for this section.

Problem 8.42. Shear center of a thin-walled “L” section
Consider the thin-walled, “L” shaped cross-section of a beam as shown in fig. 8.14. Find the
location of the shear center of this section.

Problem 8.43. Shear center of a multi-cellular cross-section
A thin-walled multi-cellular cross-section is shown in fig. 8.45. Determine the location of the
shear center for this cross-section.
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Fig. 8.49. Cantilever beam with C-section under offset tip load.

Problem 8.44. Cantilevered beam with a C-channel section
A thin-walled, C-section cantilevered beam of length L is subjected to a tip load, as depicted
in fig. 8.49. The beam is loaded through a horizontal arm, MN, and a vertical load P is
acting at a distance d from the vertical web; load P is allowed to slide along arm MN, d/b ∈
[0, 1.5]. The beam is instrumented with four strain gauge rosettes, denoted A, B, C, and D,
and located at the beam’s quarter span. Strain gauges A and B are located in the middle of
the top flange, gauge A is located on top of the flange, whereas gauge B is located underneath
the flange. Similarly, gauges C and D are located in the middle of the bottom flange, on top
and underneath the flange, respectively. (1) Evaluate the bending moment, vertical shear force,
and torque acting at the beam’s quarter span. (2) On one graph, plot the three readings, eA

1 ,
eA
2 and eA

3 , of strain rosette A as a function of d/b ∈ [0, 1.5]. (3) On one graph, plot the three
readings, eB

1 , eB
2 and eB

3 , of strain rosette B as a function of d/b ∈ [0, 1.5]. (4) On one graph,
plot the three readings, eC

1 , eC
2 and eC

3 , of strain rosette C as a function of d/b ∈ [0, 1.5].
(5) On one graph, plot the three readings, eD

1 , eD
2 and eD

3 , of strain rosette D as a function of
d/b ∈ [0, 1.5]. Use the following data: P = 5.0 kN; E = 73.0 GPa; ν = 0.3; L = 2.0 m; h =
0.4 m; b= 0.2 m; t = 4 mm.

Problem 8.45. Strength of a cantilever beam with C-section under offset tip
load
A thin-walled, C-section cantilevered beam of length L is subjected to a tip load, as depicted in
fig. 8.49. The beam is loaded through a horizontal arm, MN, and a vertical load P is acting at a
distance d from the vertical web; load P is allowed to slide along arm MN, d/b ∈ [0, 1.5]. (1)
Find the location and magnitude of the maximum bending moment, vertical shear force, and
torque acting in the beam. (2) Find the axial and shear stress distributions in the section where
the maximum bending moment, vertical shear force, and torque occur. (3) Based on Von-Mises
criterion, find the maximum load, Pmax, the beam can carry as a function of d/b ∈ [0, 1.5].
Use the following data: P = 5.0 kN; E = 73.0 GPa; ν = 0.3; σy = 600 MPa; L = 2.0 m; h =
0.4 m; b= 0.2 m; t = 4 mm.
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8.5 Torsion of thin-walled beams

In chapter 7, Saint-Venant’s theory of torsion is developed for beams with cross-
sections of arbitrary shape, see section 7.3.2. Unfortunately, Saint-Venant’s approach
requires the solution of a partial differential equation to evaluate the warping or stress
function and the corresponding shear stress distribution over the cross-section. In the
case of thin-walled beams, however, approximate solutions can be obtained without
solving partial differential equations.

8.5.1 Torsion of open sections

The torsional behavior of beams with thin rectangular cross-sections is investigated
in section 7.4 and in section 7.5, the results are extended to the more general case
of thin-walled, open cross-sections of arbitrary shape. For thin-walled open sections,
shear stresses are shown to be linearly distributed through the thickness of the wall,
and the torsional stiffness is shown to be proportional to the cube of the wall thick-
ness, see eq. (7.61). Hence, thin-walled open sections have very limited torque car-
rying capability.

8.5.2 Torsion of closed section

Consider now a thin-walled, closed cross-section of arbitrary shape subjected to an
applied torque, as depicted in fig. 8.50. The cross-section consists of a single closed
cell defined by a curve C. As is the case for the Saint-Venant solution, eq. (7.3.2),
the beam is assumed to be in a state of uniform torsion, i.e., the twist rate is constant
along the span. The axial strain and stress components vanish, and hence, the axial
flow also vanishes, i.e., n(s) = 0.

The local equilibrium equation for
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Fig. 8.50. Thin-walled tube of arbitrary
cross-sectional shape.

a differential element of the thin-walled
beam, eq. (8.14), then implies

∂f

∂s
= 0. (8.59)

Therefore the shear flow must remain con-
stant along curve C, i.e.,

f(s) = f = constant. (8.60)

This constant shear flow distribution gener-
ates a torque, M1, about the origin of the axes given by eq. (8.9)

M1 =
∫

C
f(s) ro(s) ds = f

∫

C
ro(s) ds,

where the constant shear flow is factored out of the integral over curve C. The last
integral is a purely geometric quantity, which equals twice the area enclosed by curve
C, see eq. (8.56), and hence,
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M1 = 2Af, (8.61)

where A is the area enclosed by curve C. This result is known as the Bredt-Batho
formula and provides a simple relationship between the applied torque, M1, to the
resulting constant shear flow, f , for thin-walled, closed sections.

From the definition of the shear flow, eq. (8.4b), the shear stress, τs, resulting
from the torque M1 becomes

τs(s) =
M1

2At(s)
. (8.62)

Next, the twist rate of the thin-walled closed section must be related to the applied
torque. A simple energy argument will be used for this purpose. According to the
first law of thermodynamics, the work done by the applied torque, M1, must equal to
strain energy, A, stored in the tube2. Under the effect of the applied shear stress, τs,
each differential element of the wall undergoes a shear strain, γs. It will be shown
in chapter 10that strain energy stored in a differential element of volume tds dx1

is 1/2 γsτs tds dx1. The strain energy stored in a differential slice of the beam of
length dx1 is then found by integrating this expression over curve C to find

dA =
[
1
2

∫

C
γsτs tds

]
dx1 =

[
1
2

∫

C

τ2
s

G
tds

]
dx1, (8.63)

where Hooke’s law, eq. (2.9), is used to relate the shear strain to the shear stress.
Introducing the shear stress distribution, eq. (8.62), then yields

dA =
[
1
2

M2
1

4A2

∫

C

ds

Gt(s)

]
dx1. (8.64)

On the other hand, the applied torque, M1, produces an infinitesimal rotation,
dΦ1, of the same differential slice of the beam. The work done by the applied torque
is then

dW =
1
2
M1dΦ1 =

[
1
2
M1

dΦ1

dx1

]
dx1 =

[
1
2
M1κ1

]
dx1, (8.65)

where κ1 = dΦ1/dx1 is the section’s twist rate.
The first law of thermodynamics now implies that the work done by the applied

torque, eq. (8.65), must equal the strain energy stored in the structure, eq. (8.64).
This leads to the following relationship between twist rate and applied torque,

κ1 =
M1

4A2

∫

C

ds

Gt
. (8.66)

This relationship expresses a proportionality between the applied torque, M1, and
the resulting twist rate, κ1. The constant of proportionality is the torsional stiffness,

H11 =
4A2

∫

C

ds

Gt

. (8.67)

2 The concept of strain energy will be studied in a formal manner in chapter 10
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For an arbitrary shaped closed section of constant wall thickness and made of a
homogeneous material, the torsional stiffness reduces to

H11 =
4GtA2

`
, (8.68)

where ` =
∫
C ds is the perimeter of curve C. This relationship proves that the cross-

section of maximum torsional stiffness is the thin-walled circular tube. Indeed, a
circle of radius R is the curve that encloses the largest area, A = πR2, for a given
perimeter ` = 2πR. This will maximize the numerator of eq. (8.68), and hence, will
maximize the torsional stiffness.

Sign convention

The discussion of the torsional behavior of thin-walled, closed sections introduces
an important geometric quantity, A, the area enclosed by curve C that defines the
section’s configuration. This area is defined in eq. (8.56) as 2A =

∫
C ro(s) ds. As

discussed in section 8.1.4, the perpendicular distance from the origin, O, of the axes
to the tangent to C, denoted ro(s), is an algebraic quantity whose sign depends on
the direction of the curvilinear variable, s. It follows that A is an algebraic area: A
is positive when curvilinear variable describes curve C while leaving the area, A, to
the left; it is negative in the opposite case.

If the shear flow distribution has the direction indicated in fig. 8.50, f > 0,
A > 0 and eq. (8.61) yields M1 = 2Af > 0, as expected. If the curvilinear variable
is selected in the clockwise direction, see variable s′ in fig. 8.50, the corresponding
shear flow and area is now negative, f ′ = −f , and A′ = −A, but eq. (8.61) leaves
the torque unchanged, M1 = 2A′f ′ = 2Af , as expected.

8.5.3 Comparison of open and closed sections

The torsional behavior of closed sections contrasts sharply with that of open sections.
For closed sections, the shear stress is uniformly distributed through the thickness of
the wall, whereas a linear distribution through the wall thickness is found in open
sections.

The torsional stiffness is proportional Open
tube

Closed
tube

tt Rm
Rm

ts

ts

Fig. 8.51. A thin-walled open tube and a
thin-walled closed tube.

to the square of the enclosed area for a
closed section, see eq. (8.67), in contrast
with a thickness cubed proportionality for
open sections, see eq. (7.64).

To illustrate these sharp differences,
consider a thin strip of circular shape, and
a thin-walled circular tube, both of identi-
cal mean radius Rm and thickness t, as de-
picted in fig. 8.51. The torsional stiffness of the open and closed sections, denoted
Hopen

11 and Hclosed
11 , respectively, are given by eqs. (7.64), and (7.19), respectively, as

Hopen
11 = 2πGRmt3/3 and Hclosed

11 = 2πGR3
mt. Their ratio is
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Hclosed
11

Hopen
11

= 3
(

Rm

t

)2

. (8.69)

If the two section are subjected to the same torque, M1, the maximum shear
stresses in the open and closed sections, denoted τopen

max , and τ closed
max , respectively, are

given by eqs. (7.65) and (7.24), respectively, as

τopen
max = Gκopen

1 t = G
M1t

Hopen
11

=
3M1

2πRmt2
,

τ closed
max = RmGκclosed

1 = G
M1Rm

Hclosed
11

=
M1

2πR2
mt

.

Their ratio can then be expressed as

τ open
max

τ closed
max

= 3
(

Rm

t

)
. (8.70)

Consider, for instance, a typical thin-walled construction for which Rm = 20t.
The torsional stiffness of the closed section will be 1, 200 times larger than that of the
open section. Under the same applied torque, the maximum shear stress in the open
section will be 60 times larger than that of the closed section, or stated equivalently,
the closed section can carry a 60 times larger torque for an equal shear stress level.

8.5.4 Torsion of combined open and closed sections

In the previous section, the behavior of open and closed sections is shown to contrast
sharply. In practical situations, one is often confronted with cross-sections presenting
a combination of open and closed curves. The section shown in fig. 8.52 combines
a closed trapezoidal box and overhanging rectangular strips. All components have a
constant thickness t, and the other dimensions are shown on the figure.

The twist rate is identical for the trapezoidal box and strips, whereas the torques
they carry, denoted Mbox

1 and M strip
1 , respectively, are Mbox

1 = Hbox
11 κ1 and

M strip
1 = Hstrip

11 κ1, respectively. The torsional stiffnesses of the trapezoidal box
and strips are evaluated with the help of eqs. (8.68) and (7.64), respectively, to find
Hbox

11 = 4GtA2/` and Hstrip
11 = G wt3/3, respectively, where ` is the length of the

perimeter of the trapezoidal box and A = h(b1 + b2)/2 its enclosed area. The total
torque, M1, is the sum of the torques carried by the three components of the section,
i.e., M1 = Mbox

1 + 2M strip
1 , and hence,

M1 = Hbox
11

(
1 + 2

Hstrip
11

Hbox
11

)
κ1 = Hbox

11

[
1 +

2
3

w`

(b1 + b2)2

(
t

h

)2
]

κ1.

For thin-walled sections the last term in the bracket is clearly negligible because
t/h ¿ 1. It follows that H11 ≈ Hbox

11 : the torsional stiffness of the section is nearly
equal to that of the closed trapezoidal box alone. The contribution of the strips, i.e.,
of the open parts of the section, is negligible.
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C

b1

b2w w

t tt

t

hA

Fig. 8.52. Thin-walled trapezoidal beam with overhangs.

Using this simplification, the twist rate of the section is κ1 = M1/Hbox
11 , and the

torques carried by the individual components of the section become

Mbox
1 = Hbox

11 κ1 ≈ Hbox
11

M1

Hbox
11

= M1, M strip
1 = Hstrip

11 κ1 ≈ Hstrip
11

Hbox
11

M1.

Finally, the maximum shear stress in the trapezoidal box and strips are found from
eqs. (8.62) and (7.65), respectively, as

τbox
max =

Mbox
1

2At
≈ 1

2At
M1, τ strip

max =
3M strip

1

wt2
≈ 3

wt2
Hstrip

11

Hbox
11

M1.

The ratio of these stresses is now

τ strip
max

τbox
max

=
`

b1 + b2

(
t

h

)
.

Clearly, the maximum shear stress in the strips is far smaller than that in the trape-
zoidal box.

In summary, when dealing with a combination of open and closed sections under
torsion, the contribution of the open portion of the section can be neglected when
evaluating the torsional stiffness, and the shear stress acting in the open portion is far
smaller than that acting in the closed portion of the section.

8.5.5 Torsion of multi-cellular sections

The analysis of thin-walled tubes under torsion developed in section 8.5.2 can be
extended to the case of thin-walled cross-sections with multiple closed cells. Con-
sider, for example, the four cell, thin-walled cross-section subjected to a torque, M1,
depicted in fig. 8.53, which shows an infinitesimal slice of the beam of span dx1.
The section is assumed to be under uniform torsion, and hence, the axial stress flow
vanishes. The local equilibrium equation, eq. (8.14), then reduces to ∂f/∂s = 0,
which implies the constancy of the shear flow.

To study the shear flow distribution over the cross-section, free-body diagrams
of different portions of the cross-section are shown in fig. 8.54. First, consider the
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free-body diagram of the portion of the section between points A and B, shown in
fig. 8.54-(1). Since the axial stress flow acting on the element vanishes, equilibrium
of forces acting along the beam’s axis implies fA = fB , which is consistent with the
constant shear flow requirement.

Next, consider the free-body dia-

A
BC

D

E

F G
dx1

Fig. 8.53. A thin-walled, multi-cellular section
under torsion.

gram obtained by cutting the section at
points C and D, as depicted in fig. 8.54-
(2). Here again, axial equilibrium im-
plies fC = fD. Finally, fig. 8.54-(3)
shows the free-body diagram obtained
by cutting the section around point E,
where several walls connect to each
other. This free-body diagram involves
shear flows fB , fC , fF and fG acting in the four walls that have been cut; axial
equilibrium implies fC + fF + fG − fB = 0, or more generally,

∑
fi = 0. (8.71)

dx1

C

D

A
B

B
C

E

F G

fA

fB fB

fC
fC

fD

fF fG

(1) (2) (3)

Fig. 8.54. Free-body diagrams of the thin-walled, multi-cellular section.

This simple equilibrium argument implies that the sum of the shear flows going
into a joint must vanish. In practical applications of eq. (8.71), the shear flows must
be interpreted as algebraic quantities: by convention, each shear flow is counted
positive in the direction of the corresponding curvilinear coordinate. For instance,
application of eq. (8.71) to the four-wall configuration illustrated in fig. 8.54-(3)
yields (−fC) + (−fF ) + (−fG) + (+fB) = 0, or fC + fF + fG − fB = 0, as
derived earlier.

In summary, simple equilibrium arguments require the shear flow to remain con-
stant along each wall of the multicellular section, and at each connection point, the
sum of the flow going into the joint must vanish.

These continuity requirements are automatically satisfied if constant shear flows
are assumed to act in each cell of the section, as shown in fig. 8.55. Shear flows circu-
lating around each cell are denoted f [1], f [2], f [3] and f [4], and their assumed positive
direction is indicated in the figure. As required, the shear flow remains constant in
each wall, and furthermore, the sum of the flows going into each joint vanishes. Fig-
ure 8.55 illustrates the shear flows converging to joint E: the continuity condition,
eq. (8.71), is satisfied because (f [4]) + (f [3] − f [4]) + (f [2] − f [3]) + (−f [2]) = 0.
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Fig. 8.55. Shear flows in each cell of a thin-walled, multi-cellular section.

The solution of the problem then requires the determination of the constant shear
flows, one around each cell. The total torque, M1, carried by the section equals the
sum of the torques carried by each individual cell, M

[i]
1 , where i indicates the cell

number. The Bredt-Batho formula, eq. (8.61), leads to

M1 =
Ncells∑

i=1

M
[i]
1 = 2

Ncells∑

i=1

A[i]f [i], (8.72)

where Ncells is the number of cells and A[i] the area enclosed by the ith cell. This
single equation does not allow the determination of the shear flows in the Ncells cells.

Additional equations can be obtained by expressing the compatibility conditions
requiring the twist rates of the various cells to be identical. In response to the shear
flow, f [i], acting within the cell, a twist rate, κ

[i]
1 , develops in the cell. Compatibility

of the deformations of all cells provides Ncells − 1 additional equations,

κ
[1]
1 = κ

[2]
1 = . . . = κ

[i]
1 = . . . = κ

[Ncells]
1 . (8.73)

Equation (8.66) expresses the relationship between this twist rate and the torque
carried by the cell as

κ
[i]
1 =

∫

C[i]

M
[i]
1

4(A[i])2
ds

Gt
=

∫

C[i]

2A[i]f [i]

4(A[i])2
ds

Gt
=

1
2A[i]

∫

C[i]

f [i]

Gt
ds. (8.74)

Equations (8.72) and (8.73) provide the Ncells equations needed to solve for the
Ncells shear flows in the cells of a multi-cellular section under torsion.

Example 8.17. Two-cell cross-section
The thin-walled cross-section shown in fig. 8.56 represents a highly idealized air-
foil structure for which the curved portion is the leading edge, the thicker vertical
web is the spar, and the trailing straight segments form the aft portion of the airfoil.
Equation (8.72) implies that the total torque carried by the section is the sum of the
torques carried in each cell

M1 = 2
Ncell∑

i=1

A[i]f [i] = πR2f [1] + 6R2f [2]. (8.75)
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Fig. 8.56. A two-cell thin-walled section under torsion.

The compatibility condition, eq. (8.73), requires twist rates for the two cells to
be identical. Equation (8.66) yields the twist rate for the front cell as

κ
[1]
1 =

1
2A[1]

∫

C1

f

Gt(s)
ds =

1
2 G π R2/2

[
f [1]

t
πR +

f [1] − f [2]

3t
2R

]

=
1

πGRt

[
πf [1] +

2
3
(f [1] − f [2])

]
,

and the twist rate for the aft cell is

κ
[2]
1 =

1
2A[2]

∫

C2

f

Gt(s)
ds =

1
2 G 3 R2

[
f [2] − f [1]

3t
2R + f [2] 2

√
10

R

t

]

=
1

6 GRt

[
2
3
(f [2] − f [1]) + 2

√
10f [2]

]
.

Equating the two twist rates yields the second equation for the shear flows

1
π

[
πf [1] +

2
3
(f [1] − f [2])

]
=

1
6

[
2
3
(f [2] − f [1]) + 2

√
10f [2]

]
,

which simplifies to f [1] = 1.04 f [2].
This result, along with eq. (8.75), can be used to solve for f [1] and f [2]. From

eq. (8.75), it follows that R2f [1] = 1.04M1/(6 + 1.04π) and R2f [2] = M1/(6 +
1.04π). The shear flow in the front cell, f [1], is only about 4% greater than that in the
aft cell, f [2], and hence, the shear flow in the spar, R2(f [1] − f [2]) = 0.04M1/(6 +
1.04π), nearly vanishes.

Because the torsional stiffness of a closed section is proportional to the square of
the enclosed area, the largest contribution to the torsional stiffness comes from the
outermost closed section, which is the union of the front and aft cells. Consequently,
the largest shear flow circulates in this outermost section, leaving the spar nearly
unloaded.

The torsional stiffness is computed as the ratio of the torque, given by eq. (8.75),
to the cell twist rate, given by eq. (8.74). Since the twist rates of the two cells are
equal, either κ

[1]
1 or κ

[2]
1 can be used. For instance, using κ

[1]
1 yields

H11 =
M1

κ
[1]
1

=
(πR2 1.04 + 6R2) f [2]

1/(πGRt) [1.04π + 2/3(1.04− 1)] f [2]
= 2.81πGR3t.
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8.5.6 Problems

Problem 8.46. Torsion of a thin-walled trapezoidal section
Consider the beam with a trapezoidal cross-section shown in fig. 8.52. (1) If the depth of the
cross-section, h, is doubled, how does its torsional stiffness vary? (2) If the width of the strips,
w, are doubled, how does its torsional stiffness vary? (3) If the thickness of the cross-section,
t, is doubled, how does its torsional stiffness vary? (4) If the section carries a torque Q, find
the shear flow at point A. (5) Sketch the shear stress distribution through-the-thickness of the
wall at point A, when the section is subjected to a torque Q.

Problem 8.47. Torsion of a closed, semi-circular thin-walled section
A beam has the closed, semi-circular thin-walled cross-section shown in fig. 8.57 and is sub-
jected to a torque, Q1. (1) Find the resulting shear flow distribution in the section. (2) Deter-
mine its torsional stiffness.

s

t

i3

i2

O

R

q

Fig. 8.57. Thin-walled closed semi-circular
section.

a

2a

4t

2ti3

i2

2t

t

Fig. 8.58. Thin-walled closed rectangular
section with variable wall thicknesses.

Problem 8.48. Torsion of rectangular box with variable thickness
A beam with the closed rectangular thin-walled cross-section shown in fig. 8.58 is subjected
to a torque, Q1. The walls have different thicknesses, as indicated in the figure. (1) Find the
magnitude and location of the maximum shear stress in the section. (2) Determine its torsional
stiffness.

Problem 8.49. Shearing and torsion of a high-lift device
The cross-section of a high lift device is shown in fig 8.59. The aerodynamic pressure acting
on the lower panel of the device has a net resultant V3 = 100 kN and its line of action is
aligned with the left web, as indicated on the figure. Material properties are: E = 73 GPa,
G = 30 GPa. (1) Find and sketch the shear stress distribution generated by the vertical shear
force. (2) Find and sketch the shear stress distribution generated by the torque applied to the
section. (3) Find and sketch the total shear stress distribution in the section. (4) Indicate the
location and magnitude of the maximum shear stress in the section.

Problem 8.50. Torsion of a 2-cell rectangular cross-section
The cross-section of a thin-walled beam consists of two rectangular cells, as shown in fig. 8.60.
The beam is subjected to a torque Q1. (1) Determine the shear flow distribution in the cross-
section. (2) Find the magnitude and location of the maximum shear stress in the section. (3)
Determine its torsional stiffness. (4) Does the section’s mid vertical web contribute signifi-
cantly to the torsional stiffness? Explain.
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Fig. 8.59. High lift device subjected to a transverse
shear force.

i3

i2

2a

a a

t

t

2t

2t

Fig. 8.60. Thin-walled 2-cell rect-
angular section with variable wall
thicknesses.

Problem 8.51. Axial and shear flows in a thin-walled box beam
Consider the thin-walled, rectangular box beam of length L = 2 m shown in fig. 8.61. The
cross-section has a width b = 0.2 m, a height h = 0.1 m, and a constant wall thickness
t = 5 mm. The cantilevered beam is subjected to a tip load P = 5 kN acting in the plane
of the tip section as indicated on the figure, a distributed transverse load p0 = 20 kN/m,
and a distributed torque q0 = 1.0 kN. (1) Find the distribution of axial stress in the beam’s
root section. Find the magnitude and location of the maximum axial stress. (2) Find the shear
stress distribution in the beam’s root section generated by the transverse shear force. (3) Find
the shear stress distribution in the beam’s root section generated by torsion.

i1

i2

i3

L

h

b

t

t

P
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Fig. 8.61. Thin-walled, rectangular box
beam.
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Fig. 8.62. Rectangular box beam subjected to
a tip load.

Problem 8.52. Thin-walled, cantilevered beam under tip load
Consider the thin-walled cantilevered beam of length L depicted in fig. 8.62. The rectangular
cross-section is of width b, height h and thickness t. A tip transverse load P is applied at the
section’s right web, as indicated on the figure. Find the maximum load, Pmax, that the section
can carry. Use the following data: L = 2 m, b = 0.60 m, h = 0.15 m, t = 3 mm, σy = 620
MPa.
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Problem 8.53. Torsion of a 2-cell rectangular cross-section
The multi-cellular thin-walled cross-section depicted in fig. 8.45 is subjected to a torque, Q1.
(1) Determine the shear flow distribution in the section. (2) Determine the magnitude and
location of the section’s maximum shear flow. (3) Determine its torsional stiffness. (4) Sketch
the distribution of shear stress through the thickness of the wall.

Problem 8.54. Shearing and torsion of a closed, semi-circular section
A beam with the closed semi-circular thin-walled cross-section shown in fig. 8.57 is subjected
to a vertical shear force, V3, with a line action passing through the section’s vertical web. (1)
Determine the location of the section’s shear center. (2) Determine the shear flow distribution
due to shearing. (3) Determine the shear flow distribution due to torsion. (4) Determine the
total shear flow distribution.

Problem 8.55. Shearing and torsion of a rectangular section
A beam with the rectangular thin-walled cross-section shown in fig. 8.58 is subjected to a
vertical shear force, V3, with a line action passing through the section’s right vertical web. (1)
Determine the location of the section’s shear center. (2) Determine the shear flow distribution
due to shearing. (3) Determine the shear flow distribution due to torsion. (4) Determine the
total shear flow distribution.

Problem 8.56. Shearing and torsion of a 2-cell rectangular cross-section
A beam with the 2-cell rectangular cross-section shown in fig. 8.45 is subjected to a vertical
shear force, V3, with a line action passing through the section’s central vertical web. (1) Deter-
mine the location of the section’s shear center. (2) Determine the shear flow distribution due
to shearing. (3) Determine the shear flow distribution due to torsion. (4) Determine the total
shear flow distribution.

Problem 8.57. Bending and shear in a 4-web flexure
Figure 8.63 depicts a flexure composed two rigid circular flanges and four flexible webs (ho-
mogeneous material of Young’s modulus, E, and shearing modulus, G). The flexure is sub-
jected to a tip axial load P1, a tip torque, Q1, and tip bending moments, Q2 and Q3. The
resulting tip axial displacement is ū1(L), tip rotation Φ1(L), Φ2(L) and Φ3(L). Find: (1) The
shear center of the section. (2) The axial stiffness Sa of the flexure: Sa = P1/ū1(L). Give the
non-dimensional stiffness LSa/(EbR). (3) The torsional stiffness: S1 = Q1/Φ1(L). Give
the non-dimensional stiffness LS1/(EbR3). (4) The bending stiffnesses: S2 = Q2/φ2(L)
and S3 = Q3/φ3(L). Give the non-dimensional stiffnesses LS2/(EbR3) and LS3/(EbR3).
Use an appropriate approximation of the torsional stiffness of individual webs.

Problem 8.58. Thin-walled, cantilevered beam under tip load
Consider the thin-walled cantilevered beam of length L depicted in fig. 8.64. The circular
cross-section is of radius R and thickness t. A tip transverse load P is applied on the right
edge of the section, as indicated on the figure. Find the maximum load, Pmax, that the section
can carry. Note: a circular section subjected to a vertical shear force V3 will develop a shear
flow distribution f(θ) = (V3/πR) cos θ. The bending stiffnesses of a thin-walled circular
section are Hc

22 = Hc
33 = EπtR3. Use the following data: L = 2 m, R = 0.15 m, t = 5

mm, σy = 620 MPa.

Problem 8.59. Thin-walled, circular cross-section with flanges
Consider the beam with a thin-walled, circular cross-section with flanges shown in fig. 8.43.
(1) If the radius, R, is doubled, how does its torsional stiffness vary? (2) If the width of the
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Fig. 8.64. Thin-walled cantilevered beam
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flanges, a, is doubled, how does its torsional stiffness vary? (3) If the thickness of the cross-
section, t, is doubled, how does its torsional stiffness vary? (4) If the section carries a torque
Q, find the shear flow at point A. (5) Sketch the shear stress distribution through-the-thickness
of the wall at point A, when the section is subjected to a torque Q.

8.6 Coupled bending-torsion problems

In chapter 6, the response of a beam with an arbitrary cross-section subjected to com-
plex loading conditions is investigated. The loading involves distributed and concen-
trated axial and transverse loads, as well as distributed and concentrated moments.
Two important restrictions are made: no torques are applied, and the transverse shear-
ing forces are assumed to be applied in such a way that the beam will bend without
twisting. The first restriction can now be removed. Indeed, if torques are applied,
the beam will twist and the analyses developed in chapter 7 for solid and open thin-
walled cross-sections and in section 8.5 for closed thin-walled sections can be ap-
plied to this problem.

The knowledge of the shear center location allows removal of the second restric-
tion. Applied transverse forces will bend the beam without twisting it if and only if
their lines of action pass through the shear center. If all transverse loads are applied
at the shear center, the bending and shearing analyses developed in this chapter are
applicable. If a transverse load is not applied at the shear center, it can always be
replaced by an equipollent system consisting of an equal transverse load applied at
the shear center plus a torque equal to the moment of the transverse load about the
shear center.

Figure 8.65 shows a concentrated transverse load, P2, acting at the beam’s tip
and its point of application, point A, with coordinates (x2a, x3a). The points of ap-
plication of all distributed loads, p1(x1), p2(x1), and p3(x1), and of the concentrated



8.6 Coupled bending-torsion problems 355

i1

i2

i3

i3

i2

q (x )2 1

p (x )2 1

q (x )3 1

q (x )1 1

p (x )3 1

p (x )1 1
P2 P2

Q2

P3

P1

Q3

Q1

Centroid
C (x , x )2c 3c

Cross-
section

Shear center
K ( )x , x2k 3k

Point of
application
A (x  , x  )2a 3a

K

A C

Fig. 8.65. Beam under a complex loading condition.

loads, P1, P2, and P3, must be similarly defined. The transverse load, p2(x1), applied
at point A is equivalent to a transverse load of equal magnitude, p2(x1), applied at
the shear center, point K, plus a distributed torque −(x3a − x3k)p2(x1). A similar
equivalence applies to all distributed and concentrated loads. Note the presence of
distributed and concentrated torques, q1(x1) and Q1, respectively.

The above remarks lead to the following solution procedure.

1. Compute the location of the centroid, C (x2c, x3c), of the cross-section.
2. Compute the orientation of the principal axes of bending ı̄∗1, ı̄∗2, and ı̄∗3, and the

principal centroidal bending stiffnesses, see section 6.6.
3. Compute the location of the shear center, K (x2k, x3k), of the cross-section ac-

cording to the procedure described in section 8.4.
4. Compute the torsional stiffness; see chapter 7, or section 8.5.2 for closed, thin-

walled beams.
5. Solve the extensional problem, eq. (6.30), with appropriate boundary conditions.
6. Solve two decoupled bending problems eqs. (6.31) and (6.32), in principal cen-

troidal axes of bending planes with appropriate boundary conditions.
7. Solve the torsional problem governed by the following differential equation

d
dx∗1

(
H∗

11

dΦ∗1
dx∗1

)
= − [q∗1(x∗1) + (x∗2a − x∗2k)p∗3(x

∗
1)− (x∗3a − x∗3k)p∗2(x

∗
1)] ,

(8.76)
subjected to boundary conditions at the root, Φ∗1 = 0, and at the tip

H∗
11

dΦ∗1
dx∗1

= Q∗
1 + (x∗2a − x∗2k)P ∗3 − (x∗3a − x∗3k)P ∗2 .

The two equations above are written in the axis system defined by the principal
centroidal axes of bending. While this system simplifies the solution of the axial
and bending problems, it is of little help to the solution of the torsional problem.
Because Φ∗1 = Φ1, H∗

11 = H11, and x∗1 = x1, it is more convenient to recast the
governing equation of the torsional problem in a coordinate system for which
axis ı̄1 is aligned with the axis of the beam,
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d
dx1

(
H11

dΦ1

dx1

)
= − [q1(x1) + (x2a − x2k)p3(x1)− (x3a − x3k)p2(x1)] ,

(8.77)
and subjected to boundary conditions at the root, Φ1 = 0, and at the tip

H11
dΦ1

dx1
= Q1 + (x2a − x2k)P3 − (x3a − x3k)P2. (8.78)

The knowledge of the centroid and shear center locations, as well as the orien-
tation of the principal axes of bending allows a complete decoupling of the problem
into four independent problems: an axial problem, two bending problems, and a tor-
sional problem. Of course, as discussed in chapter 6, the two bending problems can
also be treated as coupled problems; in that case, an arbitrary set of centroidal axes
could be used instead of the principal centroidal axes of bending.

In the absence of externally applied torques, and if all transverse loads are applied
at the shear center, the right hand side of eq. (8.77) vanishes, and its solution is then
simply Φ1(x1) = 0: the beam does not twist. When external torques are applied, or if
any transverse load is not applied at the shear center, the right hand side of eq. (8.77)
does not vanish and the beam twists, i.e., each section of the beam undergoes a rigid
body rotation of magnitude Φ1(x1) about the shear center.

Example 8.18. Wing subjected to aerodynamic lift and moment
An important example of this procedure is the wing coupled bending-torsion prob-
lem shown in fig. 8.66. The principal axes of bending, ı̄2 and ı̄3, are selected with
their origin at the shear center. Axis ı̄1 is along the locus of the shear centers of all
the cross-sections assumed to form a straight line called the elastic axis. The aero-
dynamic loading consists of a lift per unit span, LAC , applied at the aerodynamic
center and an aerodynamic moment per unit span, MAC .

According to the sign convention for torques, this nose-up aerodynamic moment
is a negative quantity. The differential equation for bending in plane (̄ı1, ı̄3) is

d2

dx2
1

(
Hc

22

d2ū3

dx2
1

)
= LAC . (8.79)

The boundary conditions for a cantilevered wing of length L are ū3 = dū3/dx1 = 0
at the root and d2ū3/dx2

1 = d3ū3/dx3
1 = 0 at the unloaded tip.

The governing equation for torsion is

d
dx1

(
H11

dΦ1

dx1

)
= − (MAC + eLAC) ,

where e is the distance from the aerodynamic center to the shear center. The boundary
condition at the wing’s root is Φ1 = 0, and at its tip, dΦ1/dx1 = 0. Note that for
symmetric airfoils MAC = 0, but the wing still twists because the lift is applied at
the aerodynamic center, which does not coincide with the shear center for the case at
hand. For typical transport aircraft, the aerodynamic and shear centers are located at
25% and 35% chord, respectively. Consequently, the lift generates a nose-up torque
on the wing.
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Fig. 8.66. The wing bending torsion coupled problem.

For aircraft wing analysis, it is convenient to select the origin of the axes at the
shear center, rather than at the centroid as advised in chapter 6. The main advantage
of selecting the centroid as the origin is that the bending problems decouple from
the axial problem. If the beam is not subjected to any axial loads, the axial problem
is of little interest, and hence it is more meaningful to select the shear center as the
origin of the axis system. In that case, the beam rotates about the origin of the axis
system. As illustrated in fig. 8.66, the rotation, Φ1(x1), of the section is, in fact, the
geometric angle of attack of the airfoil. The lift, LAC , is a function of this angle of
attack; consequently, the aerodynamic problem, which involves the computation of
the lift as a function of the angle of attack, and the elastic problem, which involves
the computation of the wing deflection and twist as a function of the applied loads,
become coupled. The study of this interaction is called aeroelasticity.

Example 8.19. Wing section subjected to transverse loading
Consider the highly idealized wing section depicted in fig. 8.67. The leading edge of
the airfoil is semi-circular, of radius R and thickness t. Given the geometry of the
section, tanα = 2/3. The lower portion of the trailing edge is horizontal, of length
a = 3R and thickness t. The vertical spar is of thickness ηt, where η = 3. The
airfoil thickness is 2R and the chord length 4R. Axis ı̄2 is selected to be horizontal
and passes through the section’s centroid, located a distance d above the horizontal
trailing edge and a distance c to the right of the vertical spar. Curvilinear coordinates
s1, s2, s3 and s4 are defined as indicated on the figure.

The section is subjected to a vertical shear force, V3, with its line of action passing
through the vertical spar. In this case, this shear force is the aerodynamic lift, whose
line of action passes through the section’s quarter-chord point.

The solution to this problem involves a considerable amount of detailed algebraic
computation, and for this reason, symbolic manipulation software is helpful. The
length of the upper portion, AT, of the airfoil is found as b =

√
13R. The axial

stiffness is S = E(9Rt +
√

13Rt + πRt) and the location of the centroid is

c =
(5 + 3

√
13)R

2(9 +
√

13 + π)
= 0.5022R and d =

(6 +
√

13 + π)R
9 +

√
13 + π

= 0.8094R.
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Fig. 8.67. Simplified 2-cell wing cross-section.

Next, the sectional centroidal bending stiffnesses are found through tedious alge-
bra as

Hc
22 =

3π2 + π(57 + 5
√

13) + 242 + 48
√

13
6(π + 9 +

√
13)

ER3t = 7.021 ER3t,

Hc
33 =

π2 + π(27 + 7
√

13) + 169 + 57
√

13
2(π + 9 +

√
13)

ER3t = 17.42 ER3t,

Hc
23 =

π(9 +
√

13) + 79 + 9
√

13
2(π + 9 +

√
13)

ER3t = −4.796 ER3t.

The location of the shear center must be determined to study the torsional be-
havior of the structure; in particular, if the vertical shear force is not applied at the
shear center, it will generate torsion of the section. To determine the shear flow dis-
tribution in the two-cell closed section, it will be cut at point B. Two cuts are needed,
one to open the front cell and another to open the aft cell. Using eq. (8.21), the static
stiffness moments in the various segments of the section are found as

Q2(s1) =
∫ s1

0

Et(−d + R−R cos s1/R) ds1, Q2(s2) = Eηts2(−d + s2/2),

Q3(s1) =
∫ s1

0

Et(−c−R sin s1/R) ds1, Q3(s2) = −Eηtcs2,

Q2(s3) = −Etds3, Q2(s4) =
∫ s4

0

Et(−d + s4 sin α) ds4,

Q3(s3) = Ets(−c + s3/2), Q3(s4) =
∫ s4

0

Et(−c + a− s4 cos α) ds4.

The shear flow distribution in the open section can then be evaluated using
eq. (8.20) to find

fo(si) = fo(0) +
Q3i(si)H23 −Q2i(si)H33

∆H
V3,

where ∆H = Hc
22H

c
33− (Hc

23)
2 = 102.41 E2R6t2. At point A, the shear flow must

vanish in the open section: fo(s1 = 0) = fo(s2 = 0) = fo(s3 = 0) = 0. At points
T and B, the joint equilibrium condition, eq. (8.29), must be satisfied.
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To find the shear flow distribution in the closed section, closing shear flows are
added: fc1 and fc2 in the front and aft cells, respectively, see fig. 8.67. The procedure
described in section 8.3.8 is then used to evaluate these closing shear flows. In the
present case, the compatibility conditions for the front and aft cells become

∫ πR

0

fo(s1)− fc1

Gt
ds1 −

∫ 2R

0

fo(s2) + fc1 − fc2

Gηt
ds2 = 0,

∫ a

0

fo(s3) + fc2

Gt
ds3 +

∫ b

0

fo(s4) + fc2

Gt
ds4 −

∫ 2R

0

fo(s2) + fc1 − fc2

Gηt
ds2 = 0.

These conditions lead to two simultaneous equations for the closing shear flows,
which are found as fc1 = 0.06580 V3/R and fc2 = −0.1458 V3/R. The shear flow
distribution in the closed section is then found by adding the shear flow in the open
section and the closing shear flows to find f(s1) = fo(s1)− fc1, f(s2) = fo(s2) +
fc1 − fc2, f(s3) = fo(s3) + fc2 and f(s4) = fo4(s4) + fc2. These distributions are
plotted in fig. 8.68.

0.2 0.4 0.6 0.8 1.0

0.05

0.05

0.10

q/p

f
/(

V
/R

)
1

3
f
/(

V
/R

)
3

3

f
/(

V
/R

)
4

3
f
/(

V
/R

)
2

3

s /2R
2

s /a
2 s /b

4

0.2 0.4 0.6 0.8 1.0

0.25

0.30

0.35

0.40

0.2 0.4 0.6 0.8 1.0

-0.10

-0.15

-0.05

0.05

0.10

0.2 0.4 0.6 0.8 1.0

-0.15

-0.10

-0.05

0.05

0.10

Fig. 8.68. Shear flow distribution in each segment of the 2-cell wing cross-section.
.

To determine the location of the shear center, the torque equipollence condition
will be expressed about point O, the center of the leading edge semicircle, leading to

(x2k + c)V3 = −
∫ πR

0

f1R ds1 + R R3 + R R4 cosα,

where R3 =
∫ a

0
f3 ds3 and R4 =

∫ b

0
f4 ds4 are the forces resulting from the shear

flow distributions in the aft part of the section. Solving this equation yields the hor-
izontal location of the shear center, x2k = −0.5290 R. The shear center location
relative to the spar is given by e = x2k + c = −0.02682 R which is to the left of
the vertical spar. For real wing structures, the shear center is typically nearer the one-
third chord location and aft of the aerodynamic center. For this example, the location
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is slightly forward of the spar, which is at the quarter-chord or aerodynamic center,
so the lift will produce a decrease in angle of attack.

The torsional stiffness can be computed using the method developed in sec-
tion 8.5.5. First, the areas enclosed by the two cells are A[1] = πR2/2 and
A[2] = 3R2, for the front and aft cells, respectively. The counterclockwise shear
flows due to torsion in each of the cells are defined as ft1 and ft2 for the leading
and trailing edge cells, respectively. The sectional twisting moment, M1, can be ex-
pressed in terms of the torsional moment developed in each cell using eq. (8.72)
as

M1 = 2(A[1]f [1] +A[2]f [2]) = 2A[1]ft1 + 2A[2]ft2.

The twist rates for the two cells can be expressed using eq. (8.74) to find

κ
[1]
1 =

1
2A[1]

∫

C[1]

f [1]

Gt
ds =

1
2A[1]

[
ft1

Gt
πR +

(ft1 − ft2)
Gηt

2R

]
,

κ
[2]
1 =

1
2A[2]

∫

C[2]

f [2]

Gt
ds =

1
2A[2]

[
ft2

Gt
(a + b) +

(ft2 − ft1)
Gηt

2R

]
.

Compatibility of the twist rates for the two cells requires κ
[1]
1 = κ

[2]
1 = κ1, where κ1

is the section twist rate. Combining the above equations then yields the shear flow
distributions due to torsion as

ft1 =
π(11 + 3

√
13) + 12

72 + 132π + π2(11 + 3
√

13)
M1

R2
= 0.1147

M1

R2
,

ft2 =
4(5π + 3)

72 + 132π + π2(11 + 3
√

13)
M1

R2
= 0.1066

M1

R2
.

These resluts can now be used to calculate the section’s torsional stiffness as

H11 =
M1

κ1
=

72 + 132π + π2(11 + 3
√

13)
6 + 2

√
13 + π(11 + 3

√
13)

GR3t = 8.587 GR3t.

To complete the solution, the decoupled bending and torsion problems will be
solved using the procedure developed in example 8.18. First, the transverse deflection
of the wing of length L under a uniformly distributed vertical load p3(x1) = p0

will be determined. Since the axis system used in this problem is centroidal but not
aligned with the principal axes of bending, bending in planes (̄ı1, ı̄2) and (̄ı1, ı̄3) is
coupled, as expressed by eqs. (6.23b) and (6.23c), which become

d2

dx2
1

[
Hc

23

d2ū2

dx2
1

+ Hc
22

d2ū3

dx2
1

]
= p0

d2

dx2
1

[
Hc

33

d2ū2

dx2
1

+ Hc
23

d2ū3

dx2
1

]
= 0.

The boundary conditions for the configuration shown in fig. 8.66 are ū2(0) =
dū2(0)/dx1 = ū3(0) = dū3(0)/dx1 = 0 at the wing’s root and d2ū2(L)/dx2

1 =
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d3ū2(L)/dx3
1 = d2ū3(L)/dx2

1 = d3ū3(L)/dx3
1 = 0 at its tip. Using the bending

stiffnesses computed earlier, the transverse displacement field is found as

ū2(η) = 0.001951 η2(η2 − 4η + 6)
p0L

4

ER3t
,

ū3(η) = 0.007086 η2(η2 − 4η + 6)
p0L

4

ER3t
,

where η = x1/L is the non-dimensional coordinate along the wing span.
Next, the torsion problem is governed by eq. (8.79), which in this case, becomes

H11
d2Φ1

dx2
1

= −eV3,

where e is the location of the shear center to the right of the vertical spar as computed
earlier. The boundary conditions for the configuration shown in fig. 8.66 are Φ1(0) =
dΦ1(L)/dx1 = 0. The solution to the differential equation is

Φ1(x1) = −0.001561η(2− η)
V3L

2

GR2t
.

This result shows, as expected, that the section twists in a counterclockwise (nose
down) direction.

8.6.1 Problems

Problem 8.60. Cantilevered beam under offset tip load
A thin-walled, C-section cantilevered beam of length L is subjected to a tip load, as depicted
in fig. 8.69. The beam is loaded through a horizontal arm, MN, and a vertical load P is acting
at point Q, located a distance d from the vertical web; load P is allowed to slide along arm
MN, d/b ∈ [0, 1.5]. (1) Compute the tip vertical deflection of the beam due to bending. (2)
Compute the tip rotation of the beam due to torsion. (3) Compute the transverse deflection of
point Q, the point of application of the transverse load. (4) Plot this deflection as a function of
d/b ∈ [0, 1.5]. (3) What is the value of d/b for which this transverse deflection is minimum.
Use the following data: P = 5.0 kN; E = 73.0 GPa; ν = 0.3; L = 2.0 m; h = 0.4 m; b= 0.2 m;
t = 4 mm.

i1 i2

i3 i3

h

b

PP d

M N

L

Q

Fig. 8.69. Cantilever beam with C-section under offset tip load.
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Problem 8.61. Simplified two-cell airfoil
Work example 8.19 for an airfoil of chord length 5R, i.e., for a = 4R. Compare your results
with those presented in the example. This is a tedious calculation that is best done using a
symbolic computation software tool.

8.7 Warping of thin-walled beams under torsion

When a thin-walled beam is subjected to an applied torque, shear stresses are gener-
ated, as discussed in the previous section. In turn, these shear stresses cause out-of-
plane deformations of the cross-section called warping. Although the magnitude of
these displacements is typically small, they have a dramatic effect on the torsional
behavior of the structure.

Warping effects are particularly pronounced when dealing with non-uniform tor-
sion of open sections. A beam is undergoing non-uniform torsion when its twist rate
varies along the beam’s span. This contrasts with Saint-Venant theory for torsion de-
veloped in section 7.3.2, which assumes the beam undergoes uniform torsion, i.e.,
the twist rate is constant along the beam’s span.

8.7.1 Kinematic description

Consider a thin-walled beam subjected to a

C

s

R

Q1

i1

i2

i3

L

Fig. 8.70. Thin-walled beam subjected to
an applied torque.

tip concentrated torque, Q1, as depicted in
fig. 8.70. The formulation will be simplified
if the axes are selected to be the principal
centroidal axes of bending.

The analysis starts with an assumed dis-
placement field similar to that for the Saint-
Venant solution described in section 7.3.2.
Under the action of the applied torque,
each cross-section of the beam is assumed
to rotate like a rigid body about point R,
called the center of twist whose coordi-
nates, (x2r, x3r), are as yet unknown. The
magnitude of the axial displacement com-
ponent is assumed to be proportional to the twist rate, κ1(x1), and is characterized
by an unknown warping function, Ψ(s), while the in-plane displacement field de-
scribes a rigid body rotation of magnitude Φ1(x1) about the center of twist

u1(x1, s) = Ψ(s) κ1(x1), (8.80a)
u2(x1, s) = −(x3 − x3r)Φ1(x1), (8.80b)
u3(x1, s) = (x2 − x2r)Φ1(x1). (8.80c)

Because the section is thin-walled, the warping function is assumed to be a function
only of the curvilinear variable, s, i.e., the warping function does not vary through
the thickness of the thin wall.
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The strain field is now evaluated from this assumed displacement field

ε1 =
∂u1

∂x1
= Ψ(s)

dκ1

dx1
, (8.81a)

ε2 =
∂u2

∂x2
= 0, ε3 =

∂u3

∂x3
= 0, γ23 =

∂u2

∂x3
+

∂u3

∂x2
= 0, (8.81b)

γ12 =
∂u1

∂x2
+

∂u2

∂x1
=

[
dΨ

dx2
− (x3 − x3r)

]
κ1, (8.81c)

γ13 =
∂u1

∂x3
+

∂u3

∂x1
=

[
dΨ

dx3
+ (x2 − x2r)

]
κ1. (8.81d)

In the present analysis, the beam is assumed to undergo non-uniform torsion:
the twist rate varies along the beam’s span, and hence, dκ1/dx1 6= 0. This contrasts
with Saint-Venant’s solution developed in section 7.3.2 and the analysis developed
in section 8.5, where uniform torsion is assumed. Consequently, the axial strain,
eq. (8.81a), does not vanish. The in-plane strain components, eq. (8.81b), vanish
because of the assumed rigid body rotation of the section. The shear strain com-
ponents, eqs. (8.81c) and (8.81d), depend on the partial derivatives of the warping
function and are proportional to the twist rate.

8.7.2 Stress-strain relations

The non-vanishing components of the stress field are readily obtained from the con-
stitutive laws as

σ1 = Eε1 = EΨ(s)
dκ1

dx1
, (8.82a)

τ12 = Gγ12 =
[

dΨ

dx2
− (x3 − x3r)

]
Gκ1, (8.82b)

τ13 = Gγ13 =
[

dΨ

dx3
+ (x2 − x2r)

]
Gκ1, (8.82c)

where the linearly elastic, isotropic material is assumed to obey Hooke’s law.
As discussed in section 8.1.2, the only non-vanishing shear stress component for

thin-walled beams is component τs, tangent to curve C. From eq. (8.2b), this shear
stress component can be written as

τs = τ12
dx2

ds
+ τ13

dx3

ds

=
[

∂Ψ

∂x2

dx2

ds
+

∂Ψ

∂x3

dx3

ds
+ (x2 − x2r)

dx3

ds
− (x3 − x3r)

dx2

ds

]
Gκ1.

In view of the chain rule for derivatives, the first two terms represent the total deriva-
tive of the warping function with respect to s. The last two terms evaluate the dis-
tance from the twist center to the tangent to curve C, denoted rr, see eq. (8.11). It
then follows that
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τs =
(

dΨ

ds
+ rr

)
Gκ1. (8.83)

To complete this analysis and determine the warping function, a distinction must
now be made between open and closed sections.

8.7.3 Warping of open sections

The torsional behavior of thin-walled open section is investigated in section 8.5.1,
and the shear stress distribution is found to be linearly distributed across the wall
thickness and zero along the wall mid-line. Consequently, the shear stress, τs, deter-
mined from eq. (8.83) vanishes along curve C, leading to

τs =
(

dΨ

ds
+ rr

)
Gκ1 = 0, (8.84)

along curve C. As a result, the warping function must satisfy the following differen-
tial equation

dΨ

ds
= −rr = −

(
ro − x2r

dx3

ds
+ x3r

dx2

ds

)
. (8.85)

To integrate this equation and determine the warping function, a purely geometric
function, Γ (s), is first defined as

dΓ

ds
= −ro. (8.86)

Introducing this expression into eq. (8.85), it becomes possible to determine the
warping function by integration to find

Ψ(s) = Γ (s) + x2rx3 − x3rx2 + c1, (8.87)

where c1 is an integration constant. When integrating eq. (8.86), an arbitrary bound-
ary condition must be used to evaluate Γ (s), because integration constant c1 is added
in the expression for the warping function. To fully define the warping function, it is
necessary to evaluate this integration constant, c1, as well as the coordinates of the
twist center, (x2r, x3r).

When dealing with uniform torsion, dκ1/dx1 = 0, and eq. (8.80a) implies that
all span-wise sections undergo the same warping displacement; consequently, the
axial strains, eq. (8.81a), and stresses, eq. (8.82a) both vanish. In this case, the in-
tegration constant and the location of the center of twist cannot be determined. The
indeterminate part of the warping function, x2rx3 − x3rx2 + c1, simply represents
a rigid body displacement field that does not affect the state of strain or stress in the
beam. In fact, any point can be selected as the center of twist.

Most practical problems, however, involve non-uniform torsion, either because
the applied torque varies along the axis of the beam, or because warping displace-
ment is constrained at a boundary or at some point along the beam’s span. In such
cases, two neighboring sections warp a different amount, giving rise to axial strains,
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which in turn, generate axial stresses although the beam is acted upon by a torque
alone. The appearance of axial stresses under non-uniform torsion conditions is in
sharp contrast with uniform torsion, which generates shear stresses only. Although
axial stresses appear in the section, the axial force, N1, and bending moments, M2

and M3, must vanish because no such loads are applied.
The vanishing of the axial force, N1, defined by eq. (8.5), implies

∫
C σ1 tds = 0.

Introducing the axial stress, eq. (8.82a), and the warping function, eq. (8.87), then
yields

∫

C
EΓ tds + x2r

∫

C
Ex3 tds− x3r

∫

C
Ex2 tds + c1

∫

C
E tds = 0.

The second and third integrals in this expression vanish because the origin of the
axes is selected to be at the section’s centroid. The last integral is the axial stiffness,
S, defined by eq. (5.17). The integration constant is then found as

c1 = − 1
S

∫

C
EΓ tds. (8.88)

Equation (8.6) defines the bending moment, M2, as
∫
C σ1x3 tds = 0. Imposing

the vanishing of this quantity leads to
∫

C
EΓx3 tds + x2r

∫

C
Ex2

3 tds− x3r

∫

C
Ex2x3 tds + c1

∫

C
Ex3 tds = 0.

The second integral in this expression is the bending stiffness, Hc
22. The third integral

is the cross-bending stiffness, Hc
23, which vanishes because the axes are selected to

be the principal centroidal axes of bending. The last integral also vanishes because
the axes origin is at the centroid. The first coordinate of the twist center, x2r, is thus
found as

x2r = − 1
Hc

22

∫

C
EΓx3 tds. (8.89)

Finally, enforcing the vanishing of the other bending moment, M3, yields the other
coordinate of the twist center as

x3r =
1

Hc
33

∫

C
EΓx2 tds. (8.90)

The procedure to compute the warping function for thin-walled beams with open
sections can be summarized by the following steps.

1. Compute the location of the section’s centroid and select the axis system to be
aligned with the principal centroidal axes of bending.

2. Compute the purely geometric function, Γ (s), by integration of eq. (8.86). Use
an arbitrary boundary condition.

3. Compute the integration constant, c1, with the help of eq. (8.88);
4. Compute the coordinates of the twist center using eqs. (8.89) and (8.90).
5. The warping function is then fully defined by eq. (8.87).
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The shape of the warping function describes the out-of-plane displacement field
of the cross-section. Indeed, eq. (8.80a) gives the axial displacement distribution in
terms of the warping function within a scaling factor, κ1. For non-uniform torsion,
the warping function also describes the axial strain distribution over the section, see
eq. (8.81a). The warping function gives the axial strain distribution within a scal-
ing factor, dκ1/dx1. Finally, for sections made of a homogeneous material, i.e., if
E(s) = E, the axial stress is also distributed according to the warping function, but
this time with a scaling factor, E dκ1/dx1, see eq. (8.82a). These remarks help ex-
plain the importance of the warping function that describes the axial displacement,
axial strain and axial stress distributions over the cross-section, although each with
different scaling factors.

It is worthwhile noticing that the vanishing of the axial stress resultants, N1, M2,
and M3, implies the following properties of the warping function

∫

C
EΨ tds =

∫

C
EΨx2 tds =

∫

C
EΨx3 tds = 0. (8.91)

Example 8.20. Warping of a C-channel
Let the beam with a C-channel cross-section depicted in fig. 8.24 be subjected to a tip
torque. Determine the warping function. The axes shown in the figure are principal
centroidal axes of bending because axis ı̄2 is an axis of symmetry, and hence, is
along a principal direction of bending. The first step of the procedure is to compute
the purely geometric function, Γ (s), defined in eq. (8.86), where ro is the normal
distance from the origin of the axes, point O, to the tangent to curve C, and is given
by eq. (8.8).

e

R

Y (s)s1

s2

s3

h/2

h/2

i2

i3

d

O

Fig. 8.71. The warping function for a C-channel.

As shown in fig. 8.71, curvilinear coordinate s1 is used to describe the lower
flange of the C-channel, where ro = −h/2. According to the sign conventions, ro is
a negative quantity, see section 8.1.4. Function Γ then becomes Γ (s1) = hs1/2 + c,
where c is an integration constant evaluated with the help of an arbitrary boundary
condition, say Γ (s1) = 0 at s1 = 0, leading to Γ (s1) = hs1/2. A similar process
is used for the vertical web and upper flange, where ro = −d and ro = −h/2,
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respectively. Continuity of function Γ must be enforced at the corners and the process
yields Γ (s2) = ds2 + h(b + d)/2 and Γ (s3) = hs3/2 + h(b + 2d)/2.

The next step is to evaluate the integration constant with the help of eq. (8.88) to
find

c1 = −Et

S

[∫ b

0

Γ (s1) ds1 +
∫ +h/2

−h/2

Γ (s2) ds2 +
∫ b

0

Γ (s3) ds3

]
= −h

2
(b + d).

Finally, the coordinates of the twist center are determined by eqs. (8.89)
and (8.90) to find

x2r = − Et

Hc
22

[∫ b

0

Γ (s1)
(
−h

2

)
ds1 +

∫ +h/2

−h/2

Γ (s2)s2 ds2 +
∫ b

0

Γ (s3)
h

2
ds3

]

= −d− h2b2t

4
E

Hc
22

,

x3r =
Et

Hc
33

[∫ b

0

Γ (s1)(b− d− s) ds1 +
∫ +h/2

−h/2

Γ (s2)(−d) ds2

+
∫ b

0

Γ (s3)(s− d) ds3

]
= 0.

This last result could have been more easily obtained by invoking the symmetry of
the problem.

The warping function then follows from eq. (8.87) as

Ψ(s1) =
h

2
(s1 + e− b); Ψ(s2) = −es2; Ψ(s3) =

h

2
(s3 − e), (8.92)

where e = h2b2tE/(4Hc
22). Figure 8.71 shows the warping function and the location

of the twist center, which is located at a distance e to the left of the vertical web. It is
interesting to note that the location of shear center found in section 8.3.1 and that of
the twist center coincide for this cross-section.

Example 8.21. Warping of a triangular section
Consider the thin-walled triangular section of height h and width b, open at point B,
as depicted in fig. 8.72. Determine the warping function and the center of twist of
the section. In view of the symmetry of the problem, the axes shown in the figure are
principal centroidal axes provided that d = b/[2(1 + sinα)]. The bending stiffness
of the section is evaluated with the help of eq. (6.53) to find

Hc
22 = E

th3

12
+ 2E

[
t`3

12
sin2 α + t`

(
h

4

)2
]

=
Et`h2

6
(1 + sinα),

where ` is the length of the flange; note that h/2 = ` sin α.
Figure 8.72 shows the curvilinear coordinate, s1, which runs along the lower

flange, where ro = −(b−d) sin α. According to the sign conventions, ro is a negative
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Fig. 8.72. Warping function for a open triangular section.

quantity, see section 8.1.4. Function Γ is then Γ (s) = (b−d)s1 sin α+ c, where c is
an integration constant evaluated by means of an arbitrary boundary condition, say
Γ (s1) = 0 at s1 = 0. Function Γ becomes

Γ (s̄1) =
1 + 2 sinα

1 + sinα

bh

4
s̄1,

where s̄1 = s1/` is the non-dimensional curvilinear variable across the lower flange.
A similar process is used for the vertical web where ro = −d. Continuity of

function Γ must be enforced at the corner and yields

Γ (s̄2) =
1

1 + sinα

bh

4
(s̄2 + 1 + 2 sin α),

where s̄2 = 2s2/h is the non-dimensional curvilinear variable for the vertical web.
The solution then proceeds with the last two segments of the section defined by

curvilinear variables s3 and s4. Because of the symmetry of the problem, it is clear
that Γ (s̄3) = −Γ (s̄1) and Γ (s̄4) = −Γ (s̄2).

The next step is to evaluate the integration constant with the help of eq. (8.88)

c1 = −Et

S

[∫ `

0

Γ (s1)ds1 +
∫ h/2

0

Γ (s2)ds2 +
∫ `

0

Γ (s3)ds3 +
∫ h/2

0

Γ (s4)ds2

]
.

In view of the symmetry of the problem, c1 = 0.
Finally, the coordinate of the twist center is obtained from eq. (8.89) as

x2r = − Et

Hc
22

[∫ `

0

Γ (s1)(−s1 sin α) ds1 +
∫ +h/2

0

Γ (s2)
(

s2 − h

2

)
ds2

+
∫ `

0

Γ (s3)(s3 sin α) ds3 +
∫ +h/2

0

Γ (s4)
(

h

2
− s4

)
ds2

]

=
2Et

Hc
22

[∫ `

0

Γ (s1)(s1 sin α) ds1 +
∫ +h/2

0

Γ (s2)
(

h

2
− s2

)
ds2

]

= (b− d) +
sin α

1 + sinα

b

2
.



8.7 Warping of thin-walled beams under torsion 369

This means that the twist center is located at a distance e = b sin α/[2(1 + sin α)]
to the right of point A. The vertical coordinate of the twist center vanishes due to
symmetry, as can be verified with the help of eq. (8.90).

The warping function then follows from eq. (8.87) as

Ψ1 = −Ψ3 = − sin α

1 + sinα

bh

4
s̄1, Ψ2 = −Ψ4 =

(2 + 3 sin α)s̄2 − sin α

1 + sinα

bh

4
. (8.93)

Figure 8.72 shows the warping function for this open triangular section.

8.7.4 Problems

Problem 8.62. Alternative evaluation the warping function
In section 8.7, the procedure for the evaluation of the warping function is developed. The
axes are selected to be the principal centroidal axes of bending. (1) Derive a procedure for
evaluating the warping function when a set of centroidal axes is selected, i.e., the axes are not
the principal axes of bending. (2) Give explicit equations to compute the integration constant,
a, and the coordinates of the twist center, i.e., develop the equivalent of eqs. (8.88), (8.89), and
(8.90), respectively.

Problem 8.63. Warping function of an “I” beam
Consider the thin-walled, “I” shaped cross-section depicted in fig. 8.73. (1) Compute and plot
the warping function Ψ(s) for this section. (2) Determine the location of the twist center. (3)
Compute the torsional stiffness of the section.

t
i2

i3

h

b2

b1

A

B

C

D

Fig. 8.73. Configuration of the I beam.

8.7.5 Warping of closed sections

The torsional behavior of thin-walled, closed sections is investigated in section 8.5.2.
In open sections, the shear stress distribution is linear through the thickness of the
wall, but the shear stress distribution is constant through the thin wall of closed sec-
tions. The shear stress is found to be τs = M1/(2At) = H11κ1/(2At), where A is
the area enclosed by curve C, see eq. (8.62).
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On the other hand, this shear stress is related to the warping function by
eq. (8.83), leading to

dΨ

ds
=

τs

Gκ1
− rr =

H11

2AGt
− rr. (8.94)

This is the governing equation for the warping function, and it should be compared
to eq. (8.85), which applies to open sections.

The process of integration of eq. (8.94) closely follows that used for open sec-
tions. First, a purely geometric function, Γ (s), is defined as

dΓ

ds
=

H11

2AGt
− ro. (8.95)

Here again, an arbitrary boundary condition is used to integrate this equation. In-
tegrating eq. (8.94) then yields the warping function in the form of eq. (8.87). The
integration constant, c1, and the location of the twist center can then be found by
enforcing the vanishing of the axial force, and bending moments, respectively.

In summary, the procedure for evaluating the warping function of closed sections
is identical to that developed for open sections except that the governing equation for
function Γ is now eq. (8.95), rather than eq. (8.86).

Example 8.22. Warping function for a thin-walled rectangular section
Consider the warping of the thin-walled rectangular beam shown in fig. 8.74. The
width and height of the section are 2a and 2b, respectively, and the thickness, t, is
uniform. The torsional stiffness is found from eq. (8.67), and hence,

H11

2AGt
=

2A
t

∫

C

ds

t

=
2ab

a + b
.

Curvilinear coordinates s1, s2, s3, and s4 will be used along the four walls of
the section as shown in fig. 8.74. Along the top flange, the governing equation for
Γ (s), eq. (8.95), becomes dΓ/ds = 2ab/(a + b) − ro, where ro = b. According
to the sign conventions, ro is a negative quantity, see section 8.1.4. Integration then
yields Γ (s1) = 2abs1/(a+ b)− bs1 + c. Using an arbitrary boundary condition, say
Γ (s1 = 0) = 0, leads to Γ (s1) = bs1(a− b)/(a + b).

The same process is repeated for the other three sides and continuity is enforced
at the corners of the section to find Γ (s1) = d̄bs1, Γ (s2) = −d̄as2, Γ (s3) = d̄bs3,
and Γ (s4) = −d̄as4, where d̄ = (a−b)/(a+b). For obvious symmetry reasons, c1 =
x2r = x3r = 0, as can be verified with the help of eqs. (8.88), (8.89), and (8.90),
respectively. The warping function, Ψ = Γ , now becomes

Ψ(s1) = d̄bs1, Ψ(s2) = −d̄as2, Ψ(s3) = d̄bs3, Ψ(s4) = −d̄as4. (8.96)

and is depicted in the right half of fig. 8.74.
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Fig. 8.74. Thin-walled beam with a rectangular cross-section.

8.7.6 Warping of multi-cellular sections

In the case of multi-cellular sections, the shear flow distribution, f(s), due to an
applied torque must be computed first with the help of the procedure described in
section 8.5.5. This shear flow distribution is proportional to the twist rate, i.e., f(s) =
G(s) κ1, and the corresponding shear stress is τs = G(s)κ1/t, where G(s) is a
function of s determined by the analysis outlined in that section. Comparing this
result with eq. (8.83) yields the governing equation for the warping function,

dΨ

ds
=
G(s)
Gt

− rr. (8.97)

The procedure for the determination of the warping function of multi-cellular
sections then exactly mirrors that for open and closed sections except that the gov-
erning differential equation for function Γ is now

dΓ

ds
=
G(s)
Gt

− ro. (8.98)

8.8 Equivalence of the shear and twist centers

The analysis of the shear flow distribution in thin-walled beams subjected to shear
forces leads to the concept of shear center. The shear center is defined by the torque
equipollence condition expressed by eq. (8.39). This important concept allows the
decoupling of bending and twisting problems, as discussed in section 8.6. On the
other hand, in the present section the center of twist is introduced for the analysis of
thin-walled beams under torsion.

Consider eq. (8.53) for the coordinate, x2k, of the shear center, and introduce
function Γ defined by eq. (8.86) to find

x2k =
∫

C
f [3]ro ds = −

∫

C
f [3] dΓ

ds
ds.

Integrating by parts then yields
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x2k =
∫

C
Γ

df [3]

ds
ds−

[
f [3]Γ

]
boundary

.

The boundary term vanishes because f [3] = 0 at the boundaries.
Next, the governing equation for f [3], eq. (8.58), is introduced

x2k = −
∫

C

Et

Hc
22

x3Γ ds = − 1
Hc

22

∫

C
EΓx3 tds = x2r,

where the last equality follows from eq. (8.89). A similar reasoning leads to x3k =
x3r, thus establishing the equivalence of the shear and twist centers for open sections.
The equivalence also holds for closed section, as can be shown by a similar develop-
ment. This equivalence is a direct consequence of Betti’s reciprocity theorem, which
will be developed in section 10.10.1, see eq. (10.117).

8.9 Non-uniform torsion

A thin-walled beam under non-uniform torsion develops a complex state of stress
that involves both shear stresses and axial stresses generated by differential warping.
The presence of the axial stress gives rise to a markedly different behavior from that
observed in the case of uniform torsion.

The axial stresses generated by non-uniform torsion are uniformly distributed
across the thickness of the wall, and the associated axial flow is denoted nw = tσ1.
As discussed in section 8.7.3, although the axial stress does not vanish at all points of
the section, the resulting axial force and bending moment do vanish. This condition
implies the global equilibrium of the section, but the local equilibrium equation,
eq. (8.14), is not necessarily satisfied. For this local equilibrium to hold, a shear
flow, fw, called the warping shear flow is generated to satisfy the local equilibrium
condition

∂nw

∂x1
+

∂fw

∂s
= 0.

The implication of this new shear flow, fw, is investigated for the case of open
sections. Introducing eq. (8.82a) for the axial stress and solving for the warping shear
flow yields

∂fw

∂s
= −EtΨ

d2κ1

x2
1

. (8.99)

This first order differential equation can be integrated to determine the warping shear
flow, fw, following the same procedure as that developed in section 8.3. The result
is depicted in fig. 8.75 for the simple case of a C-channel.

In the presence of this new shear flow, the question of overall equilibrium arises
once more: does the warping shear flow generate resultant transverse shear forces?
The shear force resultant, V2w, associated with the warping shear flow is evaluated
with the help of eq. (8.7)
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V2w =
∫

C
fw

dx2

ds
ds = −

∫

C
x2

∂fw

∂s
ds + [x2fw]boundary ,

where the second equality follows from integration by parts. The boundary term
vanishes because fw = 0 at the edges of the contour. Introducing eq. (8.99) then
yields

V2w =
d2κ1

dx2
1

∫

C
EΨx2 tds = 0,

where the last equality stems from property (8.91) of the warping function. It can be
shown in a similar manner that V3w = 0.

Next, the torque resultant about the shear center gener-

fw

K

Fig. 8.75. Shearing
flow, fw, for a C-
channel.

ated by the warping shear flow is evaluated with the help of
eq. (8.10) to find

M1wK =
∫

C
fwrk ds = −

∫

C
fw

dΨ

ds
ds, (8.100)

where the governing equation for the warping function,
(8.85), is introduced. Integrating by parts then yields

M1wK =
∫

C
Ψ

dfw

ds
ds− [fwΨ ]boundary , (8.101)

where the boundary term vanishes once more. Finally, intro-
ducing eq. (8.99) yields

M1wK = −Hw
d2κ1

dx2
1

, (8.102)

where
Hw =

∫

C
EΨ2 tds, (8.103)

is called the warping stiffness.
The total torque is the sum of that generated by the twist rate and that due to

warping,

M1K = H11κ1 −Hw
d2κ1

dx2
1

. (8.104)

The first torque component, H11κ1, is that generated by the shear stress distribution
described in section 8.5.1, whereas the second torque component,−Hw d2κ1/dx2

1, is
the additional contribution arising from the warping shear flow. Note that the second
contribution vanishes for the case of uniform torsion.

The equilibrium equation for a differential element of the beam under torsional
loads is obtained in section 7.15. Introducing the torque expression, eq. (8.104),
yields the governing equation for beams undergoing non-uniform torsion,

d
dx1

(
H11

dΦ1

dx1
−Hw

d3Φ1

dx3
1

)
= −q1. (8.105)
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This fourth order differential equation can be solved to find the beam twist given the
applied distributed torque q1.

Example 8.23. Torsion of a cantilevered beam with free root warping
Consider a uniform cantilevered beam of length L subjected to a tip torque, Q. At
first, the root condition is such that no twisting is allowed, but warping is free to
occur. This condition could be obtained by attaching the beam’s root to a diaphragm
that prevents any root rotation, but does not constrain axial displacements. The beam
has uniform properties along its length. Hence, the governing equation (8.105) be-
comes

H11
d2Φ1

d2x1
−Hw

d4Φ1

dx4
1

= 0.

At the root of the beam, no twist occurs, i.e., Φ1 = 0. Since warping is free
at the root, the axial stress must vanish, and in view of eq. (8.82a), this implies
d2Φ1/dx2

1 = 0. At the tip of the beam, the torque must equal the applied torque,
Q, and the axial stress must vanish once again. From eq. (8.104), the first condition
implies Q = H11dΦ1/dx1 −Hwd3Φ1/dx3

1, and the second condition again implies
d2Φ1/dx2

1 = 0.
To ease the solution of this problem, a non-dimensional span-wise variable, η =

x1/L, is introduced, and the governing equation becomes

Φ′′′′1 − k̄2 Φ′′1 = 0, (8.106)

with the boundary conditions, Φ1 = 0 and Φ′′1 = 0 at the beam’s root, and Φ′′1 = 0
and k̄2Φ′1−Φ′′′1 = QL3/Hw at its tip. The notation (·)′ is used to denote a derivative
with respect to η, and

k̄2 =
H11L

2

Hw
, (8.107)

is a non-dimensional parameter that characterizes the ratio of the torsional stiffness
to the warping stiffness.

The general solution of the governing differential equation is

Φ1 = C1 + C2η + C3 cosh k̄η + C4 sinh k̄η, (8.108)

where C1, C2, C3, and C4 are four integration constants. The boundary conditions at
the root are used to evaluate C1 and C3 to find Φ1 = C2η +C4 sinh k̄η. The remain-
ing two integration constants are found with the help of the boundary conditions at
the tip of the beam. Hence,

Φ1 =
QL

H11
η. (8.109)

This solution is identical to the uniform torsion solution, and could have been
obtained from the governing equation for uniform torsion developed in chapter 7.
Indeed, the solution implies a twist rate κ1 = dΦ1/dx1 = Q/L = constant. The
torsional warping stiffness, Hw, disappears from the solution.
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Example 8.24. Torsion of a cantilevered beam with constrained root warping
The cantilevered beam of the above example is considered here again, but the root
section is now solidly fixed to prevent any warping at the root. At this built-in end,
no twisting occurs, i.e., Φ1 = 0, and no axial displacement is allowed. In view of
eq. (8.80), this last condition implies κ1 = dΦ1/dx1 = 0.

The governing equation of the problem is once again eq. (8.106), but the bound-
ary conditions now become Φ1 = 0 and Φ′1 = 0 at the beam’s root and Φ′′1 = 0 and
k̄2Φ′1 − Φ′′′1 = QL3/Hw at its tip. The general solution of the governing equation
still has the form of eq. (8.108), and the boundary conditions at the root are used to
evaluate C3 and C2. Hence, Φ1 = C1(1 − cosh k̄η) + C4(sinh k̄η − k̄η). The tip
boundary conditions allow the evaluation of the remaining integration constants to
find

Φ1 =
QL

H11

[
η − sinh k̄ − sinh k̄(1− η)

k̄ cosh k̄

]
.

The first term is the linear distribution of twist along the beam’s span found in the
previous example and is characteristic of uniform torsion. The second term repre-
sents the influence of non-uniform torsion induced by the root warping constraint.
This constraint decreases the twist of the beam, and stiffens the beam.

Two types of sections will be considered here, the closed rectangular section
shown in fig. 8.74, and the open C-channel of fig. 8.71. The warping stiffness of
the rectangular section is found by introducing eq. (8.96) into eq. (8.103) and inte-
grating to find Hw = 4E/3 a2b2t(a − b)2/(a + b). The torsional stiffness follows
from eq. (8.67) as H11 = G 16a2b2t/(a + b). Coefficient k̄ defined in (8.107) then
becomes

k̄2 =
(

G

E

) (
2
√

3L

a− b

)2

.

Note that for a = b, the thin-walled, rectangular section becomes square, the warping
function vanishes, as does the warping stiffness, and the uniform torsion solution is
recovered. Consider a rectangular section made of aluminum, and for which a = 4b.
Ratio G/E = 1/2(1 + ν) for isotropic, linearly elastic materials, see eq. (2.8).
Coefficient k̄ then becomes proportional to the aspect ratio L/a. For a long beam,
L/a = 10, k̄ = 16.54, whereas for a shorter beam, L/a = 5, k̄ = 8.27. On the other
hand, if the beam is made of a unidirectional composite for which G/E = 1/28,
coefficient k̄ becomes 5.04 and 2.52, for the long and short beams, respectively.
Figure 8.76 shows the twist distribution for the four cases considered.

For the C-channel, the warping stiffnesses is found by integrating the warping
function, given by eq. (8.92), to find Hw = E/12 h2b3t (3b + 2h)/(6b + h), and
the torsional stiffness is computed in eq. (7.66) as H11 = Gt3(2b + h)/3. Finally,
coefficient k̄ becomes

k̄2 =
(

G

E

)(
L

h

)2 2ht2

b3

(1 + 2b/h)(1 + 6b/h)
1 + 3b/2h

.

Let the C-channel be such that h = 2b and t = b/10. If the C-channel is made of
aluminum, k̄ = 2.65 or 1.33 for the aspect ratios of L/h = 10 or 5, respectively. If
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Fig. 8.77. Twist distribution for the C-
channel section under non-uniform torsion.
k̄ = 2.65 (¦), k̄ = 1.33 (4), k̄ = 0.808
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the beam is made of a unidirectional composite, the corresponding values are k̄ =
0.808 and 0.404, respectively. Figure 8.77 shows the twist distribution for the four
cases.

The constrained warping effects become increasingly pronounced as k̄ decreases.
Coefficient k̄ is proportional to

√
G/E. For most homogeneous, isotropic metal,

Poisson’s ratio is ν ≈ 0.3, implying
√

G/E =
√

(1 + ν)/2 ≈ 0.62. This ratio,
however, can be far smaller for highly anisotropic materials. For instance, in the ex-
treme case of a unidirectional graphite/epoxy material,

√
G/E = 0.189. Coefficient

k̄ is also proportional to the aspect ratio L/d, where d is a representative dimension
of the cross-section; lower values of k̄ will be associated with shorter beams. It is
also important to note that open sections yield much smaller values of k̄ than closed
section.

In summary, the importance of non-uniform torsion is characterized by coeffi-
cient k̄, which itself, depends on three factors. The first effect is a material effect
characterized by the ratio of the shearing to Young’s modulus. The second effect is
a geometric effect characterized by the aspect ratio of the beam. The last factor is
the geometric nature of the cross-section, which can be open or closed. Non-uniform
torsion effects tend to become more pronounced for beams with the following char-
acteristics: beams made of materials presenting lower shearing to Young’s modulus
ratios, beams of lower aspect ratio, and beams with open cross-sections.

8.9.1 Problems

Problem 8.64. Cantilever beam under uniform torque
A cantilevered beam is subjected to a uniformly distributed torque q0. The root end of the beam
is clamped, and a stiffening plate is welded at the tip section to prevent any warping. The thin-
walled, I section of the beam is depicted in fig. 8.73. (1) Compute the torsional stiffness of the
section. (2) Compute the twist distribution for this problem according to Saint-Venant solution
for torsion. Denote this solution ΦSV

1 (x1). (3) Compute and plot the warping function, Ψ(s),
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for this section. Determine the warping stiffness, Hw, for the section. (4) Show that

k̄2 =
H11L

2

Hw
= 4

(
G

E

) (
L

h

)2
(b1 + b2 + h)(b3

1 + b3
2)t

2

b3
1b

3
2

.

(5) Find the distribution of twist, ΦNU
1 (x1), taking non-uniform torsion effects into account.

Plot the twist distributions, H11Φ
SV
1 /(q0L

2) and H11Φ
NU
1 /(q0L

2), along the beam’s span
on the same graph. (6) On the same graph, plot the distribution of axial stress at points A
and B, denoted h2σA

1 /q0 and h2σB
1 /q0, respectively, along the span of the beam. (7) Plot the

distribution of shear stress due to torsion, h2τs/q0, along the span of the beam. (8) On the
same graph, plot the distribution of shear stress due to warping at points C and D, denoted
h2τC

w /q0 and h2τD
w /q0, respectively, along the span of the beam. Use the following data:

b1 = 0.2, b2 = 0.3, h = 0.25, t = 0.02 and L = 1.5 m. The Poisson’s ratio for the material
is ν = 0.3.

Problem 8.65. C-channel with mid-span reinforcing plate
Consider the cantilevered beam of length L with a thin-walled C-channel cross-section as
depicted in fig. 8.78. The beam is subjected to a tip torque, Q1. At mid-span, a stiff plate
connecting the top and bottom flanges is welded to the beam and prevents warping at that span-
wise location. (1) Write the governing differential equation of the system and the associated
boundary conditions. (2) Does the mid-span plate stiffen or soften the beam in torsion?

i1

i2

i3

L/2

L/2

Fig. 8.78. Cantilevered beam with C-section with a mid-span reinforcing plate.

8.10 Structural idealization

The analysis of beams with thin-walled cross-sections is an extension of the ba-
sic Euler-Bernoulli theory developed in chapter 6. The details of the analysis, how-
ever, can quickly become quite cumbersome and tedious for all but the most basic
cross-sectional configurations. This is particularly true when interactions among the
bending, torsion and shear responses are considered, as discussed in section 8.9.
Moreover, actual thin-walled beam structures rarely consist solely of of thin-walled
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components. Rather, these structures are usually reinforced with prismatic struc-
tural members running along the beam’s axis. Such members are commonly called
stringers and are added to increase the bending stiffness of the section and to provide
attachment points on the beam for various hardware components.

Sheet
Stringer

(a) (b)

Fig. 8.79. (a) actual cross-section of a thin-walled beam. (b) Sheet-stringer idealization of the
same section.

Thin-walled beam structures can be idealized by separating the axial stress and
shear stress carrying components of the section into distinct entities called stringers
and sheets, respectively. In this approach, illustrated in fig. 8.79, axial stresses are
assumed to be carried only in the stringers which are idealized as concentrated or
lumped areas with finite areas but vanishingly small cross-section dimensions. At
the same time, shear stresses are carried entirely in the sheets which are assumed to
be thin-walled components of vanishing thickness.

Figure 8.79 (a) depicts the cross-section of a thin-walled closed-section beam
(sometimes called a “box beam”) in which the four walls are connected at the cor-
ners by means of small “L” shaped longitudinal members. In addition, one or more
additional longitudinal members, with “L,” “T” or “Z” sectional shapes, are added to
supplement the load carrying capability of the thin walls. These components usually
constitute the largest fraction of the cross-sectional area and are located away from
the centroid; hence, their contribution to the bending stiffness of the section is much
larger than that of the sheets.

Figure 8.79 (b) shows a sheet-stringer idealization for this section. The stringers
are assumed to carry all the axial stresses due to bending, while the sheets are as-
sumed to carry only shear stresses due to both shearing and torsion. As explained
in the following developments, this idealization leads to a considerably simplified
analysis procedure for determining stress distributions over cross-sections subjected
to complex combinations of bending, shear, and torsional loading.

8.10.1 Sheet-stringer approximation of a thin-walled section

If a thin-walled cross-section includes discrete stringers, such as the “L” shaped
stringers shown in fig. 8.79, whose total cross-sectional area is large compared to
that of the thin-walled portion, it can be assumed that these stringers alone carry
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bending stresses, while the thin-walls are sheets, which carry only shear stresses.
This provides an immediate idealization of the cross-section.

If the cross-section does not include discrete stringers, or in the presence of a few
stringers with a total cross-sectional area far smaller than that of the thin walls, it is
still possible to construct a sheet-stringer model. In this case, an idealization pro-
cess is used to create “virtual stringers” that are assumed to carry the axial stresses,
whereas the thin-walled portions are assumed to carry only shear stresses. Such an
idealization process is illustrated in fig. 8.80.

s
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s1

[2]

s1
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B
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t = 0s t =t(s)s

dx1
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[1]

A
[2]

A

AA

Actual
structure

Idealization for
axial stresses

Idealization for
shear stresses

s

(a) (b) (c)

f(s)

f(s)

Fig. 8.80. (a): a portion of an actual cross-section; (b): idealization for axial stresses; (c): ide-
alization for shear stresses. (b) and (c) are the sheet-stringer idealization of the actual structure
represented in (a).

Consider a portion of a thin-walled beam of thickness t, width b along the con-
tour C of the cross-section and span dx1 along axis ı̄1, as shown in fig. 8.80 (a). In
the actual structure, the thin-walled section will carry both axial and shear stresses,
whereas in the idealized structure, the various components of the section, skin and
stringer, behave differently when it comes to carrying axial and shear stresses.

1. From the standpoint of the axial stresses, the structure is assumed to consist
of stringers of finite area and sheets of vanishing thickness, as illustrated in
fig. 8.80 (b). The axial stresses are carried solely by the stringers. The area of
the stringers will be estimated using various approaches discussed below.

2. From the standpoint of the shear stresses, the structure is assumed to consist
of sheets of thicknesses equal to those of the actual structure, as shown in
fig. 8.80 (c). The shear stresses are carried solely by these sheets. The shear
stresses will be evaluated based on equilibrium arguments applied to this ideal-
ized structure.

The first step of this idealization process is to estimate the areas of the stringers.
Various procedures will lead to different stringer areas, and the idealization process
does not lead to a unique solution. Problem characteristics or analysis accuracy re-
quirements will dictate the particular approach to be taken.

One approach is to use the triangular equivalence method presented in sec-
tion 6.8.3. This approach guarantees that the idealized structure will present the same
bending stiffnesses and centroid location as the actual structure. Curved portions of
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the thin-walled cross-section can be approximated by a number of straight segments
that, in turn, are represented by lumped areas, as illustrated in fig. 6.12.

In a second approach, the axial stresses are assumed to be linearly distributed
across the width of the element, i.e., σ1 = σ

[1]
1 + (σ[2]

1 − σ
[1]
1 )s/b, where σ

[1]
1 and

σ
[2]
1 are the stresses at point A and B, respectively, and s is the local position along

the contour of width b. To carry out the idealization, the areas, A[1] and A[2], of the
stringers located at points A and B, respectively, must be determined. It is reasonable
to enforce the following two constraints: (1) the axial stresses at points A and B are
the same in the actual structure and in the sheet-stringer idealization, and (2) force
and moment equivalences are maintained.

The axial force equivalence requires that

F1 =
∫ b

0

[
σ

[1]
1 + (σ[2]

1 − σ
[1]
1 )s/b

]
tds =

1
2
(σ[1]

1 + σ
[2]
1 )bt = σ

[1]
1 A[1] + σ

[2]
1 A[2],

where the last equality comes from the evaluation of the axial force in the idealized
structure.

The bending moment equivalence with respect to an axis perpendicular to the
plane of the sheet passing through point A implies

MA =
∫ b

0

[
σ

[1]
1 + (σ[2]

1 − σ
[1]
1 )s/b

]
s tds =

b2t

6
(σ[1]

1 + 2σ
[2]
1 ) = bσ

[2]
1 A[2],

where the last equality comes from the evaluation of the bending moment in the
idealized structure.

These two equations can be solved for the two unknown areas of the stringers to
find

A[1] =
bt

6

(
2 +

σ
[2]
1

σ
[1]
1

)
, A[2] =

bt

6

(
2 +

σ
[1]
1

σ
[2]
1

)
. (8.110)

In general, the areas of the idealized stringers will depend on the specific stress dis-
tribution in the real thin-walled section, but two cases deserve special attention.

1. Uniform Axial Stress: In this case it is assumed that σ
[1]
1 = σ

[2]
1 , and it follows

that the stringers have equal areas given by

A[1] = A[2] = bt/2. (8.111)

2. Pure Bending: For this case it is assumed that σ
[1]
1 = −σ

[2]
1 (which would

happen if the stringers are equidistant from and on opposite sides of the neutral
axis for the section), and it follows that the stringers are of equal areas given by

A[1] = A[2] = bt/6. (8.112)

If the real structure also possesses actual stringers, as shown in fig. 8.79, the
actual stringer areas can be lumped at those locations. The areas computed by
eq. (8.110) represent the axial stress carrying capability of the thin wall between the
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actual stringers, and these idealized areas would be added to the areas of the existing
stringers, or possibly lumped into intermediate “virtual stringers.” In many cases, the
areas of the actual stringers will be considerably larger than the areas computed using
eq. (8.110), and it might not even be necessary to carry out those computations.

Finally, it should be pointed out that the lumping of the axial stress-carrying por-
tions of the thin-walled section into stringers using eq. (8.110) is based on an a priori
assumption for the axial stress distribution in the section. If different distributions are
considered that correspond to different loading conditions, equivalent idealized areas
must be recomputed for each case. Thus, it is useful to keep in mind that the idealiza-
tion process might be closely linked to the type of analysis that is being performed.

8.10.2 Axial stress in the stringers

The axial stress acting in the stringers can be computed using the same approach as
that developed in chapter 6. More specifically, the axial stress, σ

[r]
1 , acting in the rth

stringer, is given by eq. (6.14), repeated here as

σ
[r]
1 = E[r]

[
N1

S
+ x

[r]
3

Hc
33M2 + Hc

23M3

∆H
− x

[r]
2

Hc
23M2 + Hc

22M3

∆H

]
, (8.113)

where x
[r]
2 and x

[r]
3 define the location of the rth stringer and E[r] its Young’s mod-

ulus. The axial stiffness, S, bending stiffnesses, Hc
22 and Hc

33, and cross bending
stiffness, Hc

23, are computed based solely on the areas and locations of the stringers
defined in the idealized cross-section. Because the stringers are assumed to be small
“lumped areas,” a uniform stress is assumed to act over this area and hence, the net
axial force in the rth stringer is simply A[r]σ

[r]
1 .

8.10.3 Shear flow in the sheet components

The sheet-stringer idealization greatly simplifies the computation of shear flow dis-
tributions. Indeed, since the sheet carry no axial stresses the local equilibrium condi-
tion, eq. (8.14), reduces to ∂f/∂s = 0. This means that the shear flow must remain
constant along the sheet

f = constant. (8.114)

While the shear flow remains constant in a sheet, the situation is different at a point
where two or more sheets connect to a stringer.

Stringer equilibrium

Figure 8.81 depicts a free-body diagram of an isolated portion of a stringer with two
adjoining sheets. The axial stress in the stringer varies along the axis of the beam,
due to nonzero values of the shear forces, V2 and V3. Let f1 and f2 denote the shear
flows in the two neighboring sheets, respectively, as shown in fig. 8.81. The free-
body diagram shows that the axial stress, σ1, and the shear flows contribute force
components along axis ı̄1.
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Axial equilibrium for the rth stringer yields (σ1 + ∂σ1/∂x1 dx1 − σ1)A[r] +
f2dx1 − f1dx1 = 0, or

∆f [r] = f2 − f1 = −A[r] ∂σ1

∂x1
, (8.115)

where ∆f [r] is the change in shear flow across the rth stringer.
Introducing eq. (8.113) into eq. (8.115) and using the global equilibrium equa-

tions, eqs. (6.18) and (6.20), to express derivatives of the bending moments in terms
of the shear forces yields the change in shear flow, ∆f [r] = f2 − f1, across the rth

stringer as

∆f [r] = −E[r]A[r]

[
Hc

22V2 −Hc
23V3

∆H
x

[r]
2 − Hc

23V2 −Hc
33V3

∆H
x

[r]
3

]
, (8.116)

where ∆H = Hc
22H

c
33 − (Hc

23)
2.

For general thin-walled cross-sections,
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Fig. 8.81. Axial equilibrium of stringer
with two joining sheets.

the determination of the shear flow distri-
bution associated with shear forces is gov-
erned by a differential equation, eq. (8.20).
In the case of a sheet-stringer idealization,
the shear flow distribution is governed in-
stead by eq. (8.116), which is a difference
equation: shear flows are constant within
each sheet, but change across each stringer
according to the difference equation.

For both thin-walled cross-sections or
their sheet-stringer idealization, integration

of the governing differential or difference equation, respectively, requires the deter-
mination of an integration constant. If the section is open, the shear flow must vanish
at the stress-free edges of the section, as discussed in section 8.3.1. For closed sec-
tions, it is necessary to follow the procedure described in section 8.3.7; a similar
procedure can be devised to determine shear flow distributions in sections modeled
using the sheet-stringer idealization.

Finally, if N sheets are connected to a single stringer, the equilibrium argument
used to establish eq. (8.116) can be generalized, leading to

N∑

i=1

fi = −E[r]A[r]

[
Hc

22V2 −Hc
23V3

∆H
x

[r]
2 − Hc

23V2 −Hc
33V3

∆H
x

[r]
3

]
, (8.117)

In practical applications of this equation, the sheet shear flows must be interpreted as
algebraic quantities: each shear flow is positive in the direction of the corresponding
curvilinear coordinate used to describe the sheet.

Shear flow resultants

It is often necessary to compute force and moment resultants from shear flow dis-
tributions over the cross-section, for instance, to determine the location of the shear
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center for the section. For the sheet-stringer idealization, shear flows are constant
in straight or curved sheets, but shear flow resultants are somewhat more difficult
to evaluate for curved sheets. Consider the curved sheet carrying a constant shear
flow, f12, and connecting two stringers denoted 1 and 2, as shown in fig. 8.82. The
shear stress resultant, V3, along axis ı̄3, is computed by integrating the shear flow
distribution along the contour of the sheet to find

V3 =
∫ 2

1

ı̄3 · f12 ds = f12

∫ 2

1

dx3 = f12(x
[2]
3 − x

[1]
3 ).

where ds = ı̄2dx2+ ı̄3dx3 and x
[r]
3 is the coordinate of the rth stringer. Similarly, the

shear stress resultant, V2, along axis ı̄2, becomes V2 = f12(x
[2]
2 − x

[1]
2 ). Combining

these results yields the shear force resultant, V , as

V =
√

V 2
2 + V 2

3 = f12

√
(x[2]

2 − x
[1]
2 )2 + (x[2]

3 − x
[1]
3 )2 = f12 L12, (8.118)

where the resultant acts in a direction parallel to the line connecting the two stringers,
and L12 is the distance between the stringers, as indicated in fig. 8.82.
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Fig. 8.82. Shear flow in curved sheet.

To find the line of action of this stress resultant, the moment resulting from the
shear flow distribution is computed with respect to an arbitrary point O of the section,
see fig. 8.82. Integrating the shear flow distribution times the moment arm and using
eq. (8.56) yields

M0 =
∫ 2

1

f12ro ds = f12

∫ 2

1

ro ds = f12

∫

Â
2 dA = f12 2Â,

where Â is the area of the sector defined by the two stringers, the curved sheet and
point O. Thus, the shear resultant, V , given by eq. (8.118), must then have its line of
action passing at a distance, e, from point O such that V · e = M0 = 2Âf12 or

e = 2Âf12

V
=

2Â
L12

. (8.119)

Equations (8.118) and (8.119) provide the shear flow resultant and its line of ac-
tion for a curved sheet in sheet-stringer idealizations of a thin-walled cross-section.
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If the sheet is a straight segment, eq. (8.118) provides the magnitude to the stress
resultant and its line of action is the line that joins the two stringers.

8.10.4 Torsion of sheet-stringer sections

The calculation of stresses in sheet-stringer idealizations of cross-sections subjected
to torsion is an extension of the approaches developed in sections 8.5.1 and 8.5.2,
for open and closed sections, respectively. In both cases, only the sheet components
are considered because they are the shear stresses carrying components. For uniform
torsion, no axial stresses are present and hence, the stringers are ignored.

For an open section, the shear stresses are linearly distributed through the thick-
ness of the sheets. The shear stresses assume extreme values at the edges of the sheet
(i.e., at ±t/2 from the mid-line of the thin wall as illustrated in fig. 7.28) and van-
ish along the mid-line of the thin wall. Consequently, open sections are inefficient
at carrying torsional loads. The torsional stiffness, H11, of the section is given by
eq. (7.64) as

H11 = G
bt3

3
,

where b is the curvilinear length of the cross-section and t its thickness. If individual
sheets have different thicknesses, the overall torsional stiffness for the section is the
sum of the stiffnesses for each sheet, or

H11 =
∑

sheets

H11i =
∑

sheets

Gibit
3
i

3
. (8.120)

For closed sections, the shear flow is constant, and the analysis is identical to
that presented in section 8.5.2. The extension to multi-cellular sections follows the
procedure detailed in section 8.5.5.

Example 8.25. Shear flow in a sheet-stringer C-channel section
Consider the C-channel section subjected to a shear load, V3, and a bending moment,
M2, as shown in fig. 8.83. Axis ı̄2 is an axis of symmetry, and hence, the axes shown
on the figure are principal centroidal axes, provided their origin is located at the cen-
troid of the section. The material is assumed to be uniform with a Young’s Modulus,
E.

A sheet-stringer idealization can be constructed using eq. (8.110). Under the ef-
fect of the bending moment, M2, the axial stresses will be constant over the top
and bottom flanges, but will vary linearly in the web. Hence, is seems logical to
use eq. (8.111) to evaluate the areas of the two stringers that idealize the flanges,
whereas eq. (8.112) is used to evaluate the areas of the stringers modeling the verti-
cal web. With this approach, the areas of the various stringers becomeA[1] = 1/2 bt,
A[2] = 1/2 bt + 1/6 ht, A[3] = 1/2 bt + 1/6 ht and A[4] = 1/2 bt. It is easily
verified that this sheet-stringer idealization yields the same bending stiffness as that
computed for the thin-walled section,
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Fig. 8.83. Sheet-stringer model for C-channel section.

It will be convenient to denote the shear flow in each sheet as fij , where the
subscripts indicate the stringers at the edge of the sheet; for instance, f12 is the
shear flow in the sheet joining stringer A[1] to stringer A[2], counted positive in that
direction. The equilibrium condition for stringer A[1], given by eq. (8.116), yields
∆f [1] = f12 − 0 so that the shear flow in the upped flange is given as

f12 = ∆f [1] = − V3

Hc
22

EA[1] h

2
= − 3

6 + h/b

V3

h
.

Next, the shear flow in the vertical web is computed from the equilibrium equation
for stringer A[2],

f23 = f12 − V3

Hc
22

EA[2] h

2
= − 3

6 + h/b

V3

h
− 3 + h/b

6 + h/b

V3

h
= −V3

h
.

Finally, the equilibrium equation for stringer A[3] gives the shear flow in the lower
flange as f34 = −3/(6 + h/b) V3/h, where it is clear that f34 = f12, as expected. A
last application of the equilibrium condition, eq. (8.116), this time for stringer A[4],
shows that the shear flow leaving this stringer must vanish as expected, because this
is a free edge of the cross-section.

Several observations about this solution can be made. First, the shear flow is now
constant in each sheet in contrast with the thin wall solution depicted in fig. 8.25 that
features linear shear flow distributions in the top and bottom flanges and a parabolic
distribution in the vertical web.

Second, the maximum shear flow in the sheet-stringer idealization is found in the
web and its magnitude is fmax = V3/h; in the thin wall solution, the maximum shear
flow is found at the mid-point of the web as fmax = 3/2 (1+4b/h)/(1+6b/h) V3/h,
(see eq. (8.33)). Note that the sheet-stringer idealization underestimates the true shear
flow and therefore is not conservative.
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Third, although the solution obtained for the sheet-stringer idealization is an ap-
proximation, it does exactly satisfy overall equilibrium requirements. The stress re-
sultant along axis ı̄2 vanishes, as expected, because no shear force is applied in that
direction. On the other hand, the stress resultant along axis ı̄3 exactly balances the
applied shear, V3.

Finally, torque equipollence about an arbitrary point of the section yields the
location of the shear center, point K, located at e = 3b/(6 + h/b) to the left of the
web. This result exactly matches the location found using the thin wall solution, see
eq. (8.41).

Example 8.26. Shear flow in a complex sheet-stringer section
The cross-section shown in fig. 8.84 is an idealization of a single-cell wing cross-
section in which the areas carrying axial stress are lumped stringers. The sheets join-
ing the stringers all are straight lines. A shear force V3 = 10 kN is applied along the
line connecting stringers 3 and 6, an axis that does not pass through the shear center
of the section. The areas of the stringers are A[1] = 250 mm2, A[2] = A7 = 300
mm2, A[3] = A[6] = 500 mm2, A[4] = A[5] = 150 mm2.
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Fig. 8.84. Sheet-stringer model for wing cross-section (dimensions in mm).

First, in view of the symmetry of the section, the axes indicated on the section
are principal axes of bending and Hc

23 = 0. Since only a vertical shear force, V3, is
applied, the actual location of the centroid along the symmetry axis is not needed for
this analysis. It is simply necessary to note that the centroid lies along axis ı̄2. The
only required bending stiffness of the section is then

Hc
22 =

∑

stringers

EiA[i]x2
3,i = 13.23× 10−6 E,

where it is assumed that the material is homogeneous and features a Young’s Modu-
lus of E.

As presented in section 8.3.7, the determination of the shear flow distribution
due to a shear force in closed cross-sections proceeds in two steps: first, the section
is cut at an arbitrary location and the shear flow in this open section is computed;
next, a closing shear flow is evaluated. The shear flow distribution in the closed
cross-section is the sum of these two shear flows. As the first step, the section is cut
between stringers 2 and 3, and the shear flow in the open section is found to be
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fo,23 = 0,

fo,34 = fo,23 − (V3/Hc
22) EA[3]x

[3]
3

= 0− (104/13.23× 10−6) · 400× 10−6 · 90× 10−3 = −34.0 kN/m,

fo,45 = fo,34 − (V3/Hc
22) EA[4]x

[4]
3 = −37.4 kN/m,

fo,56 = fo,45 − (V3/Hc
22) EA[5]x

[5]
3 = −34.0 kN/m,

fo,67 = fo,56 − (V3/Hc
22) EA[6]x

[6]
3 = 0.0 kN/m,

fo,71 = fo,67 − (V3/Hc
22) EA[7]x

[7]
3 = 20.4 kN/m,

fo,12 = fo,71 − (V3/Hc
22) EA[1]x

[1]
3 = 20.4 kN/m.

Next, the closing shear flow is evaluated using the compatibility condition for no
axial displacements at the cut expressed by eq. (8.45). For this example, the sheet
thicknesses are all the same so that Gt is a constant and can be factored out of both
the numerator and denominator of eq. (8.45). In addition, since the shear flows are
all constant between stringers the integrals in the numerator are simple and yield for
the closing shear flow

fc = −
[∫

C

fo(s)
Gt

ds

]
/

[∫

C

1
Gt

ds

]

= −
(
fo,12 · 30

√
73 + fo,23 · 240 + fo,34 · 100 + fo,45 · 60

+fo,56 · 100 + fo,67 · 240 + fo,71 · 30
√

73
)

/1252.6 = −1.129 kN/m.

Finally, the shear flow in the cross-section due to the applied shear force is found by
adding the shear flow in the open section to the closing shear flow: fij = fo,ij + fc.

For this case, the shear force is not applied at the shear center and therefore the
section will also be subjected to a torsion. To evaluate the shear flow due to this
torsion the shear center of the section must be determined. Symmetry arguments
imply that x3k = 0, and eq. (8.53) then yields

x2k =
∫

C
f [3](s)ro ds =

∫

C
(fo(s) + fc) ro ds = 2Afc +

∫

C
fo(s)ro ds,

whereA is the area enclosed by the cross-section, f [3] is the shear flow due to V3 = 1
with V2 = 0, and ro is the perpendicular distance from point O to the sheet line.
Because the shear flows computed above correspond to a shear force V3 = 10 kN,
these values must be reduced by a factor of 10, 000 to calculate the shear center. The
enclosed area, A, is readily computed as

A =
1
2
240 · 180 + 240 · 180 +

1
2
(60 + 180) · 80 = 74, 400 mm2 = 74.4× 10−3m2.

Using these values, the shear center is then given by
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x2k = 2 · 74.4× 10−3fc +
[
2fo,1230

√
73

(
3
5

360
)

+ 2fo,34100
(

4
5

90
)

+fo,4560 · 80]× 10−6 = 0.093 m.

Hence, the shear center is located a distance x2k = 93 mm to the right of point O.
The torque about the shear center is now M1K = −V3x2k = −930 N·m. The

shear flow due to torsion then follows from the Bredt-Batho formula, eq. (8.61)

ft =
M1

2A =
−930

2 · 74.4× 10−3
= −6.222 kN/m.

The total shear flow in the section is the superposition of the shear flows due to
the shear force and the torque: fs,ij = fo,ij + fc + ft, and this leads to the final
results

fs,12 = +20.41− 1.13− 6.22 = 13.06 kN/m,

fs,23 = 0− 1.13− 6.22 = −7.35 kN/m,

fs,34 = −34.01− 1.13− 6.22 = −41.36 kN/m,

fs,45 = −37.41− 1.13− 6.22 = −44.76 kN/m,

fs,56 = −34.01− 1.13− 6.22 = −41.36, kN/m,

fs,67 = 0− 1.13− 6.22 = −7.35 kN/m,

fs,71 = +20.41− 1.13− 6.22 = 13.06 kN/m.

The above procedure for computing the total shear flow in the single closed cross-
section follows the method described in section 8.3, but it is not necessarily the
easiest procedure. For this example, the torque equipollence approach provides a
more direct way to compute the shear flow due to the vertical shear force with a line
of action passing through stringers 3 and 6. In this approach, a constant shear flow,
fconst, is added to the shear flow distribution in the open section evaluated above,
and the moment equipollence condition is then enforced.

Because the torque produced by the applied shear force, V3, vanishes about point
O, the torque produced by the total shear flow distribution about the same point must
also vanish. This latter torque is the sum of the contribution from the constant shear
flow, fconst, and those from the shear flow distribution in the open section, fo,ij . The
torque equipollence condition becomes

0 = 2A fconst +
[
2fo,12 30

√
73 · 3

5
· 360 + 2fo,23 240 · 90

+ 2fo,34 100 · 4
5
· 90 + fo,45 60 · 80

]
× 10−6.

Using the values forA and fo,ij from above yields 0 = 2·74.4×10−3·fconst+1094.,
or fconst = −7.35 kN/m, which acts in the clockwise direction as a result of the
negative sign. Using this, the total shear flow in each of the sheets is
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fs,12 = 13.06, fs,23 = −7.35, fs,34 = −41.36, fs,45 = −44.76,

fs,56 = −41.36, fs,67 = −7.35, fs,71 = 13.06 kN/m.

These results are exactly the same as those developed using the cut-compatibility
approach above.

As a final point, the bending stress in each of the stringers can be computed using
eq. (8.113) if the bending moment is specified.

This example introduced a new way to compute the closing shear flow acting in
the section. This approach is based on direct calculation of the torque equipollence
condition between the applied shear force and the resulting shear flow distribution
over the cross-section. The determination of the closing shear flow is expressed in a
simpler manner. Unfortunately, this approach is suitable only when the cross-section
consists of a single closed cell.

The equivalence of these two approaches for a single closed section can easily
be demonstrated. Without loss of generality, assume a section similar to that shown
in fig. (8.84) with one plane of symmetry. The section is subjected to a shear force,
V3, applied at point O. The first step of both approaches is the determination of the
shear flow distribution in the open section, denoted fo,ij .

In the torque equipollence method, the torque generated by the total shear flow,
fs,ij = fo,ij+fconst, must equal that generated by the externally applied shear force.
The torque will be computed with respect to point O; because the line of action of
the applied shear forces passes through point O, the torque it generates vanishes,
and hence, the torque generated by the total shear flow about the same point must
also vanish. This latter condition implies 2Afconst + Mfo,ij = 0, where the first
term is the torque due to the constant shear flow expressed using the Bredt-Batho
relationship, and Mfo,ij

is the torque generated by fo,ij about point O. The total
shear flow in the section can then be written as

fs,ij = fo,ij + fconst = fo,ij −
Mfo,ij

2A .

In the cut-compatibility method, the closing shear flow, fc, is determined by en-
forcing warping compatibility at the cut, resulting in eq. (8.45). This closing shear
flow develops when the section is subjected to the shear force, V3, applied at the
shear center. If the shear force is not applied at the shear center, the section is also
subjected to torsion, and the constant shear flow, ft, due to torsion, must be added to
find the total shear flow distribution as fs,ij = fo,ij + fc + ft. Using Bredt-Batho
relationship, 2Aft = −eV3, where e defines the location of the shear center with
respect to point O.

The location of the shear center with respect to point O can easily be computed
using moment equipollence, V3e = 2A fc +Mfo,ij , and the shear flow due to torsion
becomes

ft =
−eV3

2A = −2A fc + Mfo,ij

2A .

Finally, the full shear flow on the section can now be written as
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fs,ij = fo,ij + fc + ft = fo,ij + fc −
2A fc + Mfo,ij

2A = fo,ij −
Mfo,ij

2A .

This result is identical to that developed above using the moment equipollence con-
dition. Note that the closing shear flow, fc, cancels out. Hence, it is not required to
evaluate this intermediate quantity, resulting in a more expeditious evaluation of the
total shear flow.

8.10.5 Problems

Problem 8.66. Lumped sheet-stringer model development
Construct a lumped sheet-stringer model for the thin-walled cross-section shown in fig. 8.85.
Assume that the stringers in the straight sections are spaced at 50 mm and at 45◦ in the curved
portions. Assume the only loading is a moment, M2. All dimensions are in millimeters.
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Fig. 8.85. Thin-walled beam cross-section
(dimensions in millimeters).
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Fig. 8.86. Sheet-stringer beam with two cells.

Problem 8.67. Torsional stiffness for a closed section
Determine the torsional stiffness, H11, for the idealized section shown in fig. 8.85. Assume
for this case that E = 210 GPa (steel) and that G = 30 GPa.

Problem 8.68. Shear flow in a multi-cellular sheet-stringer section
Consider the same thin-walled cross-section with two cells shown in fig. 8.45, but now con-
struct an idealized sheet-stringer model as shown in fig. 8.86 where the stringer areas are
computed under the assumption that only V3 and M2 are applied. Use this model to determine
the shear flow in the sheets and to find the location of the shear center.

Problem 8.69. Shear flow in sheet-stringer section
Consider the same fuselage section shown in fig. 8.87 and calculate the shear flow due to the
applied shear loading. First, decompose the shear load into a shear load applied at the shear
center and a torsion about the ı̄1 axis. Next, compute the shear flow due to the shear load in the
closed section. Finally, compute the shear flow due to the torsion and combine your results to
determine the final shear flow. Is the shear flow uniform across the thickness of the thin-walled
section? Explain.

Problem 8.70. Bending stress in a sheet-stringer section
A fuselage cross-section is shown in fig. 8.87. The areas of the stringers 150 mm2 and the
applied loads are P0 = 50 kN and M0 = 100 kN·m. Determine the bending stress in the
stringers. Use symmetry as much as possible to simplify the problem.
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Fig. 8.87. Fuselage sheet-stringer cross-section (dimensions in millimeters).
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Virtual work principles

9.1 Introduction

The concept of mechanical work is fundamental to the study of mechanics. The me-
chanical work done by a force is defined as the scalar product of that force by the
displacement through which it acts: work is a scalar quantity, in contrast with forces
and displacements, which are vector quantities characterized by magnitudes and di-
rections. Consequently, work quantities are simpler to manipulate than forces and
displacements, and this simplification makes work based formulations of mechanics
very attractive.

Newtonian mechanics is based on the concepts of forces and moments, which are
vector quantities. The equilibrium conditions stated by Newton’s law are expressed
in their most general form as vector equations, and vector algebra is required for
most practical applications. While it is customary to make a distinction between ex-
ternally applied loads, internal forces and reaction forces, Newton’s condition for
equilibrium states that the sum of all forces must vanish, without making any dis-
tinction between them. It follows that all forces explicitly appear in the equilibrium
equations of the problem and the solution process involves the determination of all
forces, including internal and reaction forces. Newton’s approach effectively deter-
mines forces and displacements, but it becomes increasingly difficult and tedious for
problems of increasing complexity.

Formulations based on the concept of work are a part of what is generally re-
ferred to as analytical mechanics and provide powerful tools for dealing with com-
plex problems. These methods are very attractive because they deal with quantities
that are scalar rather than vector quantities, resulting in simpler analysis processes.
Furthermore, specific types of forces, such as reaction forces, can often be eliminated
from the solution process if the work they perform vanishes. Analytical mechanics
formulations also enable the systematic development of procedures to obtain approx-
imate solutions to very complex problems. In particular, the finite element method, a
commonly used tool for structural analysis, has its roots in analytical mechanics.

If analytical mechanics is so powerful and versatile, why has it not completely
eclipsed Newton’s formulation? An important task in structural analysis is the de-
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termination of both magnitude and direction of all forces acting within a structure,
which is required to estimate failure conditions. It is logical to use Newton’s ap-
proach for this task because it is directly expressed in terms of the quantities that
must be evaluated. Furthermore, forces are easily visualized as vectors of a specific
magnitude and direction that can be directly measured in the laboratory. In contrast,
because it can only be measured in an indirect manner, mechanical work is a more
abstract concept, which is quite different from the concept of “human work,” in the
sense of “human labor.”

The Principle of Virtual Work (PVW) is the most fundamental tool of analytical
mechanics, and it will be shown to be entirely equivalent to Newton’s law. Both the
principle of virtual work and Newton’s laws are statements of equilibrium, which
must always be satisfied at any point in a structure. In this chapter, simple applica-
tions of the principle of virtual work will be presented, focusing on discrete, rather
than continuous systems. In many case, both Newtonian and analytical mechanics
approaches will be presented in parallel to highlight their respective features.

9.2 Equilibrium and work fundamentals

9.2.1 Static equilibrium conditions

Newton’s first law of motion states that every object in a state of uniform motion
tends to remain in that state of motion unless an external force is applied to it. The
expression “state of uniform motion” means that the object moves at a constant ve-
locity; for static problems, however, is is customary to focus on objects at rest. If
several forces are applied to the object, the “external force” is, in fact, the resultant,
i.e., the vector sum, of all externally applied forces. Finally, the “object” mentioned
in the law is to be understood as a “particle.” With all these clarifications, Newton’s
law is then restated as a particle at rest tends to remain at rest unless the sum of
the externally applied force does not vanish. This also implies that if the sum of the
externally applied forces does not vanish, the particle is no longer at rest. A more
mathematical statement of Newton’s law is: a particle is at rest if and only if the sum
of the externally applied forces vanishes. The expression “if and only if” is included
in the statement because this is both a necessary and sufficient condition: a particle
is at rest if the sum of the forces vanishes, and if the sum of the forces vanishes, then
the particle is at rest.

In structural mechanics, a particle at rest is said to be in static equilibrium. New-
ton’s first law then becomes

A particle is in static equilibrium if and only if the sum of the externally
applied forces vanishes.

Newton’s first law gives the necessary and the sufficient condition for static equilib-
rium and can be stated in a mathematical form as: a particle is in static equilibrium
if and only if ∑

F = 0, (9.1)
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where F are the externally applied forces acting on the particle. From a vector al-
gebra standpoint, this equation can be interpreted in various manners: (1) the vector
sum of all forces acting on the particle must be zero, or (2) the vector force polygon
must be closed, or (3) the components of the vector sum resolved in any coordinate
system must vanish, i.e., if

∑
F = F1 ı̄1 + F2 ı̄2 + F3 ı̄3, where I = (̄ı1, ı̄2, ı̄3) is an

arbitrary orthonormal basis, F1 = F2 = F3 = 0.
Newton’s third law is also of fundamental importance to statics; it states: if par-

ticle A exerts a force on particle B, particle B simultaneously exerts on particle A
a force of identical magnitude and opposite direction. It is also postulated that these
two forces share a common line of action. In a more compact manner, Newton’s third
law states that

Two interacting particles exert on each other forces of equal magnitude,
opposite directions, and sharing a common line of action.

Euler’s first law

Newton’s first and third laws only apply to par-
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Fig. 9.1. A system of particles.

ticles, but they can be extended to a collection
of interacting particles. Figure 9.1 shows a sys-
tem consisting of N particles. Particle i is sub-
jected to an external force, F i, and to N − 1
interaction forces, f

ij
, j = 1, 2, . . . , N , j 6= i.

Newton’s first law, eq. (9.1), applied to particle
i, then states that

F i +
N∑

j=1,j 6=i

f
ij

= 0. (9.2)

Note that little has been said about the nature of the system of particles, or of the
interaction forces. If the system of particles is a rigid body, the interaction forces are
those that will ensure that the shape of the body remains unchanged by the externally
applied loads. If the system of particles is an elastic body, the interaction forces are
the stresses that will result from the deformation of the body. If the system of particles
is planetary system, the interaction forces are the gravitational pull that each planet
exerts on all others. Although of physically different natures, all interaction forces
are assumed to obey Newton’s third law, which implies that f

ij
+ f

ji
= 0.

Since eq. (9.2) applies to each of the N particles of the system, summation of
these N equations yields

N∑

i=1

F i +
N∑

i=1

N∑

j=1,j 6=i

f
ij

= 0.

In the double summation of the second term, interaction forces appear in pairs, f
ij

and f
ji

. Newton’s third law then implies the vanishing of each pair of interaction
forces, f

ij
+ f

ji
= 0, leading to
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N∑

i=1

N∑

j=1,j 6=i

f
ij

= 0. (9.3)

Since the second term vanishes, the above equation simplifies to

N∑

i=1

F i = 0. (9.4)

This statement is known as Euler’s first law for a system of particles; it is very similar
to Newton’s first law, but now applies to a system of particle.

Note that eq. (9.4) is a necessary condition for the system of particles to be in
static equilibrium, but is not a sufficient condition. As implied by Newton’s first
law, the necessary and sufficient conditions for the static equilibrium of the system
are the satisfaction of eq. (9.2) for each of the N particles of the system; in all, this
represents N vector equations that must be satisfied. Clearly, eq. (9.4) is a single
vector equation, and therefore a much less stringent condition. The main advantage
of eq. (9.4), however, is that all interaction forces are eliminated from this statement.

Euler’s second law

It is possible to extract additional conditions for the static equilibrium of a system of
particles. Let ri be the position vector of particle i with respect to an arbitrary point
O, see fig. 9.1. Taking a vector product of eq. (9.2) by ri, then summing over all
particles leads to

N∑

i=1

ri × F i +
N∑

i=1

N∑

j=1,j 6=i

ri × f
ij

= 0.

In the double summation of the second term, interaction forces appear in pairs, ri ×
f

ij
and rj × f

ji
. A property of the vector cross product is that ri × f

ij
= r⊥ × f

ij

and rj × f
ji

= r⊥ × f
ji

, where r⊥ is the vector that joins point O to the point on
the common line of action of the internal force pair that is at the shortest distance
from point O. For Newton’s third law, it then follows that ri × f

ij
+ rj × f

ji
=

r⊥ × (f
ij

+ f
ji

) = 0, which yields

N∑

i=1

N∑

j=1,j 6=i

ri × f
ij

= 0. (9.5)

With this simplification, the above equation reduces to

N∑

i=1

ri × F i =
N∑

i=1

M i = 0, (9.6)

where M i is the moment of the external forces applied to particle i. The point about
which moments of the externally applied forces is calculated is arbitrary. This state-
ment is known as Euler’s second law for a system of particles. Euler’s first and
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second laws are both necessary conditions for the system of particles to be in static
equilibrium, but are not a sufficient conditions. Taken together, they form two vector
equations that clearly fall short of the N vector equations, eq. (9.2) for each of the
N particles, required to guarantee static equilibrium of the system.

9.2.2 Concept of mechanical work

Mechanical work is defined as follows: the work done by a force is the scalar product
of the force by the displacement of its point of application. At first, let the force and
displacement vectors be collinear: the force vector is F = Fū and the displacement
vector d = dū, where F is the magnitude of the force, d that of the displacement,
and ū is a unit vector along the common direction of the force and displacement. The
work, W , done by the force becomes W = Fū · dū = Fd. Note that if the force
and displacement are both in the same direction, the work is positive, whereas if the
force and displacement are in opposite directions, the work is negative.

Next, consider the case where force and displacement vectors are not collinear:
the force vector is F = Fū and the displacement vector d = dv̄, where ū and v̄
are unit vectors along the orientations of the force and displacement vectors, respec-
tively. The work done by the force becomes W = Fū · dv̄ = Fd ū · v̄ = Fd cos θ,
where θ is the angle between the unit vectors ū and v̄. If the force acts in the direction
perpendicular to the displacement, cos θ = cos π/2 = 0, and the work done by the
force vanishes although both force and displacement vectors do not.

It is often the case that both force and displacement vectors change in time. To
deal with this situation, the concept of incremental work is introduced as dW =
F · dr, where dr is the infinitesimal displacement vector. If the point of application
of the force moves from ri to rf , the total work is then found by integration of the
incremental work

W =
∫ rf

ri

dW =
∫ rf

ri

F · dr. (9.7)

When the force and incremental displacement are three-dimensional vectors,
their scalar product is easily computed by evaluating the components of the two
vectors in a common orthonormal basis. The force and infinitesimal displacement
vectors are written as F = F1ē1 +F2ē2 +F3ē3 and dr = dr1ē1+dr2ē2+dr3ē3, re-
spectively, where E = (ē1, ē2, ē3) forms an orthonormal basis, i.e., a set of three mu-
tually orthogonal unit vectors. The incremental work then becomes dW = F · dr =
F1dr1 + F2dr2 + F3dr3. The force and displacement vectors must both be resolved
in a common basis for this formula to apply, although this common basis can be
chosen arbitrarily.

Only the component of the force vector acting along the differential displacement
vector does work. Let the differential displacement be written as dr = dr ū, where
ū is the unit vector in the direction of the differential displacement. Next, the force
vector is written as F = F‖ū + F⊥v̄, where v̄ is a unit vector perpendicular to ū,
F‖ the component of the force acting along the differential displacement vector, and
F⊥ that acting in the plane perpendicular to ū. The incremental work now becomes
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dW = (F‖ū + F⊥v̄) · dr ū = F‖dr. The component of the force acting along the
displacement vector, F‖, is the sole contributor to the work.

Work is a scalar product, and consequently, superposition holds. Let the applied
force be written as F = F 1+F 2; the incremental work now becomes dW = F ·dr =
(F 1 + F 2) · dr = F 1 · dr + F 2 · dr = dW1 + dW2. This implies that the sum of
the work done by the two forces, F 1 and F 2, denoted dW1 and dW2, respectively,
equals the work done by the resultant force, F .

Structural analysis focuses on static problems, as opposed to structural dynamics,
which broadens the scope of the investigation to include the dynamic response of
structures to time dependent loads. The very definition of work involves a “force
that displaces its point of application,” which implies a dynamic problem. Why then
is work a quantity of interest for the static analysis of structures? The answer to
this question is found in the next section, which introduces the concept of virtual
work, i.e., the work that would be done by a force if it were to displace its point of
application by a fictitious amount.

9.3 Principle of virtual work

As discussed in the previous section, the static equilibrium condition for a particle, as
stated by Newton’s first law, is written as a vector equation that imposes the vanishing
of the externally applied forces. In the present section, an alternative formulation
will be developed, which results in the Principle of Virtual Work (PVW). Although
expressed in terms of work rather than force vectors, the principle of virtual work
will be shown to be entirely equivalent to Newton’s first law. First, the principle will
be developed for a single particle; next, it will be generalized to enable applications
to systems of particles.

The principle of virtual work introduces the fundamental concept of “arbitrary
virtual displacements” sometimes called “arbitrary test displacements,” or also “arbi-
trary fictitious displacements,” and all of these expressions will be used interchange-
ably. The word “arbitrary” is easily understood: it simply means that the displace-
ments can be chosen in an arbitrary manner without any restriction imposed on their
magnitudes or orientations. More difficult to understand are the words “virtual,”
“test,” or “fictitious.” All three imply that these are not real, actual displacements.
More importantly, these fictitious displacements do not affect the forces acting on
the particle. These important concepts will be explained in the following sections.

9.3.1 Principle of virtual work for a single particle

Consider a particle in static equilibrium under a set a externally applied loads, as
depicted in fig. 9.2. According to Newton’s first law, the sum of the externally applied
load must vanish, as expressed by eq. (9.1). Next, consider a fictitious displacement
of arbitrary magnitude and orientation, denoted s in fig. 9.2. Although the problem
appears to be two-dimensional in the figure, both forces and fictitious displacements
are three-dimensional quantities.
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The virtual work done by the externally applied forces is now evaluated by com-
puting the dot product of the externally applied loads by the fictitious displacement
to find

W =
[∑

F
]
· s = 0. (9.8)

Because the particle is in static equilibrium, Newton’s first law implies the vanish-
ing of the bracketed term. It follows that the dot product vanishes for any arbitrary
fictitious displacement.

This result sheds some light on the special nature of
F

3

F
1

s

F
2

Fig. 9.2. A particle with ap-
plied forces subjected to a
fictitious test displacement.

the fictitious, or virtual displacements. If the particle is
in static equilibrium in a given configuration, the sum of
the forces vanishes, i.e.,

∑
F = 0. Assume now that one

of the externally applied forces, say F 1, is the force act-
ing in an elastic spring connected to the particle. If the
particle undergoes a real, but arbitrary displacement, d,
the force in the spring will change to become F ′1. All
displacement dependent forces applied to the particle
will change, and the sum of the externally applied loads
becomes

∑
F ′. In the new configuration resulting from the application of the real

displacement, d, static equilibrium will not be satisfied, i.e.,
∑

F ′ 6= 0. Indeed, if the
particle is in static equilibrium in the configuration resulting from the application of
an arbitrary displacement, it will be in static equilibrium in any configuration, which
makes little sense.

In contrast with real displacements, virtual or fictitious displacements do not
affect the loads applied to the particle. This means that even in the presence of
displacement dependent loads such as those arising within an elastic spring, if the
particle is in static equilibrium, it remains in static equilibrium when virtual or ficti-
tious displacements are applied. This is the reason why eq. (9.8) remains true for all
arbitrary virtual displacements. The discussion thus far has thus established that if
the particle is in static equilibrium, eq. (9.8) holds for all arbitrary fictitious displace-
ments.

Next, the following question is asked: if eq. (9.8) holds, is the particle in static
equilibrium? Consider fig. 9.2, and let the components of the applied forces be F 1 =
F11 ı̄1 + F12 ı̄2 + F13 ı̄3, F 2 = F21 ı̄1 + F22 ı̄2 + F23 ı̄3, F 3 = F31 ı̄1 + F32 ı̄2 + F33 ı̄3,
while the components of the virtual displacement are s = s1 ı̄1 + s2 ı̄2 + s3 ı̄3, where
I = (̄ı1, ı̄2, ı̄3) is an orthonormal basis. Equation (9.8) now states (F11 + F21 +
F31)s1 + (F12 + F22 + F32)s2 + (F13 + F23 + F33)s3 = 0.

At first, assume that the particle is not in static equilibrium, i.e.,
∑

F 6= 0. It is
always possible to find a particular virtual displacement for which eq. (9.8) will be
satisfied. Indeed, for a given set of forces, select s1 and s2 in an arbitrary manner,
then solve eq. (9.8) for s3 to find s3 = −[(F11 + F21 + F31)s1 + (F12 + F22 +
F32)s2]/(F13 + F23 + F33). Consequently, the fact that eq. (9.8) is satisfied for
a particular virtual displacement does not imply that it is in static equilibrium. In
fact, even if it is satisfied for many virtual displacements, static equilibrium is still



402 9 Virtual work principles

not guaranteed. Indeed, for each new arbitrary choice of s1 and s2, it is possible to
compute an s3 for which eq. (9.8) is satisfied.

Different conclusions are reached if eq. (9.8) is satisfied for all arbitrary virtual
displacements. Indeed, if (F11 + F21 + F31)s1 + (F12 + F22 + F32)s2 + (F13 +
F23 + F33)s3 = 0 for all arbitrary values of independently chosen s1, s2 and s3, it
follows that F11 + F21 + F31 = 0, F12 + F22 + F32 = 0, and F13 + F23 + F33 = 0,
is the only solution of eq. (9.8). In turn, this can be written as (F11 +F21 +F31)̄ı1 +
(F12 + F22 + F32)̄ı2 + (F13 + F23 + F33)̄ı3 = 0, and finally,

∑
F = 0. Thus, if

eq. (9.8) is satisfied for all arbitrary virtual displacements, then
∑

F = 0, and the
particle is in static equilibrium.

In conclusion, if a particle is in static equilibrium, the virtual work done by the
externally applied forces vanishes for all arbitrary virtual displacements. Further-
more, it is also true that if the virtual work vanishes for all arbitrary fictitious test
displacements, then the sum of the externally applied forces vanishes, and hence, the
particle is in static equilibrium. These two facts can be combined into the statement
of the principle of virtual work for a particle

Principle 3 (Principle of virtual work for a particle) A particle is in static equi-
librium if and only if the virtual work done by the externally applied forces vanishes
for all arbitrary virtual displacements.

Since the condition for static equilibrium is nothing but Newton’s first law, it follows
that the principle of virtual work, which states the condition for static equilibrium, is
entirely equivalent to Newton’s first law, and either statement provides a fundamental
definition of static equilibrium. Simple examples will now be used to illustrate the
principle of virtual work.

Example 9.1. Equilibrium of a particle
Consider the particle depicted in fig. 9.3, which is subjected to two vertical forces
F 1 = 1ı̄1 and F 2 = −3ı̄1. The following question is asked: is the particle in static
equilibrium? Rather than relying on Newton’s first law, the principle of virtual work
will used to answer the question. Consider the following arbitrary virtual displace-
ment, s = s1 ı̄1 + s2 ı̄2, and its associated virtual work

W = (1ı̄1 − 3ı̄1) · (s1 ı̄1 + s2 ı̄2) = −2ı̄1 · (s1 ı̄1 + s2 ı̄2) = −2s1 6= 0.

The fact that s is an arbitrary virtual displacement implies that s1 and s2 are arbitrary
scalars, and hence, W = −2s1 6= 0. Because the virtual work done by the externally
applied forces does not vanish for all virtual displacements, the principle of virtual
work, principle 3, implies that the particle is not in static equilibrium.

It is important to understand the implications of the last part of the principle of
virtual work, “for all arbitrary virtual displacements.” Consider the following arbi-
trary virtual displacement, s = s2 ı̄2, and its associated virtual work

W = (1ı̄1 − 3ı̄1) · s2 ı̄2 = −2ı̄1 · s2 ı̄2 = 0.

This result is due to the fact that the sum of the externally applied loads, −2ı̄1, is
orthogonal to the virtual displacement, s2 ı̄2, and hence, the virtual work vanishes.
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spring.

One might be tempted to conclude from the above result that the particle is in static
equilibrium because the virtual work vanishes. To satisfy the principle of virtual
work, however, the virtual work must vanish for all arbitrary virtual displacements.

The above result shows that the virtual work may vanish for “a particular virtual
displacement,” but this is not a sufficient condition to guarantee static equilibrium.
For the two-dimensional problem shown in fig. 9.3, an arbitrary fictitious displace-
ment must span the plane of the problem, i.e., must be of the form s = s1 ı̄1 + s2 ı̄2.
For three-dimensional problems, a three-dimensional virtual displacement must be
selected, s = s1 ı̄1 + s2 ı̄2 + s3 ı̄3, where s1, s2, and s3 are three arbitrary scalars, and
I = (̄ı1, ı̄2, ı̄3) a basis that spans the three-dimensional space.

Example 9.2. Equilibrium of a particle connected to an elastic spring
Consider next a particle in static equilibrium under the effect of gravity and the
restoring force of an elastic spring of stiffness constant k, as depicted in fig. 9.4.
Find the displacement of the particle in its actual static equilibrium configuration.

For this two-dimensional problem, assume that the particle is at position u. An
arbitrary fictitious displacement is selected as s = s1 ı̄1 + s2 ı̄2, where s2 and s2 are
two arbitrary scalars. The virtual work done by the externally applied loads becomes

W = (mgı̄1 − kuı̄1) · (s1 ı̄1 + s2 ı̄2) = [mg − ku]s1.

The principle of virtual work now implies that the particle is in static equilibrium
at position u if and only if the virtual work done by the externally applied loads
vanishes for all arbitrary virtual displacements, i.e., if and only if [mg−ku]s1 = 0 for
all values of s1. Equation [mg − ku]s1 = 0 possesses two solutions, [mg − ku] = 0
or s1 = 0; the second solution, however, is not valid because, as implied by the
principle of virtual work, s1 is arbitrary.

In conclusion, the vanishing of the virtual work for all arbitrary virtual displace-
ments implies that mg − ku = 0, and the equilibrium configuration of the system
is found as u = mg/k. Of course, the same conclusion can be drawn more expedi-
tiously from a direct application of Newton’s first law, which requires the sum of the
externally applied forces to vanish, i.e., mgı̄1 − kuı̄1 = 0, or (mg − ku)̄ı1 = 0, and
finally, mg − ku = 0.

This example involves the restoring force of an elastic spring, a displacement
dependent force. Indeed, the elastic force in the spring is −kuı̄1, and if the parti-
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cle undergoes a real downward displacement of magnitude d, the restoring force
becomes −k(u + d)̄ı1. In contrast, if the particle undergoes a virtual downward dis-
placement of magnitude s1, the restoring force remains unchanged as −kuı̄1. This
difference has profound implications on the computation of work. First, consider the
work done by the elastic force, −kuı̄1 · du ı̄1, under a virtual displacement, s1,

W =
∫ u+s1

u

−ku du = −ku

∫ u+s1

u

du = −ku [u]u+s1
u = −kus1. (9.9)

It is possible to remove the elastic force, −ku, from the integral because this force
remains unchanged by the virtual displacement, and hence, it can be treated as a
constant.

In contrast, the work done by the same elastic force under a real displacement,
d, is

W =
∫ u+d

u

−ku du =
[
−1

2
ku2

]u+d

u

= −kud− 1
2
kd2. (9.10)

In this case, the real work includes an additional term that is quadratic in d and
represents the work done by the change in force that develops due to the stretching
of the spring. Even if the magnitude of the real displacement is equal to that of the
virtual displacement, i.e., even if d = s1, the two expressions for the work done by
the elastic restoring force are not identical.

These observations help explain the terminology used when dealing with the
principle of virtual work. The concept of virtual displacement is key to the correct use
of the principle of virtual work, which requires the virtual work done by displacement
dependent forces to be evaluated according to eq. (9.9) rather than eq. (9.10). Of
course, the real work done by the elastic force as it undergoes a real displacement is
correctly evaluated by eq. (9.10).

Clearly, it is important to keep in mind the crucial difference between “real dis-
placements” and “virtual” or “fictitious displacements.” The words “virtual” or “fic-
titious” are used to emphasize the fact the forces remain unaffected by these displace-
ments. In practice, the term “real displacement” is rarely used; real displacements are
simply called displacements. The terms “virtual,” “fictitious” or “test displacements”
all imply that the forces acting on the system remain unaffected by the application of
such displacements. The term “virtual displacement” is the most widely used.

Example 9.3. Equilibrium of a particle sliding on a track
Consider a particle of mass m that can slide on a track, as shown in fig. 9.5. The
externally applied horizontal force is resited by friction between the particle and
track. Newton’s first law expresses the condition for static equilibrium as mgı̄1 −
Rı̄1 + P ı̄2 − F ı̄2 = 0, where −Rı̄1 is the reaction force the track exerts on the
particle, and −F ı̄2 the friction force applies to the particle.

Note that the four forces applied to the particle are of different physical natures:
P ı̄2 is an externally applied force, mgı̄1 the force of gravity, −Rı̄1 a reaction force,
and −F ı̄2 a friction force. Yet all forces play an equal role in Newton’s law, which
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states that the sum of all forces must vanish. The law simply states “all forces” with-
out making any distinction among them. Newton’s first law is readily solved to find
(mg −R)̄ı1 + (P − F )̄ı2 = 0, and finally R = mg and F = P , as expected.

mg

s1

s2

i1

i2 P

P

R
F

m
Track

Fig. 9.5. A particle sliding on a track.

Next, the principle of virtual work will be used to solve the same problem. For
this two dimensional problem, an arbitrary virtual displacement will be written as
s = s1 ı̄1 + s2 ı̄2, and the vanishing of the virtual work it performs implies

W = (mgı̄1−Rı̄1+P ı̄2−F ı̄2)·(s1 ı̄1+s2 ı̄2) = [mg−R]s1+[P−F ]s2 = 0. (9.11)

Following a reasoning similar to that developed in the previous example, it is
easy to show that the vanishing of the virtual work for all arbitrary scalars s1 and s2

implies the vanishing of the two bracketed terms in the above equation: mg−R = 0
and P − F = 0. This result is identical to that obtained from Newton’s first law, as
expected, since the principle of virtual work and Newton’s first law are identical.

This example illustrates a crucial relationship between Newton’s first law and
the principle of virtual work. The projection of Newton’s law along axes, ı̄1 and ı̄2,
yields two scalar equilibrium equations, mg − R = 0 and P − F = 0, respec-
tively. The same two equilibrium equations are obtained by imposing the vanishing
of the factors multiplying the arbitrary virtual displacement components, s1 and s2,
measured along the same axes, ı̄1 and ı̄2, respectively.

The principle of virtual work yields scalar equilibrium equations which are the
projections of Newton’s first law along the directions associated with the virtual dis-
placement components. Because it is based on a scalar quantity, the virtual work,
the principle of virtual work yields scalar equations of equilibrium, rather than their
vector counterparts inherent to the application of Newton’s first law.

9.3.2 Kinematically admissible virtual displacements

Example 9.3 illustrates an important feature of virtual displacements, which are se-
lected to have components in the horizontal direction, s2 ı̄2, and the vertical direction,
s1 ı̄1. This raises a basic question: how could the particle move in the vertical direc-
tion when it is constrained to remain on the track? The answer to the question lies
in the nature of the virtual displacements which are not real, but rather are virtual
or fictitious displacements. Of course, the particle cannot possibly undergo real dis-
placements in the vertical direction because it must remain on the track, but virtual
or fictitious displacements in that same direction are allowed.
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In the derivation of the principle of virtual work, it is necessary to use completely
arbitrary virtual displacements to prove that the vanishing of the virtual work implies
Newton’s first law. The completely arbitrary nature of the virtual displacements is
key to the successful use of the principle of virtual work. The expression, “arbitrary
virtual displacements” means any virtual displacements, including those that violate
the kinematic constraints of the problem.

In fig. 9.5, the particle is confined to remain on the track; it can move along the
track, but not in the direction perpendicular to it. The direction along the track is
called the kinematically admissible direction, whereas the direction normal to it is
called the kinematically inadmissible direction, or the infeasible direction.

It is sometimes convenient to introduce the concept of kinematically admissi-
ble virtual displacements. These are virtual displacements that satisfy the kinematic
constraints of the problem.

For the problem depicted in fig. 9.5, the kinematic constraint enforces the particle
to remain on the track. Arbitrary virtual displacements are written as s = s1 ı̄1+s2 ı̄2,
but since these include a component in the vertical direction, i.e., in a kinematically
inadmissible direction, these are not kinematically admissible virtual displacements.
On the other hand, virtual displacements of the form s = s2 ı̄2, are kinematically
admissible because these are oriented along the track.

At this point, the relationship between kinematic constraints and reaction forces
should be clarified. Reaction forces are those forces arising from the enforcement of
kinematic constraints. The particle depicted in fig. 9.5 is constrained to move along
the track, and this kinematic constraint gives rise to a reaction force. Note that the
reaction force acts along the kinematically inadmissible direction, i.e., the direction
normal to the track.

Consider now the virtual work done by the reaction force under arbitrary virtual
displacements,

W = (−Rı̄1) · (s1 ı̄1 + s2 ı̄2) = −Rs1 6= 0.

Next, consider the virtual work done by the same reaction force under arbitrary kine-
matically admissible virtual displacements,

W = (−Rı̄1) · (s2 ı̄2) = 0.

Because the reaction force acts along the infeasible direction, whereas the kinemat-
ically admissible virtual displacement is along the admissible direction, these two
vectors are normal to each other, and hence, the virtual work done by the reaction
force vanishes. In contrast, the work done by the same reaction force under arbitrary
virtual displacements does not.

The vanishing of the virtual work done by reaction forces under kinematically
admissible virtual displacements has profound implications for applications of the
principle of virtual work. The principle is repeated here: “a particle is in static equi-
librium if and only if the virtual work done by the externally applied forces vanishes
for all arbitrary virtual displacements”. Because this principle calls for the use of
arbitrary virtual displacements, it is of crucial importance to treat reaction forces
as externally applied forces. For instance, in example 9.3, the virtual work done by
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the reaction force must be included in the statement of the principle, as is done in
eq. (9.11), because completely arbitrary virtual displacements are used.

Consider now a modified version of the principle of virtual work: “a particle is in
static equilibrium if and only if the virtual work done by the externally applied forces
vanishes for all arbitrary kinematically admissible virtual displacements”. Rather
than considering completely arbitrary virtual displacements, only kinematically ad-
missible virtual displacements are considered now. Because the virtual work done
by the constraint forces vanishes for kinematically admissible virtual displacements,
constraint forces are automatically eliminated from this statement of the principle
of virtual work. This often simplifies the statement of the principle because fewer
terms are involved. On the other hand, because the constraint forces are eliminated
from the formulation, this modified principle will not yield the equations required to
evaluate the reaction forces, which are often quantities of great interest.

As pointed out earlier, Newton’s first law requires the sum of all forces to van-
ish for static equilibrium to be achieved. The “sum of all forces” involves all forces
without distinction. While the principle of virtual work is shown to be identical to
Newton’s first law, this principle creates an important distinction between reaction
forces stemming from kinematic constraints, and all other forces. Indeed, reaction
forces, also called forces of constraint, can be completely eliminated from the for-
mulation by using kinematically admissible virtual displacements.

All other forces, such as those generated by springs, gravity, friction, temper-
ature, electric or magnetic fields, are of a physical origin. It is easy to recognize
such forces because their description involves physical constants that can only be
determined by experiment. For instance, the stiffness constant of a spring, the uni-
versal constant of gravitation appearing in gravity forces, or the friction coefficient
appearing in Coulomb’s friction law. All these forces are referred to as natural forces,
which can be further differentiated into internal and external forces. Internal forces
are natural forces arising from and reacted within the structural system under con-
sideration, whereas external forces are natural forces that act on the system but stem
from outside it; these forces are also called externally applied loads.

Example 9.4. Equilibrium of a particle sliding on a track
Consider once again a particle of mass m resting on a track, as shown in fig. 9.5. For
this simple problem, the kinematically admissible direction is along axis ı̄2, while
the infeasible direction is along axis ı̄1. The free body diagram in the right part of
fig. 9.5 shows the forces acting on the particle. The reaction force, −Rı̄1, acts in the
infeasible direction, as expected.

In contrast with example 9.3, which uses completely arbitrary virtual displace-
ments, kinematically admissible virtual displacements will be used here so that
s = s2 ı̄2. The vanishing of the virtual work then implies

W = (mgı̄1 −Rı̄1 + P ı̄2 − F ı̄2) · s2 ı̄2 = [P − F ]s2 = 0.

Because s2 is an arbitrary quantity, the bracketed term must vanish, leading to F =
P .



408 9 Virtual work principles

First, note that the reaction force, R, is eliminated from the formulation: the state-
ment of the principle of virtual work becomes simply (P − F )s2 = 0 for all values
of s2. The reaction force does not appear in this statement. It is also possible to apply
external loads along the infeasible direction: for instance, in this problem, gravity
loads act in the infeasible direction and are also eliminated from the formulation. Of
course, if gravity acts along the kinematically admissible direction, i.e., along the
track, this force will remain in the statement of the principle. In contrast, reaction
forces always act along the infeasible direction and hence, are always eliminated
from the formulation.

Second, note that less information about the system is obtained. In example 9.3
that uses virtual displacements, two equations are obtained: F = P and R = mg.
In contrast, the use of kinematically admissible virtual displacements yields a single
equation, F = P . On the other hand, the solution process is simpler and involves
one single equation; however, no information about the reaction force is available.

Finally, it is shown here that the modified version of the principle of virtual work
stating “a particle is in static equilibrium if and only if the virtual work done by
the externally applied forces vanishes for all arbitrary kinematically admissible vir-
tual displacements,” is not entirely correct. The vanishing of the virtual work for all
kinematically admissible virtual displacements is a necessary condition, but it is not
sufficient, because it does not guarantee equilibrium of the particle in the infeasible
direction. Indeed, this latter condition, R = mg, is not recovered by the modified
principle.

Example 9.5. Equilibrium of a particle on a curved track
Consider a particle of mass m constrained to move on a semi-circular track of radius
R under the combined effects of gravity, friction, and a spring force, as depicted in
fig. 9.6. Determine the equilibrium position of the particle and the forces acting on it
in the equilibrium state.

The spring of stiffness constant k is pinned at point C located at coordinates
x1 = c1R and x2 = c2R and its un-stretched length is zero. Force N is the reaction
force acting on the particle due to its contact with the track and acts in direction
n̄, which is normal to the track. Force F is the force exerted by the track on the
particle and acts in the tangential direction, t̄; this force arises from friction between
the particle and track.

The position of the particle on the track is conveniently given by angle θ. The unit
vector tangent to the circular track is given by t̄ = − sin θ ı̄1 + cos θ ı̄2, whereas the
normal to the track is n̄ = − cos θ ı̄1 − sin θ ı̄2. For this problem, the kinematically
admissible direction is t̄, and n̄ the infeasible direction. In contrast with the previous
example, the admissible direction is not a fixed direction in space, but instead, it
depends on the position of the particle on the track, t̄ = t̄(θ). The reaction force of
magnitude N acts along the infeasible direction, as expected. The friction force of
magnitude F acts in the admissible direction.

The force, F s, applied by the elastic spring to the particle is given by the spring
stiffness constant times the distance between the particle and point C located at
(c1R, c2R) and is oriented in that same direction: F s = kR[(c1 − cos θ)̄ı1 + (c2 −
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Fig. 9.6. Particle constrained to slide with friction on a circular track.

sin θ)̄ı2]. This can be expressed in terms of admissible and infeasible directions, t̄
and n̄, respectively, as F s = kR[(−c1 sin θ + c2 cos θ)t̄+(1− c1 cos θ− c2 sin θ)n̄]
where use is made of the following relationships: ı̄1 = − sin θ t̄ − cos θ n̄ and
ı̄2 = cos θ t̄− sin θ n̄.

An arbitrary virtual displacement of the form s = stt̄ + snn̄ is selected, where
st and sn are arbitrary numbers, and the virtual work done by the forces acting on
the particle then becomes

W = {kR [(−c1 sin θ + c2 cos θ)t̄ + (1− c1 cos θ − c2 sin θ)n̄] + Nn̄− F t̄

+ mg(− cos θt̄ + sin θn̄)} · (stt̄ + snn̄)
= [kR(−c1 sin θ + c2 cos θ)− F −mg cos θ] st

+ [kR(1− c1 cos θ − c2 sin θ) + N + mg sin θ] sn.

Because the virtual work must vanish for arbitrary st and sn, the two bracketed terms
must vanish, leading to the two equilibrium equations of the problem,

F = kR( − c1 sin θ + c2 cos θ)−mg cos θ, (9.12a)
N = −kR(1− c1 cos θ − c2 sin θ)−mg sin θ. (9.12b)

This forms a set of two equations for the three unknowns of the problem: the reaction
force, N , the friction force, F , and the equilibrium position of the particle, θ.

One additional equation is required to solve the problem. Coulomb’s law of static
friction requires the friction force to be smaller than the normal contact force multi-
plied by the static friction coefficient, µs, i.e., |F | ≤ µs|N |. Substituting the friction
and normal forces from eqs. (9.12a) and (9.12b), respectively, leads to

kR(−c1 sin θ + c2 cos θ)−mg cos θ

≤ ±µs [−kR(1− c1 cos θ − c2 sin θ)−mg sin θ] .

This equation can be solved to find two solutions, θ` and θu: the particle is in equi-
librium for all configurations, θ, such that θ` ≤ θ ≤ θu.

Next, kinematically admissible virtual displacements of the form s = stt̄ will be
selected, where st is an arbitrary value. The virtual work done by the forces acting
on the particle then becomes
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W = {kR [(−c1 sin θ + c2 cos θ)t̄ + (1− c1 cos θ − c2 sin θ)n̄] + Nn̄− F t̄

+ mg(− cos θt̄ + sin θn̄)} · stt̄

= [kR(−c1 sin θ + c2 cos θ)− F −mg cos θ] st.

Because the virtual work must vanish for all arbitrary st, the bracketed term must
vanish, yielding a single equilibrium equation of the problem, which is the same as
eq. (9.12a) above. As expected, the normal reaction force, N , is eliminated from the
formulation. The problem still features three unknowns, N , F and θ, and the addition
of the static friction law provides a second equation for the problem. Clearly, the
principle of virtual work with kinematically admissible virtual displacements does
not provide enough equations to solve this problem. This is because the static friction
law establishes a relationship between friction and normal forces. By eliminating
the normal contact force from the formulation, the use of kinematically admissible
virtual displacements yields too little information to solve the problem.

Note that if friction is neglected, the friction force will vanish, F = 0, and the
single equation stemming from the use of kinematically admissible virtual displace-
ments yields the solution of the problem, kR(−c1 sin θ + c2 cos θ)−mg cos θ = 0,
or tan θ = (c2 −mg/kR)/c1.

In summary, when using kinematically admissible virtual displacements, the
principle of virtual work yields a reduced set of equilibrium equations from which the
forces of constraints are eliminated. This often greatly simplifies and streamlines the
solution process. In some cases, however, too few equations will be obtained, giving
the impression that the problem cannot be solved. Arbitrary virtual displacements,
i.e., virtual displacements that violate the kinematic constraints must then be used to
obtain the missing equations of equilibrium, which correspond to the projection of
Newton’s first law along the infeasible directions.

9.3.3 Use of infinitesimal displacements as virtual displacements

In the previous sections, three-dimensional virtual displacements are denoted s =
s1 ı̄1 + s2 ı̄1 + s3 ı̄3, where s1, s2, and s3 are arbitrary numbers. In view of the fun-
damental role they play in energy and variational principles, a special notation is
commonly used to denote virtual displacements,

s = δu. (9.13)

The symbol “δ” is placed in front of the displacement vector, u, to indicate that
it should be understood as a virtual displacement. Similarly, the virtual work done
by a force undergoing a virtual displacement will be denoted δW to distinguish it
from the real work done by the same force undergoing real displacements. The new
notation changes nothing of the special nature of virtual displacements which are
fictitious displacements that do not alter the applied forces.

In many applications of the principle of virtual work, it will also be convenient to
use virtual displacements of infinitesimal magnitude. Because virtual displacements
are of arbitrary magnitude, virtual displacements of infinitesimal magnitude qualify
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as valid virtual displacements. The infinitesimal magnitude of virtual displacements
is a convenience that often simplifies algebraic developments, but is by no means a
requirement.

Displacement dependent forces

A key simplification arising from the use of virtual displacements of infinitesimal
magnitude is that displacement dependent forces automatically remain unaltered by
their application, as illustrated in the following example.

Example 9.6. Equilibrium of a particle connected to an elastic spring
Consider a particle connected to an elastic spring, as illustrated in fig. 9.7. This is the
same problem treated in example 9.2.

kL

u

mg

ku

s1

s2

i1

i2

m

du
u

spring
force

ku
dW = ku du

Fig. 9.7. Use of a differential displacement as a virtual displacement.

The principle of virtual work requires that

δW = (mgı̄1 − kuı̄1) · (δuı̄1 + δvı̄2) = [mg − ku]δu = 0,

for all virtual displacements, δu, where the virtual displacements must leave the
forces applied to the particle unchanged. Consider now a virtual displacement of in-
finitesimal magnitude, δu = du. The virtual work done by this virtual displacement
of infinitesimal magnitude is still given by eq (9.10) as

∫ u+du

u

−ku du =
[
−1

2
ku2

]u+du

u

= −kudu− 1
2
k(du)2 = −ku du,

where the last equality follows from neglecting the higher order differential quantity.
The virtual work is now equal to the real work done by an infinitesimal displacement
of magnitude du = δu. The right part of fig. 9.7 illustrates the differential work,
dW , for a displacement of infinitesimal magnitude.

Rigid bodies

Next, the close relationship between infinitesimal displacements and virtual dis-
placements of infinitesimal magnitude will be explored further in the context of
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rigid bodies. Consider two arbitrary points, P and Q, of a rigid body. When the
rigid body undergoes arbitrary motions, the velocities of these two points are not
independent and must satisfy the following well-known equation from rigid body
dynamics, vP = vQ + ω × rQP , where vP and vQ are the velocities of points
P and Q, respectively, ω is the angular velocity of the rigid body, and rQP the
position vector of point P with respect to Q. This relationship is now written as
duP /dt = duQ/dt+(dψ/dt)× rQP , where duP and duQ are the infinitesimal dis-
placement vectors of points P and Q, respectively, and dψ is the infinitesimal rotation
vector for the rigid body. After multiplication by dt, the infinitesimal displacements
are found to satisfy the following equation, duP = duQ + dψ × rQP .

Because virtual displacements can be of infinitesimal magnitude, it is possible to
write

δuP = δuQ + δψ × rQP . (9.14)

where δuP and δuQ are the virtual displacement vectors of arbitrary points P and Q,
respectively, and δψ is the virtual rotation vector for the rigid body. Equation (9.14)
describes the field of kinematically admissible virtual displacements for a rigid body.
Indeed, these virtual displacements satisfy the kinematic constraints for two points
belonging to the same rigid body.

The discussion of the previous paragraph underlines the close relationship be-
tween infinitesimal quantities, denoted with symbol “d,” and virtual quantities, de-
noted with symbol “δ.” To obtain eq. (9.14) symbol “d” is replaced by “δ” in the last
step of the reasoning. While this approach is correct, it must be emphasized that vir-
tual displacements remain fictitious displacements, whereas infinitesimal displace-
ments are real displacements. Furthermore, virtual displacements leave the forces un-
changed, whereas no such requirement applies for real infinitesimal displacements.
Finally, admissible virtual displacements are allowed to violate the kinematic con-
straints, whereas real displacement are not.

It is also important to note that eq. (9.14) shows that an infinitesimal rotation, δψ,
is a vector quantity. This is not the case for finite rotations, as discussed in dynamics
textbooks [3, 4].

Using virtual displacements of infinitesimal magnitude greatly simplifies the
treatment of many problems. In the mathematical treatment of virtual quantities, a
branch of mathematics called calculus of variations, virtual quantities are systemat-
ically assumed to be of infinitesimal magnitude [5, 6].

9.3.4 Principle of virtual work for a system of particles

Consider the system of N particles depicted in fig. 9.8; this problem is treated in
section 9.2.1 using the classical Newtonian approach. Particle i is subjected to an
external force, F i, and to N − 1 interaction forces, f

ij
, j = 1, 2, . . . , N , j 6= i. For

particle i, the virtual work, denoted δWi, done by all applied forces when subjected
to a virtual displacement, δui, is

δWi = (F i +
N∑

j=1,j 6=i

f
ij

) · δui. (9.15)
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According to the principle of virtual work, this virtual work must vanish for all vir-
tual displacements, δui. The principle can be applied to each particle independently,
leading to δWi = 0, where δWi is given by eq. (9.15), for i = 1, 2, . . . N .

Because the virtual work must vanish for
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Fig. 9.8. A system of particles.

each particle independently, the sum of the vir-
tual work for all particles must also vanish,
leading to the following statement of the princi-
ple of virtual work for a system of N particles: a
system of particle is in static equilibrium if and
only if the virtual work,

δW =
N∑

i=1






F i +

N∑

j=1,j 6=i

f
ij


 · δui



 ,

(9.16)
vanishes for all virtual displacements, δui, i =

1, 2, . . . , N . Because the N virtual displacements are all arbitrary and independent,
the bracketed term in eq. (9.16) must vanish for i = 1, 2, . . . , N , leading to equilib-
rium equations that are identical to those obtained from Newton’s first law, eq. (9.2).

Because each of the N virtual displacement vectors involves three scalar com-
ponents, the principle of virtual work yields 3N scalar equations for a system of N
particles; all must be satisfied for the system to be in static equilibrium. The system
is said to present 3N degrees of freedom. For a two-dimensional, or planar system,
the number of scalar equations would reduce to 2N , i.e., 2N degrees of freedom.

The above developments have shown, once again, that the principle of virtual
work is entirely equivalent to Newton’s first law, and gives the necessary and
sufficient conditions for the static equilibrium of the system. Equilibrium is the most
fundamental requirement in structural analysis, and must always be satisfied. This
means that Newton’s first law, or the principle of virtual work since they are both
equivalent, always applies. The system of particles considered above is very general;
it could represent a rigid body, a flexible body deforming elastically or plastically, a
fluid, or a planetary system. Yet, the same equilibrium requirements apply equally
to all systems.

Internal and external virtual work

Eq. (9.16) also affords another important interpretation. The forces acting on the
system are separated into two groups, the externally applied forces, F i, and the in-
ternal forces, f

ij
. The words “internal” and “external” should be understood with

respect to the system of particles. Internal forces act and are reacted within the sys-
tem, whereas external forces act on the system but are reacted outside the system.
The virtual work done by the external and internal forces, denoted δWE and δWI ,
respectively, are defined as
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δWE =
N∑

i=1

F i · δui, (9.17a)

δWI =
N∑

i=1




N∑

j=1,j 6=i

f
ij


 · δui, (9.17b)

respectively. With these definitions, eq. (9.16) is becomes

δW = δWE + δWI = 0, (9.18)

for all arbitrary virtual displacements. This leads to the principle of virtual work for
a system of particles.

Principle 4 (Principle of virtual work) A system of particles is in static equilib-
rium if and only if the sum of the virtual work done by the internal and external
forces vanishes for all arbitrary virtual displacements.

Finally, it is interesting to note that because the virtual displacements are arbi-
trary, it is possible to choose them to be the actual displacements, and eq. (9.18) then
implies

W = WE + WI = 0, (9.19)
where WE and WI are the actual work done by the external and internal forces, re-
spectively. Equation (9.19) states that if a system of particles is in static equilibrium,
the sum of the work done by the internal and external forces vanishes.

Euler’s laws

The 3N scalar equations implied by the vanishing of the virtual work expressed in
eq. (9.16) are often cumbersome to use because they all involve the interaction forces
between the particles of the system. To obtain equations that are more convenient to
use, a special set of virtual displacements will be selected.

Inspired by eq. (9.14), the virtual displacement of particle i is written as

δui = δuO + δψ × ri, (9.20)

where δuO is the virtual displacement of an arbitrary point O, see fig. 9.8, δψ the
virtual rotation vector, and ri the relative position vector of particle i with respect
to point O. The virtual displacements of all particles are now expressed in terms of
a virtual translation of the rigid body, δuO, and its virtual rotation, δψ, both chosen
to be of infinitesimal magnitude. This corresponds to 6 independent virtual displace-
ment components, far fewer than the original 3N . The virtual work done by all forces
acting on the system under these virtual displacement is

δW =
N∑

i=1






F i +

N∑

j=1,j 6=i

f
ij


 · (δuO + δψ × ri)



 =

(
N∑

i=1

F i

)
· δuO

+




N∑

i=1

N∑

j=1,j 6=i

f
ij


 · δuO +

N∑

i=1

F i · (δψ × ri) +
N∑

i=1

N∑

j=1,j 6=i

f
ij
· (δψ × ri).
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The last two terms of this expression can be simplified by using the triple scalar
product identity: a · (b× c) = b · (c× a), which holds for any three vectors, a, b and
c. The above equation now becomes

δW = δuO ·
(

N∑

i=1

F i

)
+ δuO ·




N∑

i=1

N∑

j=1,j 6=i

f
ij




+ δψ ·
(

N∑

i=1

ri × F i

)
+ δψ ·




N∑

i=1

N∑

j=1,j 6=i

ri × f
ij


 .

In view of eqs. (9.3) and (9.5), the terms in the second and last sets of parenthesis
now vanish, reducing the expression to

δW = δuO ·
[

N∑

i=1

F i

]
+ δψ ·

[
N∑

i=1

ri × F i

]
.

Because the virtual work must vanish for all virtual displacements, δuO, and virtual
rotations, δψ, the two bracketed terms must also vanish. Clearly, these two equa-
tions are identical to Euler’s first and second laws obtained directly from Newtonian
arguments, see eqs. (9.4) and (9.6).

These two vector equations are necessary but not sufficient conditions to guaran-
tee static equilibrium. Indeed, static equilibrium requires a total of N vector equa-
tions to be satisfied; eqs. (9.4) and (9.6) are two linear combinations of those N
equations. Only two vector equations are obtained from the principle of virtual work
because the virtual displacement field, eq. (9.20), selected for the rigid body involves
a single virtual displacement vector, δuO, and a single virtual rotation vector, δψ.

9.4 Principle of virtual work applied to mechanical systems

In the previous section, the principle of virtual work is discussed in a rather theo-
retical setting with applications to single particles and systems of particles. In the
present section, the power and efficiency of the same principle will be demonstrated
when applied to mechanical systems.

A rigid body is a particular case of the general system of N particles considered
in the previous section. The configuration of a rigid body is determined by six pa-
rameters: the three components of the position vector of one of its points, and the
three rotations that determine its orientation. Equivalently, a “rigid body motion,”
which is the only motion a body can undergo while remaining rigid, consists of a
three-dimensional translation and a three-dimensional rotation. For a rigid body, the
virtual displacement field given by eq. (9.20) is kinematically admissible, because it
represents the superposition of a translation and a rotation, both in three dimensions.

This kinematically admissible virtual displacement field yields two vector equa-
tions, eqs. (9.4) and (9.6), or six scalar equations, which are just enough to deter-
mine the equilibrium configuration of the body. The internal forces, f

ij
, in the rigid
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body are the forces of constraint that maintain its shape unchanged and are entirely
eliminated from the formulation, as expected, because a kinematically admissible
displacement field is used in the application of the principle of virtual work.

When considering two-dimensional or planar mechanisms, the kinematically ad-
missible displacement field defined by eq. (9.20) reduces to

δui = δuO + δφı̄3 × ri. (9.21)

The three-dimensional virtual rotation vector, δψ, now simply becomes δφ ı̄3, where
δφ is a virtual rotation of infinitesimal magnitude about axis ı̄3. The planar mecha-
nism is assumed to be entirely contained in plane (̄ı1, ı̄2), and hence, rotations are
only possible about axis ı̄3.

Example 9.7. Equilibrium of a lever
Consider the simple lever subjected to two vertical end forces, Fa and Fb, acting at
distances a and b, respectively, from the fulcrum, as shown in fig. 9.9.

First, this problem will be solved using the classical equations of statics, con-
sidering the free body diagram appearing in the right part of fig. 9.9. The equi-
librium of forces in the horizontal and vertical directions yields H = 0 and
V = Fa + Fb, respectively, whereas equilibrium of moments about point A leads
to aV cos φ = (a + b)Fb cosφ. The Newtonian approach requires the explicit con-
sideration of the horizontal and vertical reaction forces, H and V , respectively, at the
lever’s fulcrum. Solution of these equations leads to the familiar equilibrium condi-
tions for a lever, aFa = bFb, H = 0, and V = Fa + Fb.

Fa
Fa

Fb
Fb

a a

b b

f fi1

i2

A A

B B

O O

H
V

Fig. 9.9. Simple lever acted upon by two vertical end forces.

It is possible to eliminate the reaction forces from the formulation by writ-
ing a single moment equilibrium equation about the lever’s fulcrum: aFa cos φ =
bFb cosφ. Because the lines of action of the reaction forces pass through the ful-
crum, they are automatically eliminated from the moment equilibrium equation.

Next, this single degree of freedom problem will be solved using the principle
of virtual work. Because the lever is fixed at point O, a kinematically admissible
virtual displacement field simply becomes δui = δφı̄3 × ri. The translation term,
δuO, appearing in eq. (9.21), is omitted because a translation of point O violates the
kinematic constraint at this point. The virtual displacement of point A now becomes
δuA = δφı̄3 × rOA, where rOA is the position vector of point A relative to point O.
Simple vector algebra then yields δuA = a(sin φı̄1−cos φı̄2)δφ. A similar reasoning
reveals that δuB = b(− sin φı̄1 + cos φı̄2)δφ. The virtual work is now
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δWE = (−Fa ı̄2) · δuA + (−Fb ı̄2) · δuB = δφ [aFa cosφ− bFb cos φ] .

The reaction forces are eliminated from the formulation because the virtual dis-
placement is kinematically admissible, i.e., it vanishes at point O, resulting in the
vanishing of the virtual work done by the reaction forces at that point. Because the
virtual displacement field is also compatible with the kinematic conditions required
for the body to remain rigid (the virtual displacement field consists of a single rota-
tion), all the internal forces that enforce the rigidity of the body are also eliminated.

Because the virtual work must vanish for all arbitrary virtual rotations, δφ, the
bracketed term in the above equation must vanish, leading to (aFa− bFb) cos φ = 0.
The two solutions are aFa = bFb, the usual lever equilibrium equation, and cos φ =
0, which corresponds to the lever being in a vertical position. In this latter case, the
lever is in equilibrium for any set of applied vertical forces.

As discussed earlier, it is also possible to use a virtual displacement field that
violates the kinematic conditions, such as that given by eq. (9.21). The virtual
displacement, δuO = δu1 ı̄1 + δu2 ı̄2, is a virtual displacement of point O, the
lever’s fulcrum. The virtual displacements of points A and B now become δuA =
δuO + a(sin φı̄1 − cosφı̄2)δφ, and δuB = δuO + b(− sin φı̄1 + cos φı̄2)δφ, respec-
tively. The virtual work done by the externally applied forces is now

δWE = (−Fa ı̄2) · δuA + (−Fb ı̄2) · δuB + (Hı̄1 + V ı̄2) · δuO

= δu1[H] + δu2[V − Fa − Fb] + δφ[aFa cosφ− bFb cos φ].

Because the virtual work done by the reaction forces at the fulcrum does not
vanish, is must be included in the formulation. Since the virtual work must vanish
for all virtual displacements, δu1 and δu2, and rotation, δφ, the three bracketed terms
must vanish, leading to three equilibrium equations identical to those obtained using
the Newtonian approach.

This underlines, once again, the complete equivalence of the principle of virtual
work and Newton’s first law. The use of a kinematically admissible virtual displace-
ment field automatically eliminates the reactions forces when using the principle of
virtual work. Although it is sometimes possible to achieve this elimination by a judi-
cious choice of the point about which moment equilibrium equations are written in
Newton’s approach, the systematic approach stemming from the use of the principle
of virtual work is more efficient and convenient.

Example 9.8. Block and tackle system
Consider the familiar two-pulley block and tackle shown in fig. 9.10. Determine the
rope force, F , required to lift a weight, P . The system possesses a single degree of
freedom defined by the rotation angle, φ, of the upper pulley.

Consider a virtual rotation, δφ, of the pulley. The resulting virtual motion of the
point of application of force F is δb = Rδφ, where R is the pulley’s radius. The
resulting motion of the lower block is δa = −Rδφ/2. Because the virtual rotation
is kinematically admissible, the only forces that perform work are the externally
applied forces, F and P ; the reaction forces need not be considered. The principle
of virtual work is now simply
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δW = Fδb + Pδa = FRδφ− PRδφ/2 = R [F − P/2] δφ = 0.

Because the virtual work must vanish for all δφ, the bracketed term must vanish,
yielding the equilibrium equation of the system, F = P/2.

F
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df

da
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R

Fig. 9.10. Simple two-pulley block and
tackle system.
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Fig. 9.11. Differential pulley or “chain
hoist”.

Example 9.9. Differential pulley system
A differential pulley system is depicted in fig. 9.11 and is the basis for the com-
mon shop chain hoist. In this device, the two upper pulleys, of radii ri and ro, are
constrained to rotate together about a common axis. The inextensible chain is not
allowed to slip around the upper pulleys. The system features a single degree of
freedom, defined by the rotation angle, φ, of the upper pulleys assembly.

A virtual rotation, δφ, of the upper pulleys causes a virtual displacement of the
point of application of force F of δb = roδφ. The virtual motion of the lower pulley
is δa = −(roδφ−riδφ)/2. This can be explained by noting that for a virtual rotation,
δφ, of the upper pulleys, the length of chain below these pulleys is decreased by roδφ
(the length winding on the pulley of radius ro), but at the same time, is increased by
riδφ (the length unwinding from the pulley of radius ri), and the lower pulley rotates
to distribute the net shortening between the two segments of chain.

The principle of virtual work now requires

δWE = Fδb + Pδa = Froδφ− P (ro − ri)δφ/2 = [Fro − P (ro − ri)/2] δφ = 0,

for all virtual rotations, δφ, and hence, the bracketed term must vanish, revealing the
equilibrium condition of the system F = (1 − ri/r0)P/2. The mechanical advan-
tage of the differential pulley increases as radii ri and r0 approach equal values, at
which point force F then vanishes. The load cannot be raised, however, because the
amounts of chain winding around the pulley of radius r0 and unwinding from the
pulley of radius ri become equal.

A kinematically admissible virtual rotation, δφ, is used, and because the chain is
inextensible, the virtual rotation of the upper pulleys determines the motion of the
lower pulley. This is why the system presents a single degree of freedom.

It is also possible to use arbitrary virtual displacements that violate the kinematic
constraint imposed by the inextensibility of the chain. Let the virtual displacement
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of the lower pulley, δa, be independent of the virtual rotation of the upper pulley,
δφ. In this case, the tension in the chain, the force of constraint that enforces its
inextensibility, will perform virtual work. Referring to the right part of fig. 9.11, the
virtual work done by the forces acting on the system is

δWE = (Froδφ− Troδφ + Triδφ) + (Pδa− 2Tδa)
= [Fro − Tro + Tri] δφ + [P − 2T ] δa = 0.

The terms inside the two sets of parenthesis represent the virtual work done by
the forces acting on the upper and lower pulleys, respectively. Because the virtual
rotation, δφ, and virtual displacement, δa, are both arbitrary and independent, the
two bracketed term must vanish, yielding the equations of equilibrium of the system,
Fro = (ro − ri)T , and P = 2T . Eliminating the tension in the chain leads to
F = (1− ri/r0)P/2, as before. Additionally, the tension in the chain, T = P/2, is
also determined.

Example 9.10. The crank-slider mechanism
Consider the crank-slider mechanism depicted in fig. 9.12. The crank of length R
is actuated by a torque, Q, and the link of length L transforms the rotary motion
of the crank into a linear motion of the slider. Force F is applied to the slider. The
crank angle is denoted φ and is measured positive in the counterclockwise direction.
Determine the relationship between the torque, Q, and force, F .

For kinematically admissible virtual displacements, the principle of virtual work
states that δWE = −Qδφ − Fδx = 0, where x is the distance from the crank axis
to the slider. The virtual displacement, δx, and virtual rotation, δφ, are arbitrary but
not independent; consequently, nothing can be concluded from the above statement.

Q

L

x dx

f
R

F

O

A

B

Fig. 9.12. The crank-slider mechanism.

The geometry of the problem links the two variables, x and φ, as shown in
fig. 9.12. Projections of segments OA and AB onto the horizontal yield x =
R cosφ +

√
L2 −R2 sin2 φ. Taking a differential of this equation reveals the

relationship between infinitesimal increments in variables x and φ as dx =
−R sin φ dφ−R2 sinφ cosφ dφ/

√
L2 −R2 sin2 φ. Since virtual displacements are

of arbitrary magnitude, it is possible the select virtual displacements of infinitesimal
magnitude, i.e., δx = dx and δφ = dφ. Kinematically admissible infinitesimal vir-
tual displacements must then satisfy the following relationship

δx = −
(

1 +
R cosφ√

L2 −R2 sin2 φ

)
R sin φ δφ.
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The principle of virtual work now becomes

δW = −Qδφ− Fδx = −
[
Q−

(
1 +

R cosφ√
L2 −R2 sin2 φ

)
FR sin φ

]
δφ = 0.

Because the virtual rotation, δφ, is arbitrary, the bracketed term must vanish, yielding
the desired relationship between the torque and force as

Q

FR
=


1 +

cosφ√
L2/R2 − sin2 φ


 sin φ.

This expression yields the torque developed about the crank axis at a specific angular
position, φ, of the crank in response to a force, F , applied to the slider.

In the Newtonian formulation, all reaction forces acting on the system must be
considered. They include the horizontal and vertical components of the reaction
forces at points O, A, and B, and the vertical reaction of the ground on the slider.
The use of kinematically admissible virtual displacements with the principle of vir-
tual work automatically eliminates all these forces from the formulation. In this ex-
ample, only the torque applied to the crank and the force acting on the slider appear
in the formulation.

9.4.1 Generalized coordinates and forces

The virtual work done by a force is defined as the scalar product of the force by a
virtual displacement. When the principle of virtual work is introduced for a single
particle in section 9.3.1, the virtual work is computed according to the definition:
δW = F · δu = F1δu1 + F2δu2 + F3δu3, where the force and virtual displacement
vectors are represented by their components in a common orthonormal basis, I =
(̄ı1, ı̄2, ı̄3), as F = F1 ı̄1+F2 ı̄2+F3 ı̄3 and δu = δu1 ı̄1+δu2 ı̄2+δu3 ı̄3, respectively.

In many cases, however, it is not convenient to work with Cartesian coordinates.
Consider, for instance, the crank-slider mechanism shown in fig. 9.12 and treated in
example 9.10: the motion of the system is naturally expressed in terms of the crank
angle, φ, and piston translation, x. Similarly, when dealing with pulleys in exam-
ples 9.8 and 9.9, the most natural way to describe the configuration of the system is
in terms of the rotation angles of the pulleys.

In general, the configuration of a system will be represented in terms of N
variables, called generalized coordinates and denoted q1, q2, . . . qN . These variables
could be angles, relative motions, Cartesian coordinates, or a mixture thereof, hence
the term “generalized coordinates.” The displacement vector of any point of the sys-
tem will be a function of these generalized coordinates, u = u(q1, q2, . . . qN ). Virtual
displacements can now be evaluated using the chain rule for derivatives

δu =
∂u

∂q1
δq1 +

∂u

∂q2
δq2 + . . . +

∂u

∂qN
δqN .
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The virtual work done by a force, F , undergoing this virtual displacement is found
as

δW = F · δu =
(

F · ∂u

∂q1

)
δq1 +

(
F · ∂u

∂q2

)
δq2 + . . . +

(
F · ∂u

∂qN

)
δqN .

It is now convenient to define generalized forces as follows

Qi = F · ∂u

∂qi
, i = 1, 2, . . . , N, (9.22)

and the expression for the virtual work simply becomes

δW = Q1δq1 + Q2δq2 + . . . + QNδqN =
N∑

i=1

Qiδqi. (9.23)

This result helps explain the term “generalized forces” used to denote the quantities
defined by eq. (9.22); the virtual work is simply the product of the generalized forces
and the corresponding generalized virtual displacements.

The above development is presented for a generic force, F , which can be an
externally applied load or an internal force. To distinguish between the two cases,
the following notation is used

δWI =
N∑

i=1

QI
i δqi, (9.24a)

δWE =
N∑

i=1

QE
i δqi, (9.24b)

where QI
i and QE

i are the generalized forces associated with the internal forces and
externally applied loads, respectively.

The principle of virtual work, expressed by eq. (9.18), can now be reformulated
as

δWI + δWE =
N∑

i=1

QI
i δqi +

N∑

i=1

QE
i δqi =

N∑

i=1

[
QI

i + QE
i

]
δqi = 0,

for all virtual generalized displacements, δqi. Clearly, because the virtual generalized
displacements, δqi, are arbitrary, each of the N bracketed terms under the summation
sign must vanish, leading to

QI
i + QE

i = 0, i = 1, 2, . . . , N. (9.25)

This equation represents yet another statement of the principle of virtual work.
As discussed in section 9.3.2, the principle of virtual work can be used with either

arbitrary or kinematically admissible virtual displacements. Similarly, the present
statement of the principle can be used with either arbitrary or kinematically admissi-
ble virtual generalized coordinates. When using arbitrary virtual generalized coordi-
nates, the virtual work done by the reaction forces must be included in the evaluation
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of the virtual work done by the external forces; this implies that the generalized
forces associated with the reaction forces must be included in QE

i . If the virtual gen-
eralized coordinates are kinematically admissible, the reaction forces are eliminated
from the formulation.

To illustrate the concepts presented above, consider the pendulum with a tor-
sional spring depicted in fig. 9.13.

A rigid arm of length R connects the mass, m, to a

R

k

m

mg
f

i1

i2 T

Fig. 9.13. Pendulum with
torsional spring.

pinned support point where a torsional spring of stiff-
ness constant k acts between ground and the rod. The
torsional spring is un-stretched when the arm is horizon-
tal. The mass is subjected to gravity loading. The con-
figuration of the system is conveniently represented by
the angular position, φ, of the arm and is selected to be
the single generalized coordinate for this one degree of
freedom problem.

Consider first the virtual work done by the gravity load, δWE = −mgı̄2 · δuT ,
where δuT is the virtual displacement at point T. Since uT = R(cos φ ı̄1 +sinφ ı̄2),
an infinitesimal virtual displacement of the same quantity is δuT = R(− sin φ ı̄1 +
cosφ ı̄2)δφ. It now follows that δWE = −mgR cos φ δφ, and by defining the gen-
eralized force as QE

φ = −mgR cosφ, the virtual work becomes δWE = QE
φ δφ. The

same result can be obtained in a more expeditious manner by using eq. (9.22) to find
QE

φ = −mgı̄2 · ∂uT /∂φ = −mgı̄2 ·R(− sinφ ı̄1 + cos φ ı̄2) = −mgR cos φ.
An even simpler interpretation is as follows. Because the virtual displacement is

a rotation, δφ, it must be multiplied by a moment to yield a virtual work; hence, the
generalized force is simply the moment of the gravity load, −mgR cosφ.

For this problem, the virtual work done by the internal forces reduces to the vir-
tual work done by the restoring moment of the elastic spring, δWI = −kφ δφ =
QI

φδφ, where QI
φ = −kφ is the generalized internal force of the system. The gener-

alized force is, in this case, a moment, and hence, the expression “generalized force”
must be interpreted carefully.

The principle of virtual work, eq. (9.25), yields the equilibrium equation for the
system as QI

φ + QE
φ = −mgR cos φ − kφ = 0. This is a transcendental equation,

but if the angular displacement of the pendulum remains small, cos φ ≈ 1, and the
equilibrium configuration becomes φ = −mgR/k.

Consider next the modified system shown in fig. 9.14

R k

m

mg

f

i1

i2

T

Fig. 9.14. Rotating mass
with vertical spring.

where a rigid arm of length R connects mass m to a
pinned support at ground. A linear spring of stiffness
constant k supports the mass; this spring remains verti-
cal because its support point is free to move horizontally
on rollers. The spring is un-stretched when the arm is
horizontal.

As in the previous example, the virtual work done by
the gravity load is easily found as δWE = mgı̄1 · δuT ,

where δuT is the virtual displacement at point T. Since uT = R(cos φ ı̄1 +
sin φ ı̄2), an infinitesimal virtual displacement of the same quantity is δuT =
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R(− sinφ ı̄1 + cosφ ı̄2)δφ. The virtual work done by the gravity load now be-
comes δWE = −mgR sinφ δφ, and the corresponding generalized force is QE

φ =
−mgR sinφ. Next, the virtual work done by the restoring force in the spring is
δWI = −kR cos φı̄1 · δuT , which yields QI

φ = kR2 cosφ sinφ.
The principle of virtual work as expressed in eq. (9.25) now implies

QI
φ + QE

φ = kR2 cosφ sin φ−mgR sin φ = R sin φ(kR cos φ−mg) = 0.

Two solutions are possible. First, sin φ = 0: this leads to φ = 0 or π, i.e., the arm
is in the down or up vertical position, respectively. The second solution is cos φ =
mg/(kR). For mg/(kR) > 1, however, this solution no longer exists, leaving the
first solution as the only valid solution of the problem.

Example 9.11.
Consider the crank-slider mechanism depicted in fig. 9.15. The crank of length R is
actuated by a torque Q, and the link of length L transforms the rotary motion of the
crank into a linear motion of the slider. A spring of stiffness constant k connects the
slider to the ground and is un-stretched when x = 0. The configuration of the system
is entirely determined by crank angle, φ, (measured positive in the counterclockwise
direction) which is selected as the generalized coordinate for this problem.

The virtual work done by the externally applied torque, Q, is δWE = −Qδφ, and
hence, the corresponding generalized force is QE

φ = −Q. Similarly, the virtual work
done by the internal force in the spring is δWI = −kx δx = −kx (∂x/∂φ) δφ =
QI

φ δφ. The position of the slider, x, can be expressed in terms of the generalized
coordinate, φ. Indeed, projecting segments OA and AB onto the horizontal yields
x = R cosφ +

√
L2 −R2 sin2 φ. The generalized force associated with the force in

the spring becomes

QI
φ = −kx

∂x

∂φ
= kx

(
1 +

R cosφ√
L2 −R2 sin2 φ

)
R sin φ.

The principle of virtual work expressed as eq. (9.25) implies QI
φ + QE

φ = 0
leading to the following expression for the applied torque

Q =

(
1 +

R cos φ√
L2 −R2 sin2 φ

)
kxR sinφ.

Example 9.12.
For the purpose of dynamic testing, an aircraft is suspended from a hangar’s roof by
means of three springs of stiffness constants kL, kR, and kT , attached to the aircraft’s
left wing at point L, right wing at point R, and tail at point T, respectively, as depicted
in fig. 9.16. The aircraft’s total mass is M and the center of mass is located at point
C. Determine the equilibrium position of the aircraft under gravity loads.

For simplicity, the aircraft is assumed to be rigid and all spring displacements
under load are assumed to remain small (i.e., the airplane remains nearly horizontal).

The crank-slider mechanism

Elastically supported aircraft
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Fig. 9.15. Crank-slider mechanism with a
spring.
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Fig. 9.16. Plan view of the elastically sup-
ported aircraft.

The generalized coordinates of the problem will be selected as follows: u is the
displacement of point O along unit vector ı̄3, and φ1 and φ2 are the rotations about
axes ı̄1 and ı̄2, respectively. The displacements of the three suspension points, L, R,
and T are now easily expressed as xL = u+ `φ2, xR = u− `φ2, and xT = u+dφ1,
respectively. The displacement of the aircraft’s center of mass is xC = u + aφ1.

The virtual work done by the gravity load is δWE = MgδxC = Mg(δu+aδφ1),
and hence, the corresponding generalized forces are QE

u = Mg, QE
φ1

= Mga,
and QE

φ2
= 0. Similarly, the virtual work done by the internal forces in the three

springs is δWI = −kLxL δxL − kRxR δxR − kT xT δxT , and the corresponding
generalized forces become QI

u = kLxL − kRxR − kT xT , QI
φ1

= −dkT xT , and
QI

φ2
= −`kLxL + `kRxR.

The principle of virtual work, eq. (9.25), then yields the three equilibrium equa-
tions of the problem as QI

u +QE
u = 0, QI

φ1
+QE

φ1
= 0, and QI

φ2
+QE

φ2
= 0, leading

to

kLxL + kRxR + kT xT = Mg, dkT xT = Mga, `kLxL − `kRxR = 0.

The solution can be completed using the displacement method (see section 4.3.2).
When the displacements of the suspension points are expressed in terms of the gen-
eralized coordinates, the three equilibrium equations can be recast as a system of
three linear equations that can easily be solved for the generalized coordinates of the
system 


kL + kR + kT dkT `(kL − kR)

dkT d2kT 0
`(kL − kR) 0 `2(kL + kR)








u
φ1

φ2



 =





Mg
Mga

0



 . (9.26)
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9.4.2 Problems

Problem 9.1. Rotating disk with spring restraint
A mechanism consists of the rotating circular disk pinned at its center as shown in fig. 9.17.
A cable is wrapped around the outer edge and a force, P , is applied tangentially. The rotation
is resisted by a spring of stiffness constant k attached to a pin on the disk’s outer radius and
fixed horizontally to a support that can move vertically, leaving the spring horizontal at all
times. Use the principle of virtual work to determine the force, P , required to keep the disk in
equilibrium as a function of disk angular position, θ.

P

?
R

k

Fig. 9.17. Rotating disk with spring restraint.

R
r

P

?

Wa

Fig. 9.18. Double-radius wheel on incline.

Problem 9.2. Double-radius wheel on incline
The double radius wheel of weight W shown in fig. 9.18 is of inner radius r and outer radius
R. A rope wrapped about the outer radius of the wheel applies a tangential force P . Determine
the inclination angle, α, required to maintain the system in static equilibrium.

Problem 9.3. Lever with sliding pivots
Determine the magnitude of force P applied at point N required to equilibrate a downward
force, F , applied at point M, as shown in fig. 9.19. Rod MN is of length a + b and is pinned
to sleeves which slide along frictionless rods AO and BO.

F

M

N

P

b

a

?

O

A

B

Fig. 9.19. Lever with sliding pivots.
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F

M
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Fig. 9.20. Quick-release mechanism.

Problem 9.4. Quick-release mechanism
In the “quick release mechanism” shown in fig. 9.20, frictionless rod ST is a pivoted at point S
and connected to a sliding hinge and piston at point T. At point Q, a sliding coupler connects
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rods ST and OQ. Show that the moment, M , necessary to react the applied horizontal force,
F , is M/FL = (R/a)[(R/a) + cos φ]/[1 + (R/a) cos φ]2. Hint: use virtual displacements
of infinitesimal magnitude.

Problem 9.5. Lever mechanism
A bar of length 3b is pinned at its lower end and supports a normal load, P , applied at its tip,
as shown in fig. 9.21. A second bar, of length b, is pinned to the first bar as shown and to a
slider that is constrained to move vertically on a frictionless rod. A weight, W , is supported
at the slider. Use the principle of virtual work to determine the force, P , required to keep the
weight, W , in equilibrium as a function of angle θ.

Problem 9.6. Spring-mass problem with nonlinear geometry
A spring of stiffness constant, k, and un-stretched length, L, is fastened to a support at point
A and is connected to a weight, W , as shown in fig. 9.22. The weight slides on a friction-
less vertical rod and the spring is un-stretched when horizontal. Determine the equilibrium
configuration of the system, i.e., position, u, of the weight.

2b

P

?

W

b

b

Fig. 9.21. Lever mechanism.

k

L

W

u
A

Fig. 9.22. Mechanism with nonlinear geom-
etry.

Problem 9.7. Spring-mass system with nonlinear spring
Consider the spring-mass system depicted in fig. 9.4. Determine the equilibrium position of
weight W = mg supported by a vertical spring having a nonlinear stiffness k = k0[1 +
a(x/L)2], where k0 is the initial stiffness, i.e., the stiffness for small x, and a is a “hardening
coefficient.” Solve the problem assuming that a = 0.5 and k0 = W/8L.

Problem 9.8. Lever with sliding pivots and spring
Bar ABC is of length b + a and constrained to move vertically at point A and horizontally at
point B, while a horizontal force, P , is applied at point C, as shown in fig. 9.23. A vertical
spring is connected to bar ABC at point A and is un-stretched when angle θ = 0. Use the
principle of virtual work to determine the equilibrium relation(s) of the system.

Problem 9.9. Differential pulley with applied moment
A solid cylinder has two radii, a and b, and its axis is pinned but free to rotate as shown in
fig. 9.24. A lever arm of length R is attached to the cylinder and a force, P , acts in the direction
normal to the arm. A cable is attached at one end to the smaller radius, a, and at the other to
the larger radius, b, and it supports a pulley which carries a vertical weight, W , as shown.
Use the principle of virtual work to compute force, P , required to support (or lift) weight, W .
Hint: this problem is different from the shop chain hoist discussed in example 9.9: here, as the
upper cylinder rotates, cable is taken up on one radius and let out on the other.
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Fig. 9.23. Lever with sliding pivots and
spring.

a
P
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b R

Fig. 9.24. Differential pulley with an applied
moment.

Problem 9.10. Linked bars with lateral springs and forces
A mechanical system consists of two articulated bars pinned together at point B and to the
ground at point C, as shown in fig. 9.25. Two springs of stiffness constants k1 and k2 support
the bars at their mid-span and two forces, P and Q, are applied at points B and A, respectively.
Let qA and qB , the downward deflection of points A and B, be the two generalized coordinates
of the system. Use the principle of virtual work to determine the two equilibrium equations of
the system. Assume small displacements: |qA| ¿ L and |qB | ¿ L.

C

B Ak1 k2

P Q

L LLL

Fig. 9.25. Two articulated bars supported by
springs.
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k

a a

Fig. 9.26. Axially loaded articulated bars
with lateral spring restraint.

Problem 9.11. Axially loaded pinned bars with lateral spring restraint
Two rigid bars, AB and BC, are pinned together at point B, as shown in fig. 9.26. The end of
the first bar is pinned to the ground at point A, whereas the end of the other bar is constrained to
slide horizontally at point C under the action of load P . A lateral spring of stiffness constant k
is attached at point B. Angle θ between bar BC and the horizontal is the generalized coordinate
used to define the system’s configuration. Use the principle of virtual work to develop an
expression for P = P (θ). From your analysis, identify the buckling load of the problem.

Problem 9.12. Screw jack scissor lift
Consider the scissor lift (similar to an auto jack) shown in fig. 9.27. The configuration of
the system is represented by a single generalized coordinate, θ, the angle between the jack
legs and the horizontal. Determine the crank moment, M , required to lift a weight, W . The
moment will depend on the configuration of the jack, i.e., on angle θ. The threaded screw has
a pitch of N threads per unit length. All bars of the jack are articulated.
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Fig. 9.27. Screw jack type of scissor lift.

9.5 Principle of virtual work applied to truss structures

In the previous section, the principle of virtual work is applied to mechanical systems
consisting of rigid bodies and concentrated springs. Attention now turns to applica-
tions of the same principle to simple truss structures.

9.5.1 Truss structures

Trusses are a class of structures consisting of slender bars connected together at
their ends by what are called pinned joints, which transmit forces but no moments.
Consequently, the slender bars carry axial forces, in tension or compression, but no
bending moments or transverse shear forces.1 The simplest truss consists of only two
members connected at a single joint to which a load may be applied. The resulting
structure is isostatic; the addition of a third bar leads to a simple hyperstatic truss,
called a “three-bar truss,” which is analyzed in section 4.4.

Each bar of a truss acts like a simple rectilinear spring of stiffness constant k =
EA/L, where L is the bar’s length, A its cross-sectional area, and E the elastic
modulus of the material making up its cross-section. In addition, if all bars lie in
a plane, the truss is referred to as a planar truss; otherwise, it is called a three-
dimensional truss or a spatial truss. For both configurations, analysis methods are
identical, although the treatment of three-dimensional configurations is usually more
cumbersome. This section focuses on planar trusses, but the methods developed here
are equally applicable to spatial trusses.

Figure 9.28 illustrates a simple planar truss. A crude sketch of the truss shows the
prismatic bars pinned together at their ends. In this illustration, the member widths
have been exaggerated: in actual trusses, bars are quite slender. Actual pin joints were
commonly employed in early planar truss designs, especially in trusses for railway
bridges designed in the 19th century. With the development of higher strength alloys
and use of thin-walled tubular sections, bar slenderness, the ratio of their length to
diameter, can approach 100. For such truss members, it is practical to design rigid
joints using welding or bolting, and although such joints introduce bending moments
into the bars, the primary stresses are still almost entirely due to the axial forces,
except in the immediate vicinity of the connections.
1 If the bars are rigidly connected together at the joints so that no relative rotation is possible,

bending moments will develop in the bars and bending deflections must be considered.
Such structures are generally called frames and are more complicated to analyze.
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Actual Truss Idealized Truss

Fig. 9.28. Planar truss and its idealization as an assembly of rectilinear springs.

In simple truss design, each bar is fabricated from a homogeneous material and
has a constant cross-section. Equation (4.3) then implies that each member can be
represented as a rectilinear spring of stiffness constant k = EA/L. The complete
truss can then be viewed as an assembly of springs connected to pinned joints, as
illustrated in fig. 9.28.

The spring stiffnesses constants are quite large for a typical bars. For example,
the axial stiffness of a bar of length L = 0.75 m, sectional area A = 75 mm2 and
modulus E = 210 GPa, is k = 21 MN/m. When subjected to a 5 kN force, the
bar’s elongation is e = F/k = 0.24 mm. In most practical designs, the maximum
deflection of any joint of the truss is very small compared to the bar lengths. If
self-weight is a significant component of the overall loading, as is the case for
trusses used in civil engineering applications, the gravity force associated with each
bar is lumped in two equal forces applied at the bar’s two end joints.

Elongation-displacement equations

Consider the generic bar AB shown in fig. 9.29.

q
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i1
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D2
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L2

B
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L+e

L

Fig. 9.29. Single bar of a planar truss.

Point A is assumed to remain pinned, while
point B undergoes a displacement ∆ = ∆1 ı̄1 +
∆2 ı̄2. The bar’s original length is L, and its
elongation e. Elementary geometry then yields
(L+e)2 = (L1+∆1)2+(L2+∆2)2, where L1

and L2 are the projections of the original length
along axes ı̄1 and ı̄2, respectively.

The elongation-displacement relationship is
nonlinear, but if the relatively joint displace-
ments, ∆1 and ∆2, remain small compared to the bar’s length, as is typically the
case for engineered structures, this expression can be linearized as follows.

First, a division by the square of the bar’s length yields a non-dimensional form
of the equation,

(
1 +

e

L

)2

=
(

L1

L
+

∆1

L

)2

+
(

L2

L
+

∆2

L

)2

.

Expanding all squares then leads to

1 + 2
e

L
+

e2

L2
=

L2
1

L2
+ 2

L1

L

∆1

L
+

∆2
1

L2
+

L2
2
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+ 2
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∆2
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∆2
2

L2
.
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It is now assumed that e, ∆1, and ∆2 are all small compared to L, and hence,
terms e2/L2, ∆2

1/L2, and ∆2
2/L2 become negligible. Finally, noting that L2

1/L2 +
L2

2/L2 = 1, the above equation reduces to

e ≈ ∆1
L1

L
+ ∆2

L2

L
= ∆1 cos θ + ∆2 sin θ. (9.27)

This equation shows that the bar’s elongation is the projection of the relative
displacement of its end joint along its direction. Equation (9.27) is an approximate,
linearized elongation-displacement relationship, which applies when joint displace-
ments remain small compared to the bar’s length.

Internal virtual work for a bar

Figure 9.30 shows a general planar truss member defined by its root and tip joints.
Let b̄ be the unit vector along the direction of the bar, and ut and ur the displacements
of its tip and root joints, respectively. Let F be the magnitude of the force applied
to the bar, and hence, forces F r = −F b̄ and F t = F b̄ are applied to the root and
tip of the bar, respectively. The virtual work done by these two forces is δW =
F r · δur + F t · δut = F b̄ · (δut − δur).

Because the internal and externally applied forces are of opposite sign, the virtual
work done by the internal force becomes

δWI = −F r · δur − F t · δut = −F b̄ · (δut − δur) (9.28)
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Fig. 9.30. Bar displacements and forces.
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Fig. 9.31. Configuration of the 5-bar truss.

Using eq. (9.27), the elongation, e, of the bar is the projection of the relative dis-
placements of its end points along its direction, and this is expressed by the following
dot product, e = b̄·(ut−ur). The virtual elongation then becomes δe = b̄·(δut−δur),
and the bar’s internal virtual work, eq. (9.28), becomes

δWI = −Fδe. (9.29)
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It is possible to express the virtual elongation in terms of the end nodes virtual dis-
placements as

δe =(sin θ ı̄1 + cos θ ı̄2) · (δut
1 ı̄1 + δut

2 ı̄2 − δur
1 ı̄1 − δur

2 ı̄2)

=(δut
1 − δur

1) sin θ + (δut
2 − δur

2) cos θ.
(9.30)

9.5.2 Solution using Newton’s law

Consider the five-bar planar truss depicted in fig. 9.31, subjected to two vertical
loads, PA and PB , applied at joints A and B, respectively, and to a horizontal load,
PC , applied at joint C. The diagonal bar, BD, is inclined at an angle θ with respect
to the horizontal. At joint D, the two components of displacements are constrained
to be zero, whereas at joint A, the vertical component of displacement is allowed,
but the horizontal is constrained to zero. In the development that follows, the vector
notation employed in the previous examples will not be used because it is easier to
write the work directly in scalar equations for these two-dimensional problems.

Each member in a truss transmits an axial force that is either tensile or compres-
sive. By convention, tensile forces are defined as positive and compressive forces
as negative. The truss can be treated as a system of particles where each particle is
a joint of the truss to which two or more members are attached. Newton’s law ex-
presses the equilibrium condition at each of the 4 joints, A, B, C and D by eq. (9.2).
For a planar truss, this yields two scalar equilibrium equations at each joint, a total of
8 equations for the present truss. These equilibrium equations involve the bar forces
and reaction forces acting at each joint. The approach is commonly referred to as the
method of joints.

Considering the free-body diagrams of each joint shown in fig. 9.31, the follow-
ing 8 equations of equilibrium are obtained

PA − FAD = 0, HA + FAB = 0 (9.31a)
PB − FBC − FBD sin θ = 0, −FAB − FBD cos θ = 0, (9.31b)

FBC = 0, PC − FCD = 0, (9.31c)
VD + FAD + FBD sin θ = 0, HD + FCD + FBD cos θ = 0. (9.31d)

Equations (9.31a) are the vertical and horizontal equilibrium equations at joint
A; eqs. (9.31b) are the vertical and horizontal equilibrium equations at joint B;
eqs. (9.31c) are the corresponding equations at joint C; and finally, eqs. (9.31d) are
the corresponding equations at joint D.

These 8 equilibrium equations can used to determine 8 independent forces. If the
number of forces (bar and reaction forces) is larger than the number of equations, the
problem is hyperstatic. If the number of forces equals the number of equations, the
problem is isostatic and a complete solution can be obtained from the equilibrium
equations alone. In this case, the problem is isostatic because the 8 equilibrium
equations of the problem are sufficient to compute the 5 bar plus the 3 reaction forces.
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9.5.3 Solution using kinematically admissible virtual displacements

In section 9.3.1, the principle of virtual work for a single particle is developed by
multiplying the particle’s equilibrium equation by an arbitrary virtual displacement,
to obtain eq. (9.8), which is a statement of the principle of virtual work. A similar ap-
proach is followed here to develop the principle of virtual work for the five-bar truss
depicted in fig. 9.31. Newton’s law is used to obtain the joint equilibrium equations,
eqs. (9.31); of these 8 equations, the 5 that correspond to equilibrium in an uncon-
strained direction are multiplied by virtual displacements to construct the following
statement

[PA − FAD] δuA
1 + [PB − FBC − FBD sin θ] δuB

1

+ [−FAB − FBD cos θ] δuB
2 + [FBC ] δuC

1 + [PC − FCD] δuC
2 = 0,

(9.32)

where δuA
1 is a vertical virtual displacement at joint A, δuB

1 and δuB
2 vertical and

horizontal virtual displacements at joint B, and δuC
1 and δuC

2 the corresponding
quantities at joint C. These are kinematically admissible virtual displacements be-
cause they do not violate any of the geometric boundary conditions of the problem.
A horizontal virtual displacement at joint A, or any virtual displacements at joint
D would violate the geometric boundary conditions at those joints and are not con-
sidered here. If the truss is in equilibrium, eq. (9.32) vanishes for all kinematically
admissible virtual displacements.

The various terms in eq. (9.32) are now regrouped in the following manner

PAδuA
1 + PBδuB

1 + PCδuC
2 − FABδuB

2 − FADδuA
1

−FBC(δuB
1 − δuC

1 )− FBD(δuB
1 sin θ + δuB

2 cos θ)− FCDδuC
2 = 0.

(9.33)

The first 3 terms of this expression represent the virtual work done by the externally
applied forces,

δWE = PAδuA
1 + PBδuB

1 + PCδuC
2 , (9.34)

where each loading component is multiplied by the virtual displacement in the direc-
tion of action of the load. Equation (9.33) now simplifies to

δWE − FABδuB
2 − FADδuA

1 − FBC(δuB
1 − δuC

1 )

−FBD(δuB
1 sin θ + δuB

2 cos θ)− FCDδuC
2 = 0.

The last 5 terms of this equation represent the virtual work done by the internal
forces in the 5 bars. From eq. (9.30), the virtual elongation of bar AB is δeAB =
δuB

2 , and eq. (9.29) then yields the bar’s internal virtual work as −FABδeAB =
−FABδuB

2 . The virtual elongations in the other four bars are δeAD = δuA
1 , δeBC =

δuB
1 − δuC

1 , δeBD = δuB
1 sin θ + δuB

2 cos θ, and δeCD = δuC
2 . The virtual work

done by all internal forces now becomes

δWI = −FABδeAB − FADδeAD − FBCδeBC − FBDδeBD − FCDδeCD, (9.35)

and eq. (9.33) reduces to
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δW = δWE + δWI = 0, (9.36)

for all kinematically admissible virtual displacements.
The reasoning can be reversed: if eq. (9.36) holds for all kinematically admissible

virtual displacements, eq. (9.32) then holds and the equilibrium equations of the
problem follow. The results obtained here can be combined into another statement
of the principle of virtual work.

Principle 5 (Principle of virtual work) A structure is in static equilibrium if and
only if the sum of the internal and external virtual work vanishes for all kinematically
admissible virtual displacements.

9.5.4 Solution using arbitrary virtual displacements

The development presented above is based on kinematically admissible virtual dis-
placements, but this is not the only possible approach. Newton’s law is used to obtain
the 8 joint equilibrium equations, eqs. (9.31). Multiplying each of these equilibrium
equations by a virtual displacement leads to the following statement

[PA − FAD] δuA
1 + [HA + FAB ] δuA

2 + [PB − FBC − FBD sin θ] δuB
1

+ [−FAB − FBD cos θ] δuB
2 + [FBC ] δuC

1 + [PC − FCD] δuC
2

+ [VD + FAD + FBD sin θ] δuD
1 + [HD + FCD + FBD cos θ] δuD

2 = 0.

(9.37)

If the truss is in equilibrium, eq. (9.37) vanishes for all virtual displacements.
In contrast to eqs. (9.32), these equations include the horizontal and vertical re-

action forces acting at joint D, denoted VD and HD, respectively, and the horizontal
reaction force at joint A, denoted HA. In addition, δuA

2 is the horizontal virtual dis-
placement component at point A, and δuD

1 and δuD
2 are the vertical and horizontal

virtual displacement components at point D, respectively. These three virtual dis-
placement components violate the geometric boundary conditions of the problem,
i.e., they are not kinematically admissible.

Regrouping terms in eq. (9.37) leads to

PAδuA
1 + PBδuB

1 + PCδuC
2 + HAδuA

2 + VDδuD
1 + HDδuD

2

−FAB(δuB
2 − δuA

2 )− FAD(δuA
1 − δuD

1 )− FBC(δuB
1 − δuC

1 )

−FBD

[
(δuB

1 − δuD
1 ) sin θ + (δuB

2 − δuD
2 ) cos θ

]− FCD(δuC
2 − δuD

2 ) = 0.
(9.38)

The first 6 terms of this expression represent the virtual work done by the externally
applied forces,

δWE = PAδuA
1 + PBδuB

1 + PCδuC
2 + HAδuA

2 + VDδuD
1 + HDδuD

2 , (9.39)

where each loading component is multiplied by the virtual displacement in the direc-
tion of action of the load. Because virtual displacements that violate the geometric
boundary conditions are used here, the virtual work done by the reaction forces does
not vanish, and the reaction forces must be treated as externally applied forces.
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Equation (9.38) now simplifies to

δWE − FAB(δuB
2 − δuA

2 )− FAD(δuA
1 − δuD

1 )− FBC(δuB
1 − δuC

1 )

− FBD

[
(δuB

1 − δuD
1 ) sin θ + (δuB

2 − δuD
2 ) cos θ

]− FCD(δuC
2 − δuD

2 ) = 0.
(9.40)

The last 5 terms of this equation represent the virtual work done by the internal forces
in the 5 bars as can be shown by the following reasoning. The virtual elongations in
the five bars are given with the help of eq. (9.30) as δeAB = δuB

2 − δuA
2 , δeAD =

δuA
1 − δuD

1 , δeBC = δuB
1 − δuC

1 , δeBD = (δuB
1 − δuD

1 ) sin θ +(δuB
2 − δuD

2 ) cos θ,
and δeCD = δC

2 −δuD
2 , which are updated to reflect the presence of virtual displace-

ments that violate the geometric constraints. Using these, the last 5 terms in eq. (9.40)
become −FABδeAB − FADδeAD − FBCδeBC − FBDδeBD − FCDδeCD = δWI

so that eq. (9.38) reduces to eq. (9.36).
The reasoning can be reversed: if eq. (9.36) holds for all virtual displacements,

eq. (9.37) then holds and the equilibrium equations of the problem follow.
These results can be combined into the following statement of the principle of

virtual work.

Principle 6 (Principle of virtual work) A structure is in static equilibrium if and
only if the sum of the internal and external virtual work vanishes for all virtual
displacements.

Although the above two principles are established for the simple truss structure
depicted in fig. 9.31, it will be shown later that they are applicable to general struc-
tures. These two principles are nearly identical. When the principle of virtual work is
used with kinematically admissible virtual displacements as principle 5, the virtual
work done by the externally applied forces does not include the reaction forces; the
virtual work they perform automatically vanishes because the corresponding virtual
displacements are zero, see eq. (9.34). For the 5 bar truss, application of this principle
yields the five equilibrium equations in eqs. (9.31) that do not involve the reaction
forces.

When the principle of virtual work is used with arbitrary virtual displacements
as principle 6, the virtual work done by the reactions forces must be included in the
statement of the external virtual work, see eq. (9.39). For the 5 bar truss, application
of this principle yields all 8 of the equilibrium equations, eqs. (9.31), two at each of
the four joints in the truss.

These principles are derived from Newton’s law to which they are entirely equiv-
alent. When arbitrary virtual displacements are used, all equilibrium equations of
the problem are recovered. If the virtual displacements are limited to those that are
kinematically admissible, a subset of the equilibrium equations is recovered.

Example 9.13.
The three-bar planar truss depicted in fig. 9.32 is a simple hyperstatic truss with a
single free joint. It is subjected to a vertical load P at joint O, where the three bars are
pinned together. The three bars are identified by the joints at which they are pinned

Three-bar truss using principle of virtual work
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to the ground, denoted as A, B, and C. AA, AB and AC are the cross-sectional
areas of bars A, B, and C, respectively, and EA, EB and EC denote their respective
Young’s moduli. The axial stiffnesses of the three bars are kA = (EA)A/LA =
(EA)A cos θ/L, kB = (EA)B/L, and kC = (EA)C cos θ/L, respectively.

This problem is hyperstatic of order 1, and it is solved using the displacement and
force methods in examples 4.4 on page 147 and example 4.6 on page 152. In these
two earlier examples, the stiffnesses of bars A and C are assumed to be identical to
simplify the problem. This assumption is not made in the present example.

L

A

A

B

B

C

C
q q

O

P P

FA

FB FC

Free body
diagrams

u1

u2

i1

i2

VA VB
VCHA

HB
HC

Fig. 9.32. Three-bar truss configuration with free-body diagram.

The virtual displacement vector for point O is δu = δu1 ı̄1 + δu2 ı̄2. Equa-
tion (9.30) then gives the bar virtual elongations as δeA = δu1 cos θ + δu2 sin θ,
δeB = δu1, and δeC = δu1 cos θ− δu2 sin θ, for bars A, B and C, respectively. The
principle of virtual work now states that

δW = δWE + δWI

= Pδu1 − FA(δu1 cos θ + δu2 sin θ)− FBδu1 − FC(δu1 cos θ − δu2 sin θ)
= − [FA cos θ + FB + FC cos θ − P ] δu1 − sin θ [FA − FC ] δu2 = 0,

for all arbitrary virtual displacement components, δu1 and δu2. Because these com-
ponents are arbitrary, the two bracketed terms must vanish, leading to the two equi-
librium equations of the problem, FA cos θ + FB + FC cos θ = P and FA = FC .
Because these two equilibrium equations are not sufficient to evaluate the three bar
forces, the problem is hyperstatic of order 1.

The solution of the problem can be completed using the displacement method,
see section 4.3.2. The elongation-displacement equations are obtained by express-
ing the bar elongations in terms of the end-joint displacements using eq. (9.27).
This yields eA = u1 cos θ + u2 sin θ, eB = u1, and eC = u1 cos θ − u2 sin θ,
where eA, eB , and eC are the elongations of bars A, B and C, respectively, and
u = u1 ı̄1 + u2 ı̄2 is the displacement vector of point O. The constitutive laws are
FA = eA(EA)A cos θ/L, FB = eB(EA)B/L, and FC = eC(EA)C cos θ/L, for
bars A, B and C, respectively. Introducing the constitutive laws into the equilibrium
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equations, and the elongation-displacement equations into the resulting relationships
yield two equations for the two displacement components. It is convenient to write
these in matrix form as

cos2 θ

[
1 + (k̄A + k̄C) cos θ (k̄A − k̄C) sin θ

(k̄A − k̄C) sin θ (k̄A + k̄C) sin θ

]{
u1

u2

}
=

{
P̄L
0

}
,

where k̄A = (EA)A/(EA)B and k̄C = (EA)C/(EA)B are non-dimensional bar
stiffness ratios, and P̄ = P/(EA)B is the non-dimensional applied load. With sim-
ple matrix manipulations, this set of equations yields the non-dimensional displace-
ment components of point O as

u1

P̄L
=

k̄A + k̄C

k̄
,

u2

P̄L
= − k̄A − k̄C

k̄

cos θ

sin θ
, (9.41)

where k̄ = k̄A + k̄C + 4k̄Ak̄C cos3 θ. With the help of the elongation-displacement
equations, the bar non-dimensional elongations are found to be

eA

P̄L
=

2k̄C cos θ

k̄
,

eB

P̄L
=

k̄A + k̄C

k̄
,

eC

P̄L
=

2k̄A cos θ

k̄
.

Finally, the non-dimensional bar forces are obtained from the constitutive laws as

FA

P
=

FC

P
=

2 cos θ2k̄Ak̄C

k̄
,

FB

P
=

k̄A + k̄C

k̄
. (9.42)

Except for the fact that equilibrium equations are obtained from the principle of
virtual work rather than from Newton’s first law, the solution process presented here
is identical to that of the displacement method presented in section 4.3.2.

In this example, the principle of virtual work is used in conjunction with kinemat-
ically admissible virtual displacements. Figure 9.32 also shows free body diagrams
of the four nodes of the truss, and these involve the reaction forces at joints A, B, and
C. These reaction forces do not appear in the above developments because the vir-
tual displacements at joints A, B, and C are selected to be kinematically admissible,
i.e., all three are assumed to vanish. If arbitrary virtual displacements are selected,
the virtual work done by the reaction forces no longer vanishes. The external virtual
work is now

δWE = VAδuA
1 + HAδuA

2 + VBδuB
1 + HBδuB

2 + VCδuC
1 + HCδuC

2 + PδuO
1 ,

where δuA
1 and δuA

2 are the vertical and horizontal components of the virtual dis-
placement at joint A, and similar notations are used for the corresponding virtual
displacements at joints B, C, and O.

Next, the internal virtual work is evaluated as

δWI = −FA(cos θı̄1 + sin θı̄2) ·
[
(δuO

1 − δuA
1 )̄ı1 + (δuO

2 − δuA
2 )̄ı2

]

−FB ı̄1 ·
[
(δuO

1 − δuB
1 )̄ı1 + (δuO

2 − δuB
2 )̄ı2

]

−FC(cos θı̄1 − sin θı̄2) ·
[
(δuO

1 − δuC
1 )̄ı1 + (δuO

2 − δuC
2 )̄ı2

]
,



9.6 Principle of complementary virtual work 437

where the expressions for the root and tip virtual displacements of the bars reflect the
virtual displacements at joints A, B, and C, which violate the geometric boundary
conditions.

Invoking the principle of virtual work, principle 6, then yields

[VA + FA cos θ] δuA
1 + [HA + FA sin θ] δuA

2 + [VB + FB ] δuB
1 + [HB ] δuB

2

+ [VC + FC cos θ] δuC
1 + [HC − FC sin θ] δuC

2

+ [P − FA cos θ − FB − FC cos θ] δuO
1 + [FA sin θ − FC sin θ] δuO

2 = 0.

In this expression, all virtual displacement components are arbitrary, and this implies
that all bracketed terms must vanish. The last two terms yield the vertical and hori-
zontal equilibrium equations at joint O, which are the only two equations obtained
when kinematically admissible virtual displacements are used. The first six brack-
eted terms yield the six equilibrium equations involving the reaction forces at joints
A, B, and C.

The complete solution process mirrors that used earlier. First, the displacements
of joint O can be obtained from eq. (9.41). Next, the forces in bars A, B, and C
follow from eq. (9.42). Finally, the three bar forces can be introduced into the six
equilibrium equations at joints A, B, and C to obtain the six components of the
reaction forces at the corresponding points.

9.6 Principle of complementary virtual work

The basic equations of linear elasticity are derived in chapter 1. As shown in fig. 9.33,
these equations are divided into three groups: the equilibrium equations, the strain-
displacement relationships, and the constitutive laws. Given the proper boundary
conditions, these three groups of equations are sufficient to obtain solutions of elas-
ticity problems.

In addition, the strain compatibility equations impose constraints on the body’s
strain field. Because they can be derived from the strain-displacement relationships,
the compatibility equations do not form an independent set of equations and are not
required to solve elasticity problems. Their importance, however, arises in situations
where the displacement field is to be evaluated from the strain field. Because the six
strain components are expressed in terms of three displacement components only, the
problem is over-determined. The compatibility equations ensure that the strain field
can be derived from a compatible displacement field, i.e., a displacement field that
creates no gaps or overlaps in the solid. Consequently, the compatibility equations
can become a critical element of any solution procedure.

The principle of virtual work derived in the first part of this chapter is shown to
be entirely equivalent to the equilibrium equations, which are themselves a mathe-
matical restatement of Newton’s laws. The equivalence of these three statements is
indicated in fig. 9.33 by the double headed arrows joining the corresponding boxes.

Although expressed within markedly different formalisms, the principle of vir-
tual work and Newton’s laws are two entirely equivalent statements. Because New-
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Fig. 9.33. Relationship between the equations of elasticity and virtual work principles.

ton’s laws are the foundation of mechanics and elasticity, the principle of virtual
work is an equivalent, alternative foundation of mechanics and elasticity.

As discussed in chapter 1, the solution of any elasticity problem requires the
three groups of basic equations appearing in the middle row of fig. 9.33. Conse-
quently, because it is equivalent to only the equilibrium equations, the principle of
virtual work alone does not provide enough information to solve elasticity problems.
To obtain complete solutions to elasticity problems, it must be complemented with
strain-displacement relationships and constitutive laws.

In the next part of this chapter, a second virtual work principle will be developed:
the principle of complementary virtual work. As indicated in fig. 9.33, this virtual
work principle is entirely equivalent to the compatibility equations of the problem.
The principle of complementary virtual work alone does not provide enough infor-
mation to solve elasticity problems. It must be augmented with equilibrium equations
and constitutive laws to derive complete solutions to elasticity problems.

Clearly, the strain-displacement relationships and compatibility equations are
central to the understanding of the principle of complementary virtual work. Rather
than consider the more abstract general case, these concepts will be examined in the
next section for simple truss structures and in subsequent sections for more complex
beam structures.

9.6.1 Compatibility equations for a planar truss

Before deriving the principle of complementary virtual work, the kinematics and
compatibility equations for planar trusses will be investigated.
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Compatibility conditions

Consider the two-bar planar truss depicted in fig. 9.34, consisting of two bars, de-
noted bars A and C, joined together at point O, connected to the ground at points
A and C, respectively, and of lengths LA and LC , respectively. Let the two bars
undergo arbitrary elongations of magnitudes eA and eC , respectively; the loads that
create these elongations are irrelevant to the present discussion and are not shown in
the figure.

The configuration of the truss that is compatible with these elongations is eas-
ily found with the help of a purely geometric reasoning. Draw two circles of radii
LA + eA and LC + eC , centered at points A and C, respectively; the intersection of
these two circles, denoted point O’, is the connection point of the two bars in their de-
formed configuration. Given any two arbitrary elongations, the truss’s configuration
is easily found, assuming, of course, that the two circles intersect.

LA

L + eA A

eA

LC

L + eC C

eC

A C

O O’

i2

i1

Fig. 9.34. Two-bar truss in the original and
deformed configurations.

L + eA A

L + eC C

O’

A B
C

O

q q

Fig. 9.35. Three-bar truss in the original and
deformed configurations.

Consider next the three-bar, planar truss shown in fig. 9.35 which is similar to the
two-bar truss considered in fig. 9.34 but with the addition of the middle bar, denoted
bar B, of length LB . Let bars A and C undergo arbitrary elongations of magnitudes
eA and eC , respectively. Using the geometric construction described in the previous
paragraph, the configurations of bars A and C are readily found, and point O’ is
obtained. The configuration of bar B is now uniquely defined, because it must join
points B and O’. If the deformed length of bar B is denoted L′B , its elongation is then
eB = L′B −LB . Clearly, the elongations of the three bars are no longer independent
because, given eA and eC , eB can be obtained from simple geometric considerations.

Instead of using this purely a geometric reasoning, the same conclusions can be
reached by using the elongation-displacement equations of the problem. Consider
first the two-bar truss depicted in fig. 9.34. Let u = u1 ı̄1 + u2 ı̄2 be the displacement
vector of point O. The elongations of bars A and C simply correspond to the projec-
tions of this displacement vector along the directions of the bars, see eq. (9.27), to
find

eA = u1 cos θ + u2 sin θ, eC = u1 cos θ − u2 sin θ. (9.43)

These equations relate the elongations, eA and eC , of the two bars to the two com-
ponents of displacement of point O, u1 and u2, and can be inverted to find the dis-
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placement components as a function of the elongations: u1 = (eA + eC)/(2 cos θ)
and u1 = (eA − eC)/(2 sin θ). The final configuration of the system is uniquely de-
fined if the two displacement components, u1 and u2, are given. Alternatively, if the
two elongations are given, the two displacement components can be evaluated using
eq. (9.43), and the final system configuration is obtained.

Consider now the three-bar truss shown in fig. 9.35. The elongations of bars A,
B and C, correspond to the projections of the displacement vector of point O along
the directions of the bars, see eq. (9.27), to find

eA = u1 cos θ + u2 sin θ, eB = u1, eC = u1 cos θ − u2 sin θ. (9.44)

The present situation is quite different from that examined in the previous paragraph.
Whereas the elongations of the three bars can readily be expressed in terms of the
two displacement components, it is not possible to express the two displacement
components in terms of the three elongations. This stems from the fact that given
the three elongations, eqs. (9.44) form an over-determined set three equations for the
two unknown displacement components. It is possible, however, to eliminate the two
displacement components from eqs. (9.44) to find the compatibility equation of the
problem

eA − 2eB cos θ + eC = 0. (9.45)

With this approach to the problem, it is easy to predict the number of compatibility
equations: because the three bar elongations are expressed in terms of two displace-
ment components, a single compatibility condition exists.

This simple example underlines a fundamental difference between the two- and
three-bar trusses shown in figs. 9.34 and 9.35, respectively. For the two-bar truss,
the deformed configuration of the system can be determined through purely geomet-
ric constructions, given the elongations of each bar. For the three-bar truss, the bar
elongations are not independent of each other and must satisfy a compatibility con-
dition. If this condition is satisfied, the deformed configuration of the system can be
determined through purely geometric constructions.

Another fundamental difference between these two trusses exists: the two-bar
truss is isostatic, whereas its three-bar counterpart is hyperstatic. In fact, the number
of compatibility equations is equal to the order of redundancy of the hyperstatic
problem, as defined in section 4.3. For isostatic problems, the order of redundancy is
zero and therefore, the number of compatibility equations is zero.

To better understand the relationship between the number of compatibility equa-
tions and the order of a hyperstatic system, consider the following reasoning. The
two-bar truss involves two force components (the forces in the two bars) that are
linked by two equilibrium equations, the horizontal and vertical equilibrium equa-
tions for the forces acting at joint O. These two forces can be determined solely from
the equilibrium equations, and hence, the system is isostatic. The same truss involves
two elongations (the elongations in the two bars) that are related to the two displace-
ment components of joint O. The two displacements are uniquely defined by the two
elongations, leaving no compatibility conditions.
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In contrast, the three-bar truss involves three force components (the forces in the
three bars) that are linked by two equilibrium equations, the horizontal and verti-
cal equilibrium equations for the forces acting at joint O. These three forces cannot
be determined from the two equilibrium equations, and hence, the system is hyper-
static of degree 1. The same truss involves three elongations (the elongations in the
three bars) that are related to the two displacement components of joint O. The three
elongations must satisfy one condition to be compatible with the two displacement
components.

In a general planar truss, the number of force components (one per bar) equals the
number of elongations (one per bar). Each node of the truss introduces two indepen-
dent displacement components and two independent equilibrium equations along two
orthogonal directions. Starting from an isostatic configuration, the addition of one
bar connecting existing joints results in a hyperstatic system of order 1 and creates
one compatibility equation. Each additional bar connecting existing joints increase
the order by one and creates a new compatibility equation. Therefore, the number of
compatibility equations will always equal the order of the hyperstatic problem.

9.6.2 Principle of complementary virtual work for trusses

As illustrated in fig. 9.33, the principle of complementary virtual work focuses on
a single group of equations, the strain-displacement relationships, instead of New-
ton’s law, which the principle of virtual work focuses on. The strain-displacement
equations simply provide a definition of the strains, and they are based on purely
geometric arguments, as discussed in section 1.4.

Three-bar truss under applied load

Consider the three-bar truss depicted in fig. 9.36. It is assumed to undergo compatible
deformations so that the three bar elongations satisfy the elongation-displacement
relationships, eqs. (9.44). The following statement is now constructed

δW ′ =− [eA − u1 cos θ − u2 sin θ] δFA − [eB − u1] δFB

− [eC − u1 cos θ + u2 sin θ] δFC = 0,
(9.46)

where δFA, δFB , and δFC are three arbitrary quantities, called virtual forces, and
δW ′ is the complementary virtual work.

The bracketed terms are the three elongation-displacement relationships of
the system. Since the truss undergoes compatible deformations, the elongation-
displacement equations are satisfied, and the bracketed terms in the statement vanish.
Hence, the above statement is true for any arbitrary virtual forces, δFA, δFB , and
δFC . Simple algebraic manipulations then lead to

δW ′ =− eAδFA − eBδFB − eCδFC

+u1 (δFA cos θ + δFB + δFC cos θ) + u2 sin θ (δFA − δFC) = 0,
(9.47)

for all virtual forces.
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Figure 9.36 depicts a free body diagram of joint O, and the equilibrium equations
are found as FA cos θ + FB + FC cos θ = P and FA − FC = 0. A set of forces that
satisfies these equilibrium equations is said to be statically admissible.

Figure 9.36 also shows a set of virtual

A B
C

O

q q

PP

FA
dFA

FB
dFB

FC dFC

Fig. 9.36. Three-bar truss with applied
load.

forces acting at joint O. These virtual forces
are said to be statically admissible virtual
forces if they satisfy the following equilib-
rium equations at the joint,

δFA cos θ + δFB + δFC cos θ = 0,

δFA − δFC = 0.
(9.48)

These equations do not include the externally
applied loads because δP = 0 for a specified
or given value of P . The geometry of the system is given, hence δθ = 0.

Statement (9.47) is true for all arbitrary virtual forces. If the virtual forces, how-
ever, are required to be statically admissible, that is if eqs. (9.48) are satisfied, a much
simpler statement results

δW ′ = −eAδFA − eBδFB − eCδFC = 0, (9.49)

for all statically admissible virtual forces. The internal virtual work done by a force,
F , in a bar undergoing an elongation, e, is defined by eq. (9.29) as δWI = −Fδe. In
statement (9.49), the three terms represent the internal complementary virtual work
of the truss,

δW ′
I = −eAδFA − eBδFB − eCδFC = −

Nb∑

i=1

eiδFi, (9.50)

where the last equality gives the general expression for internal complementary vir-
tual work in a truss consisting of Nb bars. Statement (9.49) is now recast in a compact
form as

δW ′ = δW ′
I = 0, (9.51)

for all statically admissible virtual forces.
The reasoning developed in the previous paragraphs can be reversed. Equa-

tion (9.51) is equivalent to statement (9.49). If this statement holds for all statically
admissible virtual forces, eq. (9.47) must also hold under the same conditions. Sim-
ple algebraic manipulations then lead to eq. (9.46) which implies the elongation-
displacement relationships of the problem, because the virtual forces are arbitrary.
Although the developments presented above apply to a three-bar truss, all the steps
of the reasoning would still hold for trusses of arbitrary configuration.

Three-bar truss under prescribed displacement

The three-bar truss depicted in fig. 9.37 is similar to the truss discussed in the previ-
ous section, except that instead of being subjected to a concentrated load at joint O,
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the downward vertical displacement of joint B is now prescribed to be of magnitude
∆.

Prescribed displacements form an important class of problem parameters. Imag-
ine that a displacement-controlled actuator, such as a screw-jack or a displacement-
controlled servo-hydraulic actuator, is oriented downward at point B. The natural
length of vertical bar BO is L, and displacement ∆ is prescribed. The actuator will
provide whatever force is required to obtain the specified displacement. The force
required to obtain the specified displacement, often called the “driving force,” D, is
as yet unknown.

A prescribed displacement of this type
A

B

B

C

O

q q

FB

D

D
L

Fig. 9.37. Three-bar truss with prescribed
displacement.

fundamentally affects the statement of the
principle of complementary virtual work
because it directly impacts the compat-
ibility equations. Indeed, the elongation-
displacement relationship for bar B now be-
comes eB = u1 −∆, instead of eB = u1.

The following statement of comple-
mentary virtual work is constructed from
the compatibility equations expressed in
homogeneous form

δW ′ =− [eA − u1 cos θ − u2 sin θ] δFA − [eB − u1 + ∆] δFB

− [eC − u1 cos θ + u2 sin θ] δFC = 0,
(9.52)

where δFA, δFB , and δFC are, here again, arbitrary virtual forces. This statement
should be compared to eq. (9.46), written for the same truss in the absence of a
prescribed displacement.

Because the truss undergoes compatible deformations, the elongation-
displacement equations are satisfied, and the bracketed terms in the statement vanish.
Simple algebraic manipulations then lead to

δW ′ = −eAδFA − eBδFB − eCδFC −∆ δFB

+ u1 (cos θδFA + δFB + cos θδFC) + u2 sin θ (δFA − δFC) = 0,
(9.53)

for all arbitrary virtual forces.
Consider now a set of statically admissible virtual forces that satisfy the follow-

ing equilibrium equations,

δFA cos θ + δFB + δFC cos θ = 0, δFA − δFC = 0, δFB + δD = 0, (9.54)

where the first two equations correspond to the equilibrium conditions of joint O and
the third to that at joint B. The virtual driving force, δD, does not vanish because this
force is unknown.

Statement (9.53) is true for all arbitrary virtual forces. If the virtual forces are
required to be statically admissible, however, a simpler statement results,

δW ′ = ∆ δD − eAδFA − eBδFB − eCδFC = 0. (9.55)
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As observed earlier, the last three terms of this expression represent the internal com-
plementary virtual work, δW ′

I , as defined in eq. (9.50). The product of a force, D, by
the displacement of its point of application in the direction of the force, ∆, is defined
in section 9.2.2 as the work done by the force, W = D∆. The virtual work done
by the same force is introduced in section 9.3.4 as the product of the real force by a
virtual displacement, δW = D δ∆. In statement 9.55, the first term is the product
of the true displacement by a virtual force, and is called the external complementary
virtual work,

δW ′
E = ∆ δD. (9.56)

Statement (9.55) is now recast in a compact form as

δW ′ = δW ′
E + δW ′

I = 0, (9.57)

for all statically admissible virtual forces. In the absence of prescribed displace-
ments, the external complementary virtual work vanishes and the simpler statement
of eq. (9.51) remains. As before, the reasoning can be reversed: statement 9.52 can
be recovered from statement 9.57. Consequently, the elongation-displacement are
obtained and the truss undergoes compatible deformations.

In summary, the elongation-displacement relationships of the problem are
satisfied if and only if the sum of the external and internal complementary virtual
work vanishes for all statically admissible virtual forces. This leads to the principle
of complementary virtual work.

Principle 7 (Principle of complementary virtual work) A truss undergoes com-
patible deformations if and only if the sum of the internal and external complemen-
tary virtual work vanishes for all statically admissible virtual forces.

In this principle, the virtual forces must be statically admissible. If the com-
plementary virtual work is required to vanish for all arbitrary virtual forces, i.e.,
for all independently chosen arbitrary δFA, δFB , δFC , and δD, eq. (9.55) implies
eA = eB = eC = ∆ = 0, which in turn, implies that the truss cannot deform. This
is clearly not correct.

Because the virtual forces are statically admissible, they must satisfy eq. (9.54),
which forms a set of three equations for the four statically admissible virtual forces.
This means that it is possible to express three of the virtual force components in
terms of the fourth: δFB = −2δFA cos θ, δFC = δFA, and δD = 2δFA cos θ, for
example. The principle of complementary virtual work now becomes

δW ′ = ∆(2δFA cos θ)− eAδFA − eB(−2δFA cos θ)− eCδFA

= [2∆ cos θ − eA + 2eB cos θ − eC ] δFA = 0.

Since the remaining virtual force component, δFA, is now entirely arbitrary, the
bracketed term must vanish, yielding the compatibility equation of the problem:
eA − 2(eB + ∆) cos θ + eC = 0.

Clearly, when the concept of statically admissible virtual forces is properly inter-
preted, the principle of complementary virtual work yields the correct compatibility
equation of the problem.
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9.6.3 Complementary virtual work

Complementary virtual work is defined as the work done by virtual forces acting
through real displacements. In this sense, it is complementary to the virtual work
done by real forces acting through virtual displacements. In both cases, the real quan-
tities are assumed to remain fixed during the application of the virtual quantities. The
meaning of the term “complementary” will be illustrated in the following discussion.

Consider a uniform bar fixed at one Force

Displacement
du

dF

Virtual
work

Complementary
virtual work

u

F

dW

dW´

W´

W

Fig. 9.38. Work and complementary work and
their virtual counterparts.

end and subjected to an axial load, F ,
at its tip and let the resulting tip de-
flection or elongation be denoted u.
The material the bar is made of is not
necessarily linearly elastic, and hence,
the load-displacement curve is not a
straight line, as illustrated in fig. 9.38.

As the displacement increases from
0 to u, the work done by the tip force is
W =

∫ u

0
F du, see eq. (9.7). This in-

tegral corresponds to the area under the
curve shown in fig. 9.38. If the material
is linearly elastic, say F = ku, where k is the axial stiffness of the bar, the work
simply becomes W =

∫ u

0
ku du = ku2/2 = Fu/2.

The complementary work is defined as W ′ =
∫ F

0
u dF , and corresponds to the

area to the left of the load-displacement curve, as indicated in fig. 9.38. Note that for
a nonlinearly elastic material, the work and complementary work are not equal. For
a linearly elastic material, however, W ′ =

∫ F

0
F/k dF = F 2/(2k) = Fu/2 = W .

For either linearly or nonlinearly materials, W + W ′ = Fu, which explains why the
complementary work is called “complementary.”

The virtual work and complementary virtual work are also shown in fig. 9.38.
The virtual work is the shaded area to the right of that representing the work itself.
While computing the work done by the applied force, the force is a function of the
displacement, F = F (u), but when computing the virtual work, the force is held
constant. As discussed in example 9.2, the term “virtual” used to qualify the virtual
displacements indicates that the forces remain unchanged by these virtual displace-
ments.

The complementary virtual work is the shaded area above that representing the
complementary work itself. While computing the complementary work done by the
applied force, the displacement is a function of the force, u = u(F ), but when
computing the complementary virtual work, the displacement is held constant. Here
again, the term “virtual forces” emphasizes the fact that the displacements remain
unchanged by these virtual forces.
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9.6.4 Applications to trusses

By now, the similarities and differences between the principle of virtual work and
the principle of complementary virtual work are clear.

• The principle of virtual work focuses of the equilibrium equations of the sys-
tem, whereas the principle of complementary virtual work focuses on the strain-
displacement equations, see fig. 9.33.

• The principle of virtual work identifies the equilibrium state of the system from
among all kinematically compatible configurations; the principle of comple-
mentary virtual work identifies the kinematically compatible configuration from
among all statically admissible states.

• The concepts of virtual displacements and virtual forces are subjected to similar
restrictions: the former leave the real system forces unchanged, whereas the latter
leave real system displacements unchanged.

• The work and its complementary counterpart complement each other as illus-
trated in fig. 9.38.

To generalize these results, consider a planar truss consisting of a number of bars
connected at N nodes. When using arbitrary virtual displacements, the principle of
virtual work will provide 2N equilibrium equations corresponding to 2 equilibrium
equations at each of the N nodes. On the other hand, the principle of complementary
virtual work yields the compatibility equations of the problem: n equations will be
produced for a hyperstatic truss of order n. If the truss is isostatic, however, no com-
patibility equations exist, and the principle of complementary virtual work yields no
information about the system.

The principle of virtual work provides a statement of equilibrium. When supple-
mented with the strain-displacement relationships and constitutive laws, it enables
the systematic development of the displacement method of solution first presented
in section 4.3.2. This approach is easily implemented using computers that can solve
the resulting large sets of linear equations.

The principle of complementary virtual work, on the other hand, provides a state-
ment of compatibility. When supplemented with the constitutive laws and equilib-
rium equations, it enables the development of the force method first presented in
section 4.3.3. More often than not, the hyperstatic order is much less than the number
of nodes, n ¿ N , and hence, the principle of complementary virtual work generates
only a few (n ¿ N ) equations, which would seem to lead to a simpler solution pro-
cess. The principle of complementary virtual work, however, suffers from a major
drawback: the virtual forces must be statically admissible, i.e., they must form a set
of self-equilibrating virtual forces. This implies that the equilibrium equations must
be derived at each joint of the truss before the principle can be applied. Thus, while
the principle of complementary virtual work generates fewer equations, it requires
much more extensive work for the generation of these equations. This problem hin-
ders the systematic application of this principle, and helps explain why the principle
of virtual work is used much more widely than its complementary counterpart.
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Example 9.14.
The three-bar truss problem depicted in fig. 9.36 is treated earlier in example 9.13
using the principle of virtual work. In this example, the principle of complementary
virtual work will be used to solve the same problem, which involves the three forces,
FA, FB , and FC , acting in bars A, B and C, respectively. The equations of equi-
librium of the problem are found earlier to be FA cos θ + FB + FC cos θ = P and
FA = FC , and the statically admissible virtual forces satisfy eqs. (9.48).

The principle of complementary virtual work now can be written as

δW ′ = −eAδFA − eBδFB − eCδFC = 0, (9.58)

for all statically admissible virtual forces. In this example, eA, eB , and eC are the
elongations of the three bars are the true displacements components of joint O along
the directions of bars A, B and C respectively. It is easy to verify from kinematics
that eA = u1 cos θ + u2 sin θ, eB = u1, and eC = u1 cos θ − u2 sin θ, where
u = u1 ı̄1 + u2 ı̄2 is the true displacement vector of joint O. The reaction forces at
the attachment points A, B, and C do not appear in the above statements because the
true displacements at those points are zero, and therefore the complementary virtual
work they perform also vanishes.

Because the virtual forces must be statically admissible, the three virtual forces
components are linked by the two equilibrium conditions, eqs. (9.48), and hence, it
is possible to express two of them in terms of the third: δFA = δFC and δFB =
−2 cos θδFC . The complementary virtual work then becomes

δW ′ = −eAδFC + 2eB cos θδFC − eCδFC = − [eA − 2eB cos θ + eC ] δFC = 0.

The virtual force δFC is arbitrary, and therefore the bracketed term must vanish,
yielding the elongation compatibility equation for the problem

eA − 2eB cos θ + eC = 0. (9.59)

Using the force method, this equation, when combined with the two equilibrium
equations, can be used to solve for the 3 unknown bar forces. The constitutive laws
are FA = eA cos θ(EA)A/L, FB = eB(EA)B/L, and FC = eC cos θ(EA)C/L,
for bars A, B and C, respectively. Expressing the elongations in terms of forces in
the compatibility equation, eq. (9.59), yields

FA

k̄A
− 2FB cos2 θ +

FC

k̄C
= 0,

where k̄A = (EA)A/(EA)B and k̄C = (EA)C/(EA)B are non-dimensional stiff-
ness ratios.

The equilibrium equations of the problem are FA cos θ + FB + FC cos θ = P
and FA = FC , and these two equilibrium equations, together with the compatibility
equation expressed in terms of forces, form a set of three equations for the three force
components, which are found to be

Three-bar truss under vertical load at joint
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FA

P
=

FC

P
=

2k̄Ak̄C cos2 θ

k̄
,

FB

P
=

k̄A + k̄C

k̄
,

where k̄ = k̄A + k̄C + 4k̄Ak̄C cos3 θ is the non-dimensional stiffness of the truss.
This result is identical to that found with the principle of virtual work, see eq. (9.42).

Bar elongations are then evaluated with the help of the constitutive laws, and
finally, the displacement can be obtained from the elongation-displacement relation-
ships.

As expected, all results are identical to those found using the principle of virtual
work. Except for the fact that the compatibility equations are obtained from the prin-
ciple of complementary virtual work rather than geometric arguments, the solution
process presented here mirrors that of the force method developed in section 4.3.3.

Example 9.15.
Next, the same three-bar truss problem will be treated again, but the structure is
now subjected to a prescribed displacement, ∆, at point B, as depicted in fig. 9.37.
This problem involves involves the three forces, FA, FB , and FC , acting in bars
A, B, and C, respectively, and the driving force, D, applied at point B to achieve
the specified displacement, ∆. The equilibrium equations of the problem are found
earlier as FA cos θ + FB + FC cos θ = 0, FA − FC = 0, and FB + D = 0, and the
statically admissible virtual forces must satisfy eqs. (9.54).

The principle of complementary virtual work is

δW ′ = ∆ δD − eAδFA − eBδFB − eCδFC = 0, (9.60)

for all statically admissible virtual forces. The elongations of the three bars, eA, eB ,
and eC , are associated with the true displacements of point O along the directions of
bars A, B and C respectively.

Because the virtual forces must be statically admissible, the three virtual forces
components are linked by the two equilibrium conditions, eqs. (9.54), and hence, it
is possible to express three of them in terms of the fourth: δFA = δFC , δFB =
−2 cos θ δFC , and δD = 2 cos θ δFC . The complementary virtual work then be-
comes

δW ′ = [2∆ cos θ − eA + 2eB cos θ − eC ] δFC = 0.

The virtual force δFC is arbitrary and therefore, the bracketed term must vanish. This
yields the elongation compatibility equation for the problem

eA − 2(eB + ∆) cos θ + eC = 0. (9.61)

Using the force method, this equation, when combined with the 3 equilibrium
equations, can be used to solve for the 4 unknown bar forces. The constitutive laws
are FA = eA cos θ(EA)A/L, FB = eB(EA)B/L, and FC = eC cos θ(EA)C/L,
for bars A, B, and C, respectively. Expressing the elongations in terms of forces in
the compatibility equation, eq. (9.59), yields

FA

2k̄A cos2 θ
− FB +

FC

2k̄C cos2 θ
=

∆

L
(EA)B ,

Three-bar truss under prescribed displacement
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where k̄A = (EA)A/(EA)B and k̄C = (EA)C/(EA)B are non-dimensional stiff-
ness ratios for bars A and C, respectively.

The equilibrium equations of the problem are FA cos θ + FB + FC cos θ = 0,
FA − FC = 0, and FB + D = 0. These three equilibrium equations, together with
the above compatibility equation expressed in terms of forces, form a set of four
equations for the four force components. The non-dimensional forces in bars A and
C are found as

FA

(EA)B
=

FC

(EA)B
=

2k̄Ak̄C cos2 θ

k̄

∆

L
,

whereas the non-dimensional driving force, D, and the force in bar B are

D

(EA)B
= − FB

(EA)B
=

(
1− k̄A + k̄C

k̄

)
∆

L
,

where k̄ = k̄A + k̄C + 4k̄Ak̄C cos3 θ is the non-dimensional stiffness of the truss.
Bar elongations are evaluated with the help of the constitutive laws, and finally,

the displacement can be obtained from the elongation-displacement relationships.

9.6.5 Problems

Problem 9.13. Three springs in series
(1) Use the principle of complementary virtual work

D

P P

CBA

k k 2k

Fig. 9.39. Three-spring hyperstatic
system.

to determine the forces in each of the three springs
connected in series depicted in fig. 9.39. (2) Find the
solution of the same problem using the force method
developed in section 4.3.3. (3) Compare the two so-
lution approaches.

9.6.6 Unit load method for trusses

In section 9.6, the principle of complementary virtual work is shown to yield the
compatibility equations of a system. It is also the basis for a general approach, called
the unit load method, to determine deflections at specific points of structures. This
simple and elegant method provides the displacement or rotation at any point of a
structure. It will be presented here in the context of truss structures.

Consider the two-bar truss subjected to a load P , as depicted in fig. 9.40. Based
on Newton’s law or on the principle of virtual work, the equilibrium equations of the
problem can be derived, and with the help of the free body diagram shown in the
figure can be used to find the actual forces in the bars, FA and FB .

Next, the principle of complementary virtual work will be use to determine the
displacement of point O in the direction of the applied load. To accomplish this,
imagine that the displacement of point O is prescribed to be of magnitude ∆ in the
vertical direction, as indicated in the right part of fig. 9.40. Because the displace-
ment at point O is prescribed to be ∆, the external complementary work is given by
eq. (9.56) as δW ′

E = ∆δD, where δD is the virtual driving force that is applied to
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Fig. 9.40. The unit load method for a two-bar truss.

achieve the desired displacement, ∆. The principle of complementary virtual work,
eq. (9.57), now implies δW ′

E + δW ′
I = 0 and can be recast as

∆δD = −δW ′
I , (9.62)

for all statically admissible virtual forces.
The internal complementary virtual work is given by eq. (9.50) as δW ′

I =
−eAδFA − eCδFC , where eA and eC are actual elongations of bars A and C,
respectively. The principle of complementary virtual work, eq. (9.62), becomes
∆δD = eAδFA + eCδFC . For a more general truss consisting of Nb bars, this
statement can be written as

∆δD =
Nb∑

i=1

eiδFi, (9.63)

for all statically admissible virtual forces.
Let δD, δFA and δFC be a set of statically admissible virtual forces; the free

body diagram in the right part of fig. 9.40 leads to δFA−δFC = 0 and δD− (δFA +
δFC) cos θ = 0. Because the two equilibrium equations of the system link the three
virtual forces, δD, δFA and δFC , it is possible to select one arbitrarily, and the other
two are then obtained from the equilibrium equations. In the unit load method, the
virtual driving force is select to be a unit load, δD = 1, from which it follows that
δFA = δFC = ∆δD/(2 cos θ) = 1/(2 cos θ).

To simplify the notation, let δD = 1 be a unit virtual driving force and let δFA =
F̂A and δFC = F̂C denote the corresponding statically admissible virtual forces.
Equation (9.63) now becomes

∆ =
Nb∑

i=1

F̂i ei. (9.64)

This equation yields the desired displacement at a point of the truss.
Two distinct sets of forces are involved in the unit load approach: Fi and F̂i.

Forces Fi are the actual forces that develop in the bars under the externally applied
loads. Because these forces are the actual forces acting in the system, they must
satisfy all equilibrium conditions, and the associated elongations must be compatible.
Forces F̂i and the unit driving force form a set of statically admissible forces, as
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required by the principle of complementary virtual work. Because these forces are
statically admissible, they must satisfy the equilibrium equations, but the associated
elongations are not required to be compatible.

Equation (9.64) seems to be incorrect because the left-hand side has units of dis-
placement, whereas the right-hand side has units of force times displacement. This is
because the virtual driving force is selected to be of unit magnitude. Equation (9.64)
should be written as 1 · ∆ =

∑Nb

i=1 F̂i ei, where the term “1” has units of force,
which reconciles the units on the two sides of the equation.

If the bars are made of a linearly elastic material, the actual, compatible elonga-
tions of the bars are obtained as ei = FiLi/(EiAi). Equation (9.64) now becomes

∆ =
Nb∑

i=1

F̂iFiLi

EiAi
. (9.65)

The unit load method is based on the principle of complementary virtual work,
which expresses compatibility conditions. Material constitutive laws are not consid-
ered in the derivation of this principle, which therefore remains true for all constitu-
tive laws. Consequently, the unit load method for trusses as expressed by eq. (9.64)
applies for all material behavior, whereas the use of eq. (9.65) is limited to linearly
elastic materials.

The unit load method applied to truss structures can be summarized in the fol-
lowing three steps.

1. Determine the forces, Fi, i = 1, 2, . . . , Nb, acting in the bars under the effect
of the externally applied loads. From these determine ei, i = 1, 2, . . . , Nb using
the constitutive law for the material.

2. Determine the bar forces, F̂i, i = 1, 2, . . . , Nb. These form a set of statically
admissible forces in equilibrium with a unit load applied at the point and in the
direction of the desired displacement component. This is called the unit load
system.

3. Use eq. (9.64) to evaluate the displacement component at the point and in the
direction of application of the unit load. If the truss is made of a linearly elastic
material, use eq. (9.65).

The first two steps of the procedure require the evaluation of two sets of bar forces
generated by two distinct loading conditions: first, the externally applied loads, and
second, a unit load applied at a joint. If the truss is isostatic, bar forces can be eval-
uated based on the equilibrium equations at each joint of the truss. If the truss is
hyperstatic, the unit load method is still applicable, although the evaluation of bars
forces for these two loading conditions becomes more cumbersome; such cases will
be treated in in section 9.8.1.

The unit load method can also be used to determine rotation at a point of the
structure. A slight modification of the procedure presented above is then required:
instead of applying a unit load, a unit moment is applied. For prescribed rotations,
the complementary external virtual work is δW ′

E = ΦδM , where Φ is the prescribed
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rotation and δM the virtual driving moment. The principle of complementary virtual
work, eq. (9.57), now implies δW ′

E + δW ′
I = 0, or

ΦδM = −δW ′
I , (9.66)

Instead of using a unit force, δD = 1, a unit moment is used, δM = 1, and the
rest of the procedure is identical to that described above. For such cases, the method
becomes the “unit moment method.” Equation (9.64) now becomes Φ =

∑Nb

i=1 F̂i ei,
where F̂i are the forces acting in the bars under the action of this unit moment.

As pointed out earlier, the unit load method is not restricted to linearly elastic
materials. If a nonlinear material is employed in the truss, eq. (9.64) still applies. For
an isostatic truss, once the bar forces associated with the externally applied loads
have been determined from the joint equilibrium equations, bar extensions can be
evaluated from the nonlinear material constitutive law. In fact, it is also possible to
consider bar extensions that are not due to mechanical loads. These include manu-
facturing imperfections and thermal deformations.

In the examples presented below, a tabular presentation will be used to keep track
of the contributions of individual bars. This approach is convenient and minimizes
computational errors.

Example 9.16.
A simple two-bar truss shown in fig. 9.41 will be used to illustrate the unit load
method. The truss member stiffnesses are kA = (EA/L)A and kC = (EA/L)C .

L

A Cq q

O

P

P 1

FA FA
FC FC

Actual forces Virtual forces

D1D2

^ ^

Fig. 9.41. Two-bar truss with unsymmetric properties and vertical load at joint.

Step 1 starts with the determination of the bar forces and extensions due
to the externally applied loads. The equilibrium equations for the joint O yield
FA = FC = P/(2 cos θ). The elongations associated with these bar forces are
eA = FALA/(EA)A and eC = FCLC/(EA)C , and hence,

eA =
PL

(EA)A

1
2 cos2 θ

, eC =
PL

(EA)C

1
2 cos2 θ

.

In step 2, a unit load is applied at the point and in the direction of the desired
deflection component. Next, the bar forces arising from the application of this unit

Joint deflection in a simple 2-bar truss
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load are evaluated. This is illustrated in the second free body diagram in the right
part of fig. 9.41. Because the unit virtual load acts at the same point and in the same
direction as the applied load, the same equilibrium equation yields the desired forces
as

F̂A =
1

2 cos θ
, F̂C =

1
2 cos θ

.

The last step of the procedure uses eq. (9.65) to find the vertical displacement of
joint O as

∆1 =
Nb∑

i=1

F̂iei =
1

2 cos θ

PL

2 cos2 θ(EA)A
+

1
2 cos θ

P

2 cos2 θ(EA)C

=
PL

4 cos3 θ

(EA)A + (EA)C

(EA)A(EA)C
.

(9.67)

Next, the horizontal deflection component of joint O, denoted ∆2, will be eval-
uated. The first step of the procedure is identical to that developed above. In step
2, a unit load is applied in the horizontal direction at joint O, because the desired
displacement component is in that direction. Based on equilibrium equations, the
virtual forces associated with this horizontal unit load are F̂A = 1/2 sin θ and
F̂C = −1/2 sin θ. Equation (9.64) then yields the desired displacement components
as

∆2 =
Nb∑

i=1

F̂iei =
1

2 sin θ

PL

2 cos2 θ(EA)A
− 1

2 sin θ

P

2 cos2 θ(EA)C

=
PL

4 sin θ cos2 θ

(EA)A − (EA)C

(EA)A(EA)C
.

(9.68)

Example 9.17.
A more complicated planar truss will be analyzed next. Consider the two-bay can-
tilevered truss subjected to externally applied vertical loads depicted in fig. 9.42. De-
termine the vertical deflection of joint F. The following data are provided: L = 30
in., and for all bars, E = 30× 106 psi and A = 0.1 in2. The load applied at joints B
and C are each 1,000 lbs.

The truss material is linearly elastic and therefore eq. (9.65) can be used. This is
most conveniently carried out in a tabular form in table 9.1. The first column in the
table lists the bars, and the second column lists the bar flexibility factors, Li/(EiAi).

The first step of the unit load method calls for the determination of the bar forces
under the externally applied loads; the results of this computation are listed in the
third column of table 9.1. In the second step, a unit load is applied in the vertical
direction at joint F. The bar forces generated by the unit load are listed in the fourth
column of table 9.1. The last column of the table lists the products F̂iFiLi/(EiAi).
In view of eq. (9.65), the sum of the numbers in that column yields the vertical
displacement component at joint F, ∆ = 0.185 in.

Joint deflection in a 2-bay planar truss
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L

LL

A
B

1,000 1,000

C

D E
F

1

Fig. 9.42. Tip deflection of two-bay planar truss.

Table 9.1. Calculation of vertical deflection at joint F for the 2-bay planar truss.

Bar 106 × Li/(EiAi) Fi F̂i F̂iFiLi/(EiAi)

AB 10 1,000 1 0.01
BC 10 0 0 0
DE 10 -3,000 -2 0.06
EF 10 -1,000 -1 0.01
AD 10 0 0 0
BE 10 -2,000 -1 0.02
CF 10 -1,000 0 0
AE 10

√
2 2, 000

√
2
√

2 0.056
BF 10

√
2 1, 000

√
2
√

2 0.028

Example 9.18. Rotation of a bar in a 2-bay planar truss
The unit load method also allows the determination of the rotation of an individual
bar. To illustrate the process, the rotation of bar CF will be computed for the 2-bay
planar truss depicted in fig. 9.43. The physical properties of the truss are identical to
those used in example 9.17.

L

LL

A B

1,000 1,000
C

D E F

1

1

F

Fig. 9.43. Rotation of a bar in a two-bay planar truss.

As shown in fig. 9.43, a moment δM = 1·L is applied to bar CF; this is provided
by two unit load acting in opposite directions at joints C and F. Rather than a unit
virtual moment, a virtual moment of magnitude 1 · L is applied; this does not matter
because the magnitude of the virtual moment is arbitrary.

The first step of the method calls for the evaluation of the actual forces in all bars
when the truss is subjected to the externally applied loads. These results are listed
in the third column of table 9.2 and are identical to the corresponding results listed
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in the third column of table 9.1, because the same external loads are applied to the
truss. The fourth column of table 9.2 lists the bar virtual forces generated by the unit
load system applied to bar CF. Equation (9.65) now yields

1 · L · Φ =
Nb∑

i=1

F̂iFiLi

EiAi
, or Φ =

1
L

Nb∑

i=1

F̂iFiLi

EiAi
.

The last column of the table lists the individual contributions of each bar, and sum-
ming up all contributions yields Φ = 0.05/L = 0.00166 rad = 0.96◦.

Table 9.2. Calculation of rotation of bar CF in the 2-bay planar truss.

Bar 106 × Li/(EiAi) Fi F̂i F̂iFiLi/(EiAi)

AB 10 1,000 1 0.01
BC 10 0 1 0
DE 10 -3,000 -1 0.03
EF 10 -1,000 -1 0.01
AD 10 0 0 0
BE 10 -2,000 0 0
CF 10 -1,000 0 0
AE 10

√
2 2, 000

√
2 0 0

BF 10
√

2 1, 000
√

2 0 0

9.6.7 Problems

Problem 9.14. Deflection of a simple square truss
Consider the square planar truss shown in fig. 9.44 and assume that all bars are of cross-
sectional area, A, and modulus, E. Joints D, E, and F are pinned to the ground. This problem
presents symmetries that may be helpful in simplifying the force calculations. (1) Find the
vertical deflection at joint A. (2) Find the increase in horizontal distance between joints B and
C.

A

B C

ED F

LL

P

Fig. 9.44. Simple square planar truss with
vertical load at joint A.

P P

A

B
C

D E

a

b b

Fig. 9.45. Planar truss with nonlinear mate-
rial properties.
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Problem 9.15. Deflection of a truss with nonlinear material properties
The truss shown in fig. 9.45 is made of a material presenting a nonlinearly elastic behavior
described by the following constitutive equation: σ1 = E0ε

n
1 , where E0 = 500, 000 psi and

n = 1/3. The truss dimensions are a = 40 in and b = 30 in, while the bar cross-sectional
areas are AAB = 2, ABC = 1, ABD = 2, ABE = 0.5, AAE = ADE = 1.5 in2, and the
load P = 10, 000 lbs. (1) Find the vertical and horizontal deflections of joint A.

Problem 9.16. Deflection of a planar truss
All bars of the planar truss shown in fig. 9.46 are of cross-sectional area, A, and modulus, E.
Joints C and D are pinned to the vertical wall. (1) Use the unit load method to find the vertical
and the horizontal deflections of joint A, and (2) the rotation of bar AB.

P

ABC

D

E

L

L

L

Fig. 9.46. Planar truss with tip load.

2,000

B

C

A

D

E FL

L L

L

Fig. 9.47. Planar truss with tip load.

Problem 9.17. Deflection of a planar truss
Determine the vertical deflection of joint D in the planar truss shown in fig. 9.47. The truss is
supported at point A and B, but no bar joins these two points. All bar are of cross-sectional
area, A, and modulus, E.

9.7 Internal virtual work in beams and solids

The previous sections of this chapter focus on simple mechanical problems such
as particles, systems of particles, and trusses. In each case, expressions for work,
virtual work, and complementary virtual work are developed. A formal proof of the
principle of virtual work for three-dimensional solids will be presented in chapter 12,
but by induction, it is assumed here that the principle developed for particles, systems
of particles, and trusses, also holds for beams and three-dimensional solids. The key
to this generalization is to develop an expression for the internal virtual work that is
adapted to the structure under investigation.

Similarly, the principle of complementary virtual work is derived for trusses, but
it will be shown in chapter 12 that it remains true for three-dimensional solids. By
induction, the principle of complementary virtual work for trusses, stated as princi-
ple 7 and expressed by eq. (9.57), is generalized to state that “a structure undergoes
compatible deformations if and only if the sum of the internal and external com-
plementary virtual work vanishes for all statically admissible virtual stresses.” Here
again, the key to this generalization is to develop an expression for the complemen-
tary internal virtual work that is adapted to the structure under investigation.
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Expressions for the virtual work and complementary virtual work in beams and
three-dimensional solids will be developed in this section.

9.7.1 Beam bending

Euler-Bernoulli beam bending will be investigated first. The associated kinematic
assumptions and their implications are presented in section 5.2. For simplicity, it
is assumed that plane (̄ı1, ı̄2) is a plane of symmetry of the problem. A bending
moment, M3(x1), acts, resulting in a rotation of the section, denoted Φ3(x1), and a
transverse displacement, ū2(x1).

Consider an infinitesimal slice of a beam depicted in fig. 9.48. Under the action of
the bending moment, the two neighboring sections rotate by angles Φ3 and Φ3+dΦ3,
at span-wise locations x1 and x1 + dx1, respectively. The differential rotation of the
two cross-sections generates the curvature of the differential element, κ3 = Φ′3 = ū′′2 ,
see eq. (5.6).

The work done by a moment is the product of the moment by the rotation of
its point of application. The work done by the moment acting on the left-hand side
of the differential element of the beam is −M3Φ3, where the minus sign is due to
the fact that the moment and rotation are counted positive about opposite axes. The
work done by the moment acting on the other side of the element is M3(Φ3 + dΦ3).
Finally, the net work done by the two moments, dW , is found by summing up the
two contributions to find dW = M3dΦ3 = M3(dΦ3/dx1)dx1. The total internal
work done by the moment distribution acting in the beam of length L is then found
by integration,

WI = −
∫ L

0

M3
dΦ3

dx1
dx1 = −

∫ L

0

M3κ3 dx1. (9.69)

The minus sign is due to the fact that the internal work is that done by the internal
moment, which is opposite in sign to the moment applied externally to the cross-
section.

dx1

M3
M3

f3
f

f

3

3

+

d

Fig. 9.48. Bending deformation of an in-
finitesimal segment of a beam.

M1

M1

dx1

f1+df1

f1

i1

Fig. 9.49. Torsional deformation of an in-
finitesimal segment of a beam.

The virtual internal work and its complementary counterpart are then found by
considering the virtual work done by moments undergoing virtual curvatures, δκ3,
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and the virtual work done by virtual moments, δM3, undergoing actual curvatures,
respectively. The internal virtual work and its complementary counterpart for Euler-
Bernoulli beam bending can thus be written as

δWI = −
∫ L

0

M3δκ3 dx1, (9.70a)

δW ′
I = −

∫ L

0

κ3δM3 dx1. (9.70b)

Of course, similar expressions can be derived for the internal virtual work and its
complementary counterpart for bending moments, M2, and curvatures, κ2, acting in
the orthogonal plane.

9.7.2 Beam twisting

Next, the problem of torsion of a circular bar will be investigated. The associ-
ated kinematic assumptions and their implications are presented in section 7.1.1.
A torque, M1(x1), is acting, resulting in a rotation of the section, denoted Φ1(x1).
Consider the infinitesimal slice of a beam depicted in fig. 9.49. Under the action
of the torque, the two neighboring sections rotate by angles Φ1 and Φ1 + dΦ1, at
span-wise locations x1 and x1 + dx1, respectively. The differential rotation of the
two cross-sections generates the twist rate of the differential element, κ1 = Φ′1, see
eq. (7.7).

The work done by the torque acting on the left-hand side of the differential ele-
ment of the beam is −M1Φ1, where the minus sign is due to the fact that the torque
and rotation are counted positive about opposite axes. The work done by the torque
acting on the other side of the element is M1(Φ1 + dΦ1). Finally, the net work
done by the two torques, dW , is found by summing up the two contributions to find
dW = M1dΦ1 = M1(dΦ1/dx1)dx1. The total internal work done by the torque
distribution acting in the beam of length L is then found by integration,

WI = −
∫ L

0

M1
dΦ1

dx1
dx1 = −

∫ L

0

M1κ1 dx1. (9.71)

The minus sign is due to the fact that the internal work is that done by the internal
torque, which is opposite in sign to the torque applied externally to the cross-section.

The virtual internal work and its complementary counterpart are then found by
considering the virtual work done by torques undergoing virtual twist rates, δκ1,
and the virtual work done by virtual torques, δM1, undergoing actual twist rates,
respectively. The internal virtual work and its complementary counterpart for torsion
of circular cylinders now become

δWI = −
∫ L

0

M1δκ1 dx1, (9.72a)

δW ′
I = −

∫ L

0

κ1δM1 dx1. (9.72b)
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A similar development will reveal that identical expressions hold for the tor-
sion of bars with cross-sections of arbitrary shape. This development is based on the
kinematic assumptions of Saint-Venant’s theory of uniform torsion, as presented in
section 7.3.2.

9.7.3 Three-dimensional solid

The more general case of a three-dimensional solid will now be addressed. The
strain-displacement equations for a three-dimensional solid are presented in sec-
tion 1.4.1. At a specific point of the solid, three direct and three shear stress com-
ponents are acting. To simplify the presentation, the work done by each of these
six stress components will be computed separately, and because work is an additive
quantity, the total work will be found by summing up the contributions of each stress
component.

Axial stresses

Consider the infinitesimal differential element of a solid depicted in fig. 9.50. Under
the effect of the axial stress component, σ1, the displacement components of two
neighboring edges become u1 and u1 + du1, at locations x1 and x1 + dx1, respec-
tively. The differential displacement of the two edges generates the axial strain of the
differential element, ε1 = ∂u1/∂x1, see eq. (1.63).

dx1

u1

u1

u2

u  + d2 u2

u1 + du1

u1 + du1

s1
s1

t12

t12i1

i1

i2
i2

Fig. 9.50. Deformation of a differential element of a solid.

The work done by the force, σ1dx2dx3, acting on the left-hand side of the dif-
ferential element is −(σ1dx2dx3)u1 where the minus sign is due to the fact that the
force and displacement are counted positive in opposite directions. The work done
by the force acting on the other side of the element is (σ1dx2dx3)(u1 + du1). Fi-
nally, the net work done by the two forces, dW , is found by summing up the two
contributions to find dW = (σ1dx2dx3)du1 = (σ1dx2dx3)(∂u1/∂x1)dx1. The to-
tal internal work done by the axial stress distribution acting in the solid of volume V
is then found by integration,

WI = −
∫

V
σ1

∂u1

∂x1
dx1dx2dx3 = −

∫

V
σ1ε1 dV. (9.73)
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Again, the minus sign is due to the fact that the internal work is that done by the inter-
nal axial stresses, which are opposite in sign to the axial stresses applied to the differ-
ential element. The differential element of volume is written as dV = dx1dx2dx3.
Following a similar reasoning, the internal work associated with the other two axial
stress components, σ2 and σ3, can also be found.

Shear stresses

The work done by the three shear stress components requires further attention. Due
to the principle of reciprocity of shear stresses, eq. (1.5), shear stress components will
act on the right and left edges of the differential element but also on the top and bot-
tom edges of the same element, as illustrated in the right part of fig. 9.50. The work
done by the force, τ12dx1dx3, acting on the bottom edge of the differential element
of the solid is−(τ12dx1dx3)u1, where the minus sign is due to the fact that the force
and displacement are counted positive in opposite directions. The work done by the
force acting on the top edge of the differential element is (τ12dx1dx3)(u1 + du1).
Finally, the net work done by these two forces, dW , is found by summing up the two
contributions to find dW = (τ12dx1dx3)du1 = (τ12dx1dx3)(∂u1/∂x2)dx2.

Next, the work done by the force, τ12dx2dx3, acting on the left edge of the dif-
ferential element of the solid is −(τ12dx2dx3)u2, where the minus sign is due to
the fact that the force and displacement are counted positive in opposite directions.
The work done by the force acting on the right edge of the differential element is
(τ12dx2dx3)(u2 + du2). Finally, the net work done by these two forces, dW , is
found by summing up the two contributions to find dW = (τ12dx2dx3)du2 =
(τ12dx2dx3)(∂u2/∂x1)dx1. The total internal work done by the shear stress distri-
bution acting in the solid of volume V is then found by integration,

WI = −
∫

V
τ12

(
∂u1

∂x2
+

∂u2

∂x1

)
dx1dx2dx3 = −

∫

V
τ12γ12 dV. (9.74)

Again, the minus sign is due to the fact that the internal work is that done by the
internal shear stresses, which are opposite in sign to the shear stresses applied to the
differential element. Following a similar reasoning, the internal work associated with
the other two shear stress components, τ23 and τ13, can also be found.

The total work done by all six stress components is found by summing up all
contributions to find

WI = −
∫

V

(σ1ε1 + σ2ε2 + σ3ε3 + τ23γ23 + τ13γ13 + τ12γ12) dV. (9.75)

To simplify the notation, the strain and stress arrays defined in eqs. (2.11a)
and (2.11b), respectively, will be used here. The internal work then becomes

WI = −
∫

V
σT ε dV. (9.76)

The virtual internal work and its complementary counterpart are then found by
considering the virtual work done by stress components undergoing a virtual strains,
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δε, and the virtual work done by virtual stresses, δσ, undergoing actual strains, re-
spectively. The internal virtual work and its complementary counterpart for three-
dimensional solids now become

δWI = −
∫

V
σT δε dV, (9.77a)

δW ′
I = −

∫

V
εT δσ dV. (9.77b)

9.7.4 Euler-Bernoulli beam

The Euler-Bernoulli beam will be reexamined, but rather than using the procedure
described in section 9.7.1, the beam will be viewed as a three-dimensional solid, and
the results of section 9.7.3 will be used. Equations (5.5) give the complete strain field
in Euler-Bernoulli beams: all strain components vanish, except for the axial strain,
given by eq. (5.7). Using eq. (9.75), the total work done by the sole non-vanishing
strain component becomes

WI = −
∫

V

σ1ε1 dV = −
∫ L

0

∫

A
σ1(ε̄1 + x3κ2 − x2κ3) dAdx1

= −
∫ L

0

{[∫

A
σ1dA

]
ε̄1 +

[∫

A
σ1x3dA

]
κ2 +

[
−

∫

A
σ1x2dA

]
κ3

}
dx1.

The integration over the beam’s volume is separated into an integration along
the beam’s length, L, followed by an integration over its cross-section, A. The
first bracketed term is the axial force, N1, defined by eq. (5.8), whereas the next
two bracketed terms are the two bending moments, M2 and M3, both defined by
eqs. (5.10). The internal work done by the axial stress component in an Euler-
Bernoulli beam now reduces to

WI = −
∫ L

0

(N1ε̄1 + M2κ2 + M3κ3) dx1. (9.78)

Clearly, the internal work presented in equation (9.69) is a particular case of this
more general result.

The virtual internal work and its complementary counterpart are then found by
considering the virtual work done by stress resultants undergoing virtual deforma-
tions, δε̄1, δκ2, and δκ3, and the virtual work done by virtual stress resultants, δN1,
δM2, and δM3, undergoing actual deformations, respectively. The internal virtual
work and its complementary counterpart for Euler-Bernoulli beam thus become

δWI = −
∫ L

0

(N1δε̄1 + M2δκ2 + M3δκ3) dx1, (9.79a)

δW ′
I = −

∫ L

0

(ε̄1δN1 + κ2δM2 + κ3δM3) dx1. (9.79b)
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9.7.5 Problems

Problem 9.18. Virtual work in circular tubes
(1) Starting from eq. (9.75) and using the kinematic assumption for the torsion of circular
bars presented in section 7.1.1, develop a general expression for the internal work in circular
bars. (2) Develop a general expression of the internal virtual work and complementary internal
virtual work in circular bars.

Problem 9.19. Virtual work in torsion of bars
(1) Starting from eq. (9.75) and using the kinematic assumption for Saint-Venant’s torsion
theory of bars presented in section 7.3.2, develop a general expression for the internal work
for the torsion of bars. (2) Develop a general expression of the internal virtual work and com-
plementary internal virtual work for the torsion of bars.

9.7.6 Unit load method for beams

In section 9.6.6, the unit load method is presented for application to truss structures.
Because the unit load method is a direct consequence of the principle of comple-
mentary virtual work, its application is easily generalized to Euler-Bernoulli beam
structures. If the displacement at a point of the beam is prescribed to be of magnitude
∆, the principle of complementary virtual work, eq. (9.57), requires

∆δD + δW ′
I = 0,

for all statically admissible virtual forces, where δD is the virtual driving force. The
complementary internal virtual work in the beam, δW ′

I , is given by eq. (9.79b), and
the above equation can be written as

∆δD =
∫ L

0

(ε̄1δN1 + κ2δM2 + κ3δM3) dx1, (9.80)

where δD, δN1, δM2, and δM3, are statically admissible virtual forces and moments,
whereas ε̄1, κ2, and κ3, are the actual deformations of the beam.

Following the procedure developed for truss structures, see section 9.6.6, the
virtual driving force is selected to be a unit force, δD = 1, and δN1 = N̂1, δM2 =
M̂2 and δM3 = M̂3 are the resulting statically admissible axial forces and bending
moments. Equation (9.80) now becomes

∆ =
∫ L

0

(
N̂1ε̄1 + M̂2κ2 + M̂3κ3

)
dx1, (9.81)

Next, the beam is assumed to be made of a linearly elastic material. If the origin
of the axis system is selected to be at the centroid of the cross-section, the sectional
constitutive laws are given by eq. (6.13), and these can be used to eliminate the
sectional strain and curvatures in eq. (9.81) to yield

∆ =
∫ L

0

[
N̂1N1

S
+

M̂2(Hc
33M2 + Hc

23M3)
∆H

+
M̂3(Hc

23M2 + Hc
22M3)

∆H

]
dx1,

(9.82)
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If the axes are selected to be the principal centroidal axes of bending, this result
further simplifies to

∆ =
∫ L

0

[
N̂1N1

S
+

M̂2M2

Hc
22

+
M̂3M3

Hc
33

]
dx1, (9.83)

The unit load method applied to Euler-Bernoulli beams can be summarized in
the following three steps.

1. Find the actual force and moment distributions acting in the beam under the
action of the externally applied loads.

2. Apply a unit load at the point and in the direction of the desired displacement
component. Evaluate the statically admissible force and moment distributions
acting in the beam that are in equilibrium with this unit load; this is called the
unit load system.

3. Use eq. (9.81) to evaluate the displacement component at the point and in the
direction of application of the unit load. If the truss is made of a linearly elastic
material and the origin of the axes is at the section’s centroid, use eq. (9.82). If
principal axes of bending are used, use eq. (9.83).

The first two steps of the procedure require the evaluation of two sets of force
and moment distributions generated by two distinct loading conditions: first, the ex-
ternally applied loads, and second, a unit load. If the beam is isostatic, these distribu-
tions can be evaluated based on the equilibrium equations. If the beam is hyperstatic,
the unit load method is still applicable, although the evaluation of the force and mo-
ment distributions for these two loading conditions becomes more cumbersome.

The unit load method can also be used to determine rotation at a point of the
beam. A slight modification of the procedure presented above is then required: in-
stead of applying a unit load, a unit moment is applied. For prescribed rotations, the
complementary virtual work is δW ′

E = φδM , where φ is the prescribed rotation and
δM the virtual driving moment. Instead of using a unit force, δD = 1, a unit moment
is used, δM = 1. For such cases, the method becomes the “unit moment method.”

The unit load method described above also applies to torsion problems. In
this case, the relevant complementary internal virtual work expression is given by
eq. (9.72b). If the beam is subjected to both bending moments and torques, the rele-
vant complementary internal virtual work expression is the sum of those for bending
and torsion, i.e., the sum of eqs. (9.79b) and (9.72b).

Example 9.19. Deflection of a tip-loaded cantilevered beam
Consider the cantilevered beam of length L subjected to a concentrated load, P , as
depicted in fig. 9.51. In this example, the load is applied at the beam’s tip, α =
1. Find the tip deflection of the beam. This problem is treated using the classical,
differential equation approach in example 5.8 on page 201.

The first step of the unit load method calls for the evaluation of the bending mo-
ment distribution under the externally applied loads. Simple equilibrium arguments
yield M3(x1) = P (x1 − L). Since the tip deflection is desired, a vertical unit load
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Fig. 9.51. Cantilevered beam under tip load.

is applied at the tip of the beam, as illustrated in the right part of fig. 9.51. Here
again, equilibrium arguments yield the corresponding bending moment distribution
as M̂3(x1) = −1(x1 − L). The tip deflection, ∆, now follows from eq. (9.83) as

∆ =
∫ L

0

M̂3M3

Hc
33

dx1 =
∫ L

0

[P (x1 − L)][−(x1 − L)]
Hc

33

dx1 = − PL3

3Hc
33

.

This result is in agreement with that found using the classical differential equation
approach, see eq. (5.55). The minus sign in the present solution indicates that the tip
displacement is in the direction opposite to that of the unit load, i.e., downward, as
expected. Indeed, in the derivation of the unit load method, the external complemen-
tary virtual work is expressed as δW ′

E = ∆δD, where ∆ is the desired displacement
component and δD the virtual driving force. For his expression to be correct, both
displacement and driving force must be counted as positive along the same direction.
Hence, a positive displacement ∆ is along the direction of the unit driving force.

The unit load method yields the desired result without requiring the solution of
the governing differential equation, thereby considerably easing the solution process.
Of course, if the transverse displacement distribution at all points along the beam is
desired, the solution of the governing differential equation would be more expedi-
tious, see example 5.8.

Example 9.20. Tip deflection of a cantilever beam with concentrated load
Consider now the cantilevered beam of length L subjected to a concentrated load, P ,
applied at a distance αL from the beam’s root, as depicted in fig. 9.51. Find the tip
deflection of the beam.

First, the bending moment distribution under the externally applied loads is ob-
tained from equilibrium arguments as

M3(η) = PL

{
−(α− η), 0 ≤ η ≤ α,

0, α < η ≤ 1,

where η = x1/L is the non-dimensional variable along the beam’s span.
Since the tip deflection is desired, a vertical unit load is applied at the tip of the

beam, as illustrated in the right part of fig. 9.51. Here again, equilibrium arguments
yield the corresponding bending moment distribution as M̂3(η) = L(1− η).

The tip deflection, ∆, now follows from eq. (9.83) as
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∆ =
∫ α

0

[−PL(α− η)][L(1− η)]
Hc

33

Ldη +
∫ 1

α

[0][L(1− η)]
Hc

33

Ldη

= −PL3

Hc
33

∫ α

0

(α− η)(1− η) dη = − PL3

6Hc
33

α2(3− α).

Here again, this result is in agreement with that found using the classical differential
approach, see eq. (5.55).

Example 9.21. Displacement field of a uniformly loaded cantilever beam
The unit load method can also be applied to situations involving distributed loading.
Consider the case of a cantilever with a uniform load, p0, as shown in fig. 9.52.
Determine the tip displacement and the entire displacement field for the cantilevered
beam.

p0

L

i1

Actual loads Unit load

1aL

Fig. 9.52. Tip deflection of a uniformly loaded cantilever.

The bending moment distribution caused by the uniform loading is found from
equilibrium arguments as M3 = p0L

2(1 − η)2/2, where η = x1/L is the non-
dimensional variable along the beam’s span.

First, the beam’s tip deflection will be computed, and hence, a unit load is applied
at its tip; the associated bending moment distribution is M̂3 = L(1 − η). The tip
deflection, ∆, now follows from eq. (9.83) as

∆ =
∫ 1

0

[p0L
2(1− η)2/2][L(1− η)]

Hc
33

Ldη =
p0L

4

2Hc
33

∫ 1

0

(1− η)3 dη =
p0L

4

8Hc
33

,

The unit load method can also be used to compute the entire displacement field.
For this purpose, a unit load is applied at location αL along the beam’s span, as
illustrated in fig. 9.52. The associated bending moment distribution is M̂3 = L(α−η)
for 0 ≤ η ≤ α and M̂3 = 0 for α ≤ η < 1. The displacement field, ∆(η), now
follows from eq. (9.83) as

∆(α) =
∫ α

0

[p0L
2(1− η)2/2][L(α− η)]

Hc
33

Ldη +
∫ 1

α

[p0L
2(1− η)2/2][0]

Hc
33

Ldη

=
p0L

4

2Hc
33

∫ α

0

(1− η)2(α− η) dη =
p0L

4

24Hc
33

α2(6− 4α + α2).

As α varies along the beam’s span, the entire displacement field is recovered. The
present result matches that obtained with the classical differential equation approach,
see eq. (5.54).



466 9 Virtual work principles

Example 9.22. Tip deflection of a simply supported beam
Consider a simply supported beam of length L with an overhang of length L/2.
The first portion of the beam is subjected to a uniform loading, p0. Determine the
deflection and rotation at point T, as indicated in fig. 9.53.

p0

L/2L

i1

Actual loads Unit load or moment

1
1

T

Fig. 9.53. Deflection at tip of a uniformly loaded simply-supported beam with overhang.

The bending moment distribution associated with the externally applied load
found from statics as M3 = p0L

2(η2 − η)/2 for 0 ≤ η ≤ 1 and M3 = 0 for
1 ≤ η ≤ 3/2, where η = x1/L is the non-dimensional variable along the beam’s
span.

To determine the deflection at point T, a vertical unit load is applied at that point,
and the associated bending moment distribution is M̂3 = Lη/2, for 0 ≤ η ≤ 1; and
M̂3 = L(3/2 − η), for 1 ≤ η ≤ 3/2. Equation (9.83) then yields the deflection, ∆,
at point T, as

∆ =
∫ 1

0

[p0L
2(η2 − η)/2][Lη/2]

Hc
33

Ldη +
∫ 3/2

1

[0][L(3/2− η)]
Hc

33

Ldη

=
p0L

4

4Hc
33

∫ 1

0

(η3 − η2) dη = − p0L
4

48Hc
33

.

The negative sign means that the tip deflection is downward, i.e., in the opposite
direction of the unit load. Because the bending moment distribution associated with
the externally applied loads vanishes in the overhang portion of the beam, the second
integral in the above equation vanishes; consequently, it is not required to compute
the bending moment distribution associated with the unit load over that portion of
the beam, a further simplification of the procedure.

To determine the rotation at point T, a unit moment is applied at that point, and
the associated bending moment distribution is M̂3 = η, for 0 ≤ η ≤ 1; the rest of
the bending moment distribution need not be computed. Equation (9.83) then yields
the rotation, Φ, at point T, as

Φ =
∫ 1

0

[p0L
2(η2 − η)/2][η]

Hc
33

Ldη =
p0L

3

2Hc
33

∫ 1

0

(η3 − η2) dη = − p0L
3

24Hc
33

.

This final result is non-dimensional, as should be expected for a rotation, which is
measured in radians.

Example 9.23. Bent beam assembly under tip load
Consider the three-dimensional, bent beam assembly depicted in fig. 9.54. The
beam’s cross-section is assumed to be circular, and hence, H11 = GI11 and
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Hc
22 = Hc

33 = EI11/2, where I11 is the section’s second area moment. The beam
consists of three segments AB, BC, and CD connected at right angles to each other.
Load P is applied at point A, along the direction of segment CD. Find the deflec-
tion, ∆, of point A, in the direction of the applied load. To simplify the computation,
a different coordinate system is assigned to each beam segment, as depicted in the
right part of fig. 9.54.

L/2

L/4

P
A

B

C

D

L

i1

i1

i1

i3

i3

i3

i2

i2

i2

Fig. 9.54. Bent beam assembly under tip load.

Given the geometry of the system, segment AB is under bending in plane (̄ı1, ı̄2),
segment BC is under torsion and bending in plane (̄ı1, ı̄3), and finally, segment CD is
under bending in both planes (̄ı1, ı̄2) and (̄ı1, ı̄3). The bending and twisting moment
distributions in each beam segment are readily found from equilibrium consideration
for both the externally applied load and unit load.

For this problem, eq. (9.83) becomes

∆ =
∫ L/2

0

M3M̂3

Hc
33

dx1

+
∫ L/4

0

M2M̂2

Hc
22

dx1 +
∫ L/4

0

M1M̂1

H11
dx1

+
∫ L

0

M2M̂2

Hc
22

dx1 +
∫ L

0

M3M̂3

Hc
33

dx1.

The first line of this expression represents the contribution from the bending of seg-
ment AB, the second line provides the bending and torsion contributions for segment
BC, and the third line gives the two bending contributions for segment CD. Intro-
ducing the bending and twisting moment distributions then leads to

∆ =
∫ L/2

0

Px2
1

Hc
33

dx1 +
∫ L/4

0

Px2
1

Hc
22

dx1 +
∫ L/4

0

P (L/2)2

H11
dx1

+
∫ L

0

P (L/4)2

Hc
22

dx1 +
∫ L

0

P (L/2)2

Hc
33

dx1.

Performing the integrals the yields the desired deflection as

∆ =
23
64

PL3

Hc
22

+
1
16

PL3

H11
=

23
64

PL3

Hc
22

[
1 +

2
23

E

G

]
=

23
64

PL3

Hc
22

[
1 +

4(1 + ν)
23

]
.
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If the beam assembly is made of a material that obeys Hooke’s law, eq. (2.8) im-
plies E = 2G(1 + ν). In the last bracketed expression, the first term represents the
contribution due to bending of the various beam segments, whereas the second term
represents that of twisting of segment BC. The twisting of the middle segment of the
assembly accounts for about 20% of the deflection at point A, assuming ν = 0.3.

Example 9.24. Bending of a cantilever with a “Z” cross-section
Consider the cantilevered beam with a thin-walled “Z” shaped cross-section sub-
jected to a uniform load, p0, as shown in fig. 9.55. Find the beam’s tip deflection
along axes ı̄2 and ı̄3 using the unit load method. This problem is treated in exam-
ple 6.6 on page 249 using the classical differential equation approach.

i3

i3

i2

i1
i2

p0

2a
t

a

AB

a

Fig. 9.55. Cantilevered Z-section beam under a uniform load.

The first step of the process is to compute the bending moment distribution due
to the externally applied load, p0: M2 = −p0L

2(1−η)2/2 and M3 = 0. To compute
the tip deflection along axis ı̄3, the unit load must be applied at the tip along the same
axis. The resulting bending moment distribution is found as M̂2 = −L(1 − η) and
M̂3 = 0. Substituting these bending moment distributions into eq. (9.82) then yields

∆3 =
∫ L

0

Hc
33

∆H
M̂2M2 dx1 =

6
7Ea3t

∫ 1

0

[−L(1− η)][−p0L
2(1− η)2/2] Ldη

=
3p0L

4

7Ea3t

∫ 1

0

(1− η)3dη =
3
28

p0L
4

Ea3t
,

where η = x1/L is the non-dimensional variable along the beam’s span, and the
sectional bending stiffnesses, Hc

33 = 2Ea3t/3 and ∆H = 7(Ea3t)2/9, are evalu-
ated in example 6.6. This result is in agreement with that found in example 6.6, see
eq. (6.58).

To compute the tip deflection along axis ı̄2, a tip unit load must be applied along
that direction. The associated bending moment distribution is M̂2 = 0 and M̂3 =
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L(1− η). The bending moment distribution due to the externally applied load is, of
course, unchanged, and eq. (9.82) then leads to

∆2 =
∫ L

0

Hc
23

∆H
M̂3M2 dx1 =

9
7Ea3t

∫ 1

0

[L(1− η)][−p0L
2(1− η)2/2] Ldη

= − 9p0L
4

14Ea3t

∫ 1

0

(1− η)3dη = − 9
56

p0L
4

Ea3t
,

where the sectional bending stiffness, Hc
22 = 8Ea3t/3, is evaluated in example 6.6.

Here again, this result matches that found in example 6.6, see eq. (6.57).
Evaluation of the beam’s tip deflection is far easier when using the unit load

method as compared to the classical approach that required the solution of coupled
differential equations. If the complete displacement field of the beam is desired, unit
loads should be applied at location αL along unit vectors ı̄2 and ı̄3.

Example 9.25. Torsion of a thin-walled tube with a closed section
The torsion of a thin-walled tube with a closed cross-section of arbitrary shape is
investigated in section 8.5.2. The Bredt-Batho formula, M1 = 2Af , relates the ap-
plied torque, M1, to the constant shear flow, f , in the thin wall, where A is the area
enclosed by curve C, which defines the shape of the cross-section, as depicted in
fig. 9.56. To find the torsional stiffness of the structure, the first law of thermody-
namics is invoked in section 8.5.2: the work done by the applied torque must equal
the strain energy stored in the structure. In this example, the torsional stiffness of
the structure is calculated using the unit load method. The structure is assumed to be
fixed at one end, and a torque, M1, is applied at the other, as shown in fig. 9.56.

i2

i1

i3

t(s)

sC

O

M1

L

Fig. 9.56. Twisting of a thin walled tube of arbitrary cross-sectional shape.

The principle of complementary virtual work for a prescribed rotation, Φ, can be
stated as

ΦδM = −δW ′
I =

∫

V
εT δσ dV =

∫ L

0

∫

C
γsδτs tdsdx1.

In this expression, the complementary external virtual work, ΦδM , is the product
of the prescribed tip rotation, Φ, by a virtual tip torque, δM . The complementary
internal virtual work is taken to be that of a general three-dimensional solid, given in
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eq. (9.77b). Finally, as discussed in section 8.5.2, the only vanishing stress compo-
nent in a thin-walled tube undergoing uniform torsion is the tangential shear strain
component, γs.

Next, the virtual driving moment is select to be of unit magnitude, δM = 1, and
the corresponding statically admissible virtual stress field is denoted δτs = τ̂s. The
Bredt-Batho formula then yields τ̂s = M̂1/(2At) = 1/(2At) and γs = τs/G =
M1/(2GAt). The tip twist now becomes

Φ =
∫ L

0

∫

C

M1

2GAt

1
2At

tdsdx1 =
M1

4A2

∫ L

0

[∫

C

ds

Gt

]
dx1 =

M1L

4A2

∫

C

ds

Gt
.

Because this is a uniform torsion problem, the twist rate is simply κ1 = Φ/L or

κ1 =
Φ

L
=

M1

4A2

∫

C

ds

Gt
.

The torsional stiffness, H11, is the constant of proportionality between the torque and
the twist rate, H11 = M1/κ1, which leads to H11 = 4A2/

[∫
C ds/(Gt)

]
. This result

is identical to that developed in section 8.5.2, see eq. (8.67). Here again, the principle
of complementary virtual work provides an elegant solution of the problem.

9.7.7 Problems

Problem 9.20. Cantilevered beam subjected to two concentrated loads
Consider the cantilevered beam subjected to two concentrated loads of equal magnitude and
opposite direction applied at points M and T, as shown in fig. 9.57. (1) Compute the beam’s
transverse deflection at point M. (2) Compute the beam’s transverse deflection at point T.

P P i1

i2

L/2 L/2

TM

Fig. 9.57. Cantilevered beam subjected to
two concentrated loads.

P i1

i2

L/2 L/2

M

Fig. 9.58. Simply supported beam subjected
to concentrated load.

Problem 9.21. Simply supported beam subjected to concentrated load
Consider the simply supported beam subjected to a mid-span concentrated load applied at
point M, as shown in fig. 9.58. (1) Compute the beam’s transverse deflection at point M. (2)
Determine the beam’s transverse displacement field, ū2(x1).

Problem 9.22. Cantilevered beam subjected to triangular loading
Consider the cantilevered beam subjected to a distributed triangular loading of magnitude p0

at the root and vanishing at the tip, as shown in fig. 9.59. (1) Compute the beam’s transverse
deflection at point T. (2) Determine the beam’s transverse displacement field, ū2(x1).
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Fig. 9.59. Cantilevered beam subjected to tri-
angular loading.
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Fig. 9.60. Cantilevered beam under uniform
loading.

Problem 9.23. Cantilevered beam subjected to uniform loading
Consider the cantilevered beam subjected to a uniform loading of magnitude p0 extending
from the beam’s mid-span to its tip, as shown in fig. 9.60. (1) Compute the beam’s transverse
deflection at point M. (2) Compute the beam’s transverse deflection at point T. (2) Determine
the beam’s transverse displacement field, ū2(x1).

Problem 9.24. Pivoted beam supported by three-bar truss
A root pivoted beam carries a concentrated mid-span load, P , and is supported by a three-
bar truss, as shown in fig. 9.61. (1) Combine the unit load method for beams and trusses to
determine the midpoint deflection for the beam. (2) Determine the vertical deflection of point
A.
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Fig. 9.61. Pivoted beam supported by three-
bar truss.
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Fig. 9.62. Beam under combined bending
and torsion.

Problem 9.25. Beam under combined bending and torsion
The beam shown in fig. 9.62 has a circular cross-section with bending stiffnesses, H22 =
H33 = EI11/2, and torsional stiffness, H11 = GI11. A torque, Q, and a vertical force, P ,
are applied at the beam’s tip as indicated in the figure. Consider both bending and torsional
deformation. (1) Determine the beam’s tip deflection along axis ı̄3. (2) Determine the beam’s
tip twist about axis ı̄2.

Problem 9.26. Cantilevered beam under combined loads
A cantilevered beam of length 3L is subjected to a uniformly distributed loading, p0, over its
central portion and concentrated transverse loads of magnitude P acting in opposite directions
at points B and C, as depicted in fig. 9.63. (1) Find the beam’s deflection at point A. (2)
Determine it rotation at point C.
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Fig. 9.63. Cantilevered beam under com-
bined loads.
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Fig. 9.64. Cantilevered beam under eccentric
loading.

Problem 9.27. Cantilevered beam under eccentric loading
The cantilevered beam shown in fig. 9.64 is of length L and bending stiffness H , and carries a
tip transverse load, P . A vertical beam of length L/2 and bending stiffness 2H is connected at
its mid-span and carries an axial load, P . (1) Determine the rotation at point A. (1) Determine
the transverse deflection at point B.

9.8 Application of the unit load method to hyperstatic problems

In the previous section, the unit load method is developed for trusses, beams, and
solids. As explained in section 9.6.6, the approach calls for the determination of two
sets of statically admissible forces corresponding to two distinct loading cases: the
first associated with the externally applied loads, the second with the unit load. In
all examples treated in the previous section, the structures are isostatic, and conse-
quently, the two sets of statically admissible forces can always be determined solely
from the equilibrium equations. The unit load method applies equally to iso- and hy-
perstatic system; in the latter case, however, the evaluation of the two sets of statically
admissible forces is more arduous, because equilibrium equations are not sufficient
for this task.

In chapter 4, two approaches are presented for the analysis of hyperstatic struc-
tures: the displacement or stiffness method and the force or flexibility method, see
sections 4.3.2 and 4.3.3, respectively. The force method is particularly well-suited
for dealing with hyperstatic problems because it focuses on the determination inter-
nal forces, moments and reactions. A key step of the procedure is the development
of the compatibility equations that must complement the equilibrium equations to
enable the solution of the problem. Because the principal of complementary virtual
work is equivalent to the compatibility equations of the system, it seems logical to
combine the force method with this principle.

The force method is intuitively described as the “method of cuts.” For each cut
made to the system, the order of the hyperstatic system is decreased by one because
one internal force or moment then vanishes. For a hyperstatic system of nth order, n
cuts are required to transform the original hyperstatic system into an isostatic system.
Statically admissible forces in this isostatic system are then obtained solely from the
equilibrium equations, and relative displacements at the cuts are evaluated. At each
cut, sets of self-equilibrated forces are added, and their magnitudes are determined
by enforcing the vanishing of the relative displacement at the cut.

The approach involves two crucial steps. First, determine the relative displace-
ments at the cuts under the externally applied loads alone, and second, evaluate the
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internal forces applied at the cuts that are required to eliminate the relative displace-
ments at the cuts. The principle of complementary virtual work is a powerful tool to
solve both problems.

R R

d1 d2
q1 q2

M MBar Beam

Fig. 9.65. Relative displacements and rotations.

The left part of fig. 9.65 depicts a single bar of a truss. The bar is cut to release
the axial force, and a set of self-equilibrating forces of magnitude, R, is applied at
the cut. Let d1 and d2 be the displacements at the two sides of the cut. If the dis-
placements, d1 and d2, are prescribed, the associated complementary external virtual
work is δW ′

E = d1δR− d2δR = (d1 − d2)δR. The relative displacement at the cut
is ∆ = d1 − d2, measured positive when the two segments of the cut bar overlap.
The principle of complementary virtual work, eq. (9.57), stated as δW ′

E + δW ′
I = 0,

now implies
∆δR = −δW ′

I . (9.84)

This result is very similar to eq. (9.62), but ∆ now represents the relative displace-
ment at a cut and δR the set of self-equilibrating virtual forces applied at the cut.

The right part of fig. 9.65 depicts a cantilevered beam with a cut to release the
bending moment2 and a set of self-equilibrating moments of magnitude, M , applied
at the cut. Let θ1 and θ2 be the rotations at the two sides of the cut. If the rotations,
θ1 and θ2, are prescribed, the associated complementary external virtual work is
δW ′

E = θ1δM−θ2δM = (θ1−θ2)δM . The relative rotation at the cut is Φ = θ1−θ2.
The principle of complementary virtual work, eq. (9.57), stated as δW ′

E + δW ′
I = 0,

now implies
ΦδM = −δW ′

I . (9.85)

This result is very similar to eq. (9.66), but Φ now represents the relative rotation at
a cut and δM the set of self-equilibrating virtual moments applied at the cut.

9.8.1 Force method for trusses

In this section, the force method will be combined with the unit load method to find
internal forces in hyperstatic trusses. The basic steps of the force method are pre-
sented in section 4.3.3, and the same procedure will be followed here. The approach
will be described using the three-bar hyperstatic truss depicted in fig. 9.66 as an
example. The truss carries a load, P , at joint O.

This hyperstatic system is of order 1, and hence, a single cut is required to trans-
form it into an isostatic system. The middle bar is cut, and fig. 9.66 shows the result-
ing isostatic truss. The actual system is viewed as the superposition of two problems.
2 The cut must release only the moment and not the shear. It can be imagined as a hinge.
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First, the isostatic system obtained by cutting one member, subjected to the exter-
nally applied load, and second, the internal force system in which an internal force
of unknown magnitude, R, is applied at the cut.

A A A
B B B

C C C

O O O

q q

P P

Dc RD1

Actual system Isostatic system
Internal

force system

= +
R
R

Fig. 9.66. Force method for the three-bar truss.

For the isostatic system, the unit load method developed in section 9.6.6 is
directly applicable to compute the relative displacement, ∆c, at the cut by using
eq. (9.84), and results in

∆c =
Nb∑

i=1

F̂iFiLi

(EA)i
, (9.86)

where Fi are the bar forces in the isostatic truss subjected to the externally ap-
plied loads, and F̂i the statically admissible virtual forces corresponding to the self-
equilibrating unit load system applied at the cut. The bar forces corresponding to
the externally applied load are FA = FC = P/(2 cos θ) and FB = 0. The bar
forces corresponding to a self-equilibrating unit load system applied at the cut are
F̂A = F̂C = −1/(2 cos θ) and F̂B = 1. Equation (9.86) then yields the relative
displacement at the cut as

∆c =
−1

2 cos θ

P

2 cos θ

L

(EA)A cos θ
+

−1
2 cos θ

P

2 cos θ

L

(EA)C cos θ

= −
(

1
(EA)A

+
1

(EA)C

)
PL

4 cos3 θ
.

The minus sign reflects the fact that the externally applied load opens the cut.
Next, the internal force system illustrated fig. 9.66 is investigated. The relative

displacement at the cut, ∆1, due to a unit internal force in bar B is computed using
the unit load once again. Equation (9.84) now yields

∆1 =
Nb∑

i=1

F̂ 2
i Li

(EA)i
, (9.87)

In this case, the bar forces due to a self-equilibrating unit load system applied at the
cut, F̂i, represent both the loads due to the external loading and the unit load system.
This set of forces is the same as that computed in the previous step. For the three-bar
truss,
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∆1 =
1

(2 cos θ)2
L

(EA)A cos θ
+

L

(EAB)
+

1
(2 cos θ)2

L

(EA)C cos θ

=
L

(EA)B4 cos3 θ

k̄A + k̄C + 4k̄Ak̄C cos3 θ

k̄Ak̄C
.

where k̄A = (EA)A/(EA)B and k̄C = (EA)C/(EA)B are the non-dimensional
stiffnesses of bars A and C, respectively,

In the last step of this process, the results of the two loading cases are superposed.
The sum of the relative displacements at the cut for the isostatic and internal force
systems must vanish, because it is artificially introduced. This implies the following
compatibility condition at the cut

∆c + R∆1 = 0, (9.88)

where R is the internal force in bar B. Equation (9.88) is solved for the unknown
force in the cut bar,

R = −∆c

∆1
. (9.89)

For the three-bar truss example, this yields

R = −∆c

∆1
=

k̄A + k̄C

k̄A + k̄C + 4k̄Ak̄C cos3 θ
P.

Bar forces are then found by superposition

Fi + RF̂i, i = 1, 2, . . . Nb. (9.90)

Summary of the force method for hyperstatic trusses of order 1

The procedure described in the previous section, which combines the force and unit
load methods, can be summarized by the following steps.

1. Transform the original, hyperstatic truss into an isostatic truss by cutting one bar
or one support of the system. The cut must transform the original system into
an isostatic system, not a mechanism. This can be achieved in different ways,
although specific choices might be more or less cumbersome from an algebraic
standpoint.

2. Determine the bar forces, Fi, in the isostatic system subjected to the externally
applied loads.

3. Determine the bar forces, F̂i, in the isostatic system loaded by a pair of unit
forces at the cut.

4. Determine the relative displacement at the cut, ∆c, due to the externally applied
loads using eq. (9.86). Determine the relative displacement at the cut, ∆1, due
to the pair of unit forces applied at the cut using eq. (9.87).

5. Impose the compatibility condition given by eq. (9.88), and find the internal
force in the cut bar, eq. (9.89).
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6. Find the forces in all bars by superposition using eq. (9.89).

Once the procedure is completed, displacements at selected points of the truss can
be evaluated using the unit load method, and this will be illustrated in the examples
below. Because this method uses the principle of superposition, it is only valid for
structures made of linearly elastic materials undergoing small displacement.

Example 9.26. Six-bar hyperstatic truss
Consider the six-bar, hyperstatic truss shown in fig. 9.67. All bars have identical
Young’s modulus, E, and cross-sectional area, A. Determine the forces in the bars
of the truss. The combination of the force and unit load methods will be used to solve
this problem. Because the two diagonal bars of the square bay are present, the truss
is hyperstatic of order 1.

First, an isostatic truss is created by cutting one of the two diagonal members,
as indicated in fig. 9.67; this truss is subjected to the externally applied loads. The
internal force system consists of the isostatic truss loaded by unit forces at the cut.

P P

Dc
RD1

Actual system Isostatic system
Internal

force system

= +

R
R

A A AB B B

C C C
D

D DL

L

Fig. 9.67. Six-bar hyperstatic truss.

Table 9.3 presents the following information: the second column lists the bar
flexibility factors, Li/(EA), the third lists the bar forces, Fi, in the isostatic system
subjected to the externally applied loads, and the fourth lists the bar forces, F̂i, in
the isostatic system subjected to a set of unit loads applied at the cut. The relative
displacement at the cut, ∆c, due to the externally applied loads is evaluated using
eq. (9.86), and the intermediate results involved in the evaluation of this relative
displacement are listed in the fifth column of the table. The relative displacement at
the cut, ∆1, due to a set of unit forces applied at the cut is computed using eq. (9.87),
and intermediate results are presented in the sixth column. The set of unit forces
applied at the cut is assumed to create a tensile force in the cut bar to comply with
the customary sign convention of positive tensile bar forces.

The internal force in the cut bar is now evaluated using eq. (9.89). The two rela-
tive displacements at the cut, ∆c and ∆1, are found by adding the entries in columns
5 and 6 of table 9.3, respectively, to find

R = −∆c

∆1
= −2(1 + 1/

√
2)PL/(EA)

(2 + 2
√

2)L/(EA)
= − P√

2
.
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The bar forces are then found by superposition, see eq. (9.89), and are listed in the
last column of the table.

Table 9.3. Calculation of ∆c and ∆1 for the six-bar hyperstatic truss.

Bar Li/(EA) Fi F̂i FiF̂iLi/(EA) F̂ 2
i Li/(EA) Fi + RF̂i

AB 1 0 −1/
√

2 0 1/2 P/2

BC 1 −P −1/
√

2 P/
√

2 1/2 −P/2

CD 1 −P −1/
√

2 P/
√

2 1/2 −P/2

DA 1 0 −1/
√

2 0 1/2 P/2

AC
√

2 P
√

2 1 2P
√

2 P/
√

2

BD
√

2 0 1 0
√

2 −P/
√

2

Example 9.27. Truss with redundant support
The two-bay truss depicted in fig. 9.68 is isostatic, but the presence of the tip support
makes the complete system hyperstatic. All bars are of identical Young’s modulus,
E, and cross-sectional area, A. Determine the forces in the bars of the truss.

Instead of cutting one of the bars, the tip support at point F will be removed to
render the truss isostatic. The isostatic truss subjected to the externally applied loads
is shown in fig. 9.68, and the same isostatic truss loaded by a set of internal forces of
magnitude R at the support is also depicted.
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Actual system

Isostatic system

Internal
force system

=

R

R

A

A

A

B

B

B

C

C

C

D

D

D

L L

L

E

E

E

F

F

F

+

Fig. 9.68. Calculation of member forces in a 2-bay truss with a redundant support.

Table 9.4 presents the results of the analysis. The second column lists the bar
flexibility factors, Li/(EA). The next two columns list the bar forces in the iso-
static truss subjected to two loading cases: Fi for the isostatic truss subjected to
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the externally applied loads, and F̂i for the same truss subjected to a set of unit
loads at the cut. Columns 5 and 6 list the contributions of each bar to the rel-
ative displacements at the cut, ∆c and ∆1, according to eqs. (9.86) and (9.87),
respectively. The reaction force at the support then follows from eq. (9.89) as
R = −∆c/∆1 = (10 + 6

√
2)P/(7 + 4

√
2). The bar forces are found by super-

position and are listed in the last column of table 9.4.

Table 9.4. Calculation of ∆c and ∆1 for the two-bay truss. α = 7 + 4
√

2.

Bar Li/(EA) Fi F̂i FiF̂iLi/(EA) F̂ 2Li/(EA) Fi + RF̂i

AB 1 P - 1 −P 1 −(3 + 2
√

2)P/α
BC 1 0 0 0 0 0
DE 1 −3P 2 −6P 4 −P/α

EF 1 −P 1 −P 1 (3 + 2
√

2)P/α
AD 1 0 0 0 0 0
BE 1 −2P 1 −2P 1 −(4 + 2

√
2)P/α

CF 1 −P 0 0 0 −P

AE
√

2 2
√

2P −√2 −4
√

2P 2
√

2 (4 + 4
√

2)P/α

BF
√

2
√

2P −√2 −2
√

2P 2
√

2 −(4 + 3
√

2)P/α

Example 9.28. Deflection of a hyperstatic truss
The previous examples focus on the determination of bar and reaction forces in hy-
perstatic trusses. In some cases, it is also necessary to compute displacements at
specific points of hyperstatic trusses, as is done for isostatic trusses and beams in
sections 9.6.6 and 9.7.6, respectively. Here again, the unit load method will be used
for this task. In this case, the first step of the method will be to compute the bar forces
in the hyperstatic system subjected to the externally applied loads.

Consider the two-bay truss depicted in fig. 9.69. The bar forces in this hyper-
static truss are computed in example 9.27. In this example, the vertical displacement
at joint E will be evaluated using the unit load method. This approach requires the
computation of two sets of bar forces: the bar forces, Fi, associated with the exter-
nally applied loads, and the bar forces, F̂i, generated by a unit load applied at joint
E, as illustrated in fig. 9.69. The first set of forces, Fi, are listed in the last column of
table 9.4 and repeated, for convenience, in the third column of table 9.5.

To complete the problem, it is necessary to evaluate a set of statically admissible
bar forces that are in equilibrium with a unit load applied at joint E. At first it appears
that a procedure similar to that developed in the previous example will yield the
desired bar forces. Indeed, it is possible to compute the forces in all the bars of the
hyperstatic truss when subjected to a unit load at joint E. But while this is feasible
and will lead to the desired result, it is a cumbersome approach that can be easily
bypassed using the following reasoning. The unit load method is a direct application
of the principle of complementary virtual work for which the bar forces, F̂i, are
required to be statically admissible, but are not necessarily those acting in the truss as
it undergoes compatible deformations. In particular, the principle of complementary
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Fig. 9.69. Deflection of a joint in a two-bay truss with a redundant support.

virtual work holds “for all statically admissible virtual forces.” Rather than selecting
those statically admissible virtual forces acting in the hyperstatic truss as it undergoes
compatible deformations, it is much simpler to select a set of statically admissible
virtual forces corresponding to an arbitrary choice of the redundant force in the truss.

For the problem at hand, a particularly simple set of statically admissible bar
forces, F̂i, is the set associated with a vanishing reaction at the support, point F, as
listed in the fourth column of table 9.5. While this set of statically admissible forces
is not equal to the set acting in the truss as it undergoes compatible deformations, it
nonetheless is statically admissible, and hence is a valid set of forces for application
of the unit load method.

Table 9.5. Calculation of vertical deflection at joint E. α = 7 + 4
√

2

Bar Li/(EA) Fi F̂i FiF̂iLi/(EA)

AB 1 −(3 + 2
√

2)P/α 0 0
BC 1 0 0 0
DE 1 −P/α -1 P/α

EF 1 (3 + 2
√

2)P/α 0 0
AD 1 0 0 0
BE 1 −(4 + 2

√
2)P/α 0 0

CF 1 −P 0 0
AE

√
2 (4 + 4

√
2)P/α

√
2 8(1 +

√
2)P/α

BF
√

2 −(4 + 3
√

2)P/α 0 0

The last column of table 9.5 lists the partial results necessary for the application
of eq. (9.65): summing up the entries in the last column yields the vertical displace-
ment at point E as

∆E =
Nb∑

i=1

FiF̂iLi

(EA)i
=

(9 + 8
√

2)
(7 + 4

√
2)

PL

EA .

It will be left to the reader to verify that an identical answer will be obtained by
using other sets of statically admissible virtual forces that are in equilibrium with
the applied unit load. Various sets of statically admissible forces are readily obtained
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by setting selected bar or reaction forces to zero and computing forces in the re-
maining bars based on equilibrium. This procedure automatically produces statically
admissible virtual forces.

By simplifying the evaluation of the statically admissible bar forces in equilib-
rium with the unit load, the overall amount of effort required to compute the dis-
placement at a point of the truss is dramatically reduced, as demonstrated in this
example.

9.8.2 Force method for beams

In this section, the combined use of the force and unit load methods will be de-
veloped for the analysis of hyperstatic beams. The procedure closely follows that
developed in section 9.8.1 for truss structures. As compared to trusses, relatively
few beam structures involve internally redundant configurations. Examples of beam
structures featuring internal redundancy include closed circular beams or rings and
beam grillage. In most cases, however, beam structures become hyperstatic due to
the presence of multiple supports.

Figure 9.70 depicts a cantilevered beam with an additional mid-span support.
Without this additional support, the structure is isostatic and it is possible to compute
the root reactions and the bending moment distribution from equilibrium consider-
ations alone. When the mid-span support is added, an additional reaction, R, arises
and equilibrium equations are no longer sufficient to determine the reaction forces
and moment.

The essence of the force method described in section 4.3.3 is to transform the
original, hyperstatic problem into an isostatic system. When the redundancy of the
beam structure is due to multiple supports, this is achieved by eliminating, or cutting,
the appropriate number of supports to render the beam isostatic. Reaction forces
and moments, as well as shear force and bending moment diagrams are then readily
obtained from statics.

For the simple example depicted in fig. 9.70, the mid-span support is eliminated,
leaving an isostatic, cantilevered beam. The unit load method will be used to compute
the deflection, ∆c, at the location of the support that is eliminated. Equation (9.83)
will be used for this purpose and yields

∆c =
∫ L

0

M3M̂3

Hc
33

dx1, (9.91)

where M3(x1) is the bending moment distribution in the isostatic beam subjected to
the externally applied loads, and M̂3(x1) the statically admissible bending moment
distribution in the isostatic beam subjected to a set of self-equilibrating unit forces
applied at the support.

Next, the unit load method is used to compute the relative deflection at the sup-
port due to a set of self-equilibrating, unit loads applied at that location, as illustrated
in fig. 9.70. Equation (9.84) then yields the desired relative displacement, denoted
∆1, as
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Fig. 9.70. Cantilever with a mid-span support. The isostatic system is obtained by eliminating
the mid-span support.

∆1 =
∫ L

0

M̂2
3

Hc
33

dx1. (9.92)

where M̂3(x1) is the statically admissible bending moment distribution in the iso-
static beam subjected to a set of self-equilibrating unit forces applied at the support.
This moment distribution is identical to that used in eq. (9.91).

The displacement compatibility equation at the support is now expressed as

∆c + R ∆1 = 0, (9.93)

where R∆1 is the deflection at the cut when the isostatic beam is subjected to a set of
self-equilibrating loads of magnitude R applied at the cut. Equation (9.93) provides
an additional relationship to evaluate the unknown reaction force at the support as

R = −∆c

∆1
. (9.94)

Once the redundant reaction force, R, is computed, the other reaction forces and
bending moments can be obtained from the principle of superposition as FA + RF̂A

and MA + RM̂A. Finally, superposition also yields the beam’s bending moment
distribution as M3(x1) + RM̂3(x1).

The essence of the force method is to transform the original, hyperstatic system
into an isostatic system by cutting or eliminating one support. Usually, this can be
done in several different ways, by cutting or eliminating any one of the beam’s sup-
port. The only requirement is that after the cut, the structure must be isostatic and
free of any mechanism.

For instance, fig. 9.71 depicts the cantilevered beam with a mid-span support
treated in the previous paragraphs. To transform the system into an isostatic structure,
a cut will be made at the root to allow rotation of the beam at this point. This is
equivalent to transforming the root clamp into a simple support, as illustrated in
fig. 9.71.

When dealing with trusses, this first step of the force method is adequately de-
scribed as “cutting one of the bars.” When dealing with supports, however, the ex-
pression “cutting one of the supports” is confusing. The expression “eliminating one
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support” more accurately describes the removal of the mid-span support illustrated
in fig. 9.70. The expression “releasing one constraint” is more appropriate when de-
scribing the replacement of the root clamp by a simple support.

MA
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p0

FA

FA FB

FB

FA

^

=
+

FB

^

1

Actual system

Isostatic
system

Internal
force system

Fc

F1

Fig. 9.71. Cantilever with a mid-span support. The isostatic system is obtained by eliminating
the mid-span support.

After releasing the root rotation constraint, the unit load method is used to com-
pute the relative root rotation, Φc, in the isostatic structure using eq. (9.85). Next, a
set of self-equilibrating moments are applied at the root of the beam, as illustrated
in fig. 9.71, and the unit load method is used once again to compute the associated
root rotation, Φ1. Finally, the root rotation compatibility condition is expressed as
Φc + MAΦ1 = 0, where Φc is the root rotation when the isostatic beam is subjected
to the externally applied loads, and MAΦ1 the rotation of the isostatic beam at the
same location where a set of self-equilibrating moments of magnitude MA is ap-
plied at the beam’s simply supported root. The compatibility condition implies the
vanishing of the root rotation when the system is subjected to the combined loading,
and provides an additional relationship to evaluate the unknown root reaction mo-
ment as MA = −Φc/Φ1. The other reactions forces and the beam’s bending moment
distribution are then obtained by superposition.

This discussion illustrates two ways of transforming the original hyperstatic
beam problem into an isostatic system. Both approaches yield identical results. The
choice between the two is entirely a matter of convenience: the approach that will
minimize the burden of the solution process is the preferred course of action.

Example 9.29. Cantilevered beam with tip support
Consider a cantilevered beam of length L subjected to a uniform loading distribution,
p0, as illustrated in fig. 9.72. Find the bending moment distribution in the beam.

To transform this hyperstatic system into an isostatic problem, the tip support
is eliminated, i.e., the tip constraint is released. In the first step of the process, the
beam’s tip deflection is computed using the unit load method. The bending moment
distribution in the isostatic beam generated by the externally applied load is M3(η) =
−p0L

2(1−η)2/2, where η = x1/L is the non-dimensional variable along the beam’s
span. The statically admissible bending moment distribution associated with a unit
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load applied at the beam’s tip is M̂3(η) = L(1−η). The tip deflection of the isostatic
beam is then

∆c =
∫ L

0

M3(x1)M̂3(x1)
Hc

33

dx1 = − p0L
4

2Hc
33

∫ 1

0

(1− η)3 dη = − p0L
4

8Hc
33

.
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Fig. 9.72. Cantilever with a redundant support.

Next, the tip deflection of the isostatic beam subjected to a set of self-
equilibrating tip unit loads is evaluated using the unit load method to find

∆1 =
∫ L

0

M̂2
3 (x1)
Hc

33

dx1 =
L3

Hc
33

∫ 1

0

(1− η)2 dη =
L3

3Hc
33

.

The compatibility condition, eq. (9.93), allows determination of the reaction
force at the tip support as

R = −∆c

∆1
=

p0L
4

8Hc
33

3Hc
33

L3
=

3p0L

8
.

The solution of the original, hyperstatic problem is now found by superposition.
In particular, the bending moment distribution is

M3 + RM̂3 = −p0L
2

2
(1− η)2 +

3p0L
2

8
(1− η) =

p0L
2

8
[
3(1− η)− 4(1− η)2

]
.

Example 9.30. Tip rotation of a cantilevered beam with tip support
Consider a cantilevered beam of length L subjected to a uniform load, p0, as illus-
trated in fig. 9.72. Determine the beam’s tip rotation, Φ, using the unit load method.

The unit load method is equally applicable to iso- and hyperstatic problems;
hence, the desired tip rotation is given as

Φ =
∫ L

0

M3(x1)M̂3(x1)
Hc

33

dx1,

where M3(x1) is the bending moment distribution in the hyperstatic beam subjected
to the externally applied loads, and M̂3(x1) is any statically admissible bending mo-
ment distribution in equilibrium with a unit moment applied at the beam’s tip.
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p0
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Fig. 9.73. Tip rotation for cantilever with a redundant tip support.

The bending moment distribution in the hyperstatic beam is evaluated in exam-
ple 9.29 as M3 = p0L

2
[
3(1− η)− 4(1− η)2

]
/8. Because the unit load method

is a direct application of the principle of complementary virtual work, the bending
moment distribution, M̂3(x1), can be selected as any statically admissible virtual
bending moment distribution in equilibrium with the unit tip moment. Instead of try-
ing the determine the statically admissible bending moment distribution acting in the
beam undergoing compatible deformations, it is simpler to determine a statically ad-
missible distribution acting in the beam undergoing incompatible deformations. This
is acceptable because the principle of complementary virtual work calls for “any
statically admissible bending moment distribution.”

A simple, acceptable bending moment distribution is found by setting the tip
reaction force to zero and evaluating the statically admissible bending moment dis-
tribution associated with a tip unit moment to find M̂3(η) = 1. By setting the tip
reaction force to zero, the beam becomes isostatic, and the statically admissible bend-
ing moment distribution associated with a tip unit moment is then easily evaluated
based on equilibrium considerations. Another suitable bending moment distribution
is found by setting the root reaction moment to zero and evaluating the statically
admissible bending moment distribution associated with a tip unit moment to find
M̂3(η) = η. In this case, an isostatic problem with simple supports is obtained by
releasing the beam’s root rotation.

With the first bending moment distribution, the tip rotation becomes

Φ =
∫ L

0

M3(x1)M̂3(x1)
Hc

33

dx1 =
p0L

3

8Hc
33

∫ 1

0

[
3(1− η)− 4(1− η)2

]
1 dη =

p0L
3

48Hc
33

.

Using the second bending moment distribution, the resulting tip rotation is

Φ =
p0L

3

8Hc
33

∫ 1

0

[
3(1− η)− 4(1− η)2

]
η dη =

p0L
3

48Hc
33

.

As expected, the results obtained with both bending moment distributions are
identical. This surprising conclusion stems from the principle of complementary vir-
tual work, which holds for “any statically admissible bending moment distribution.”
In fact, for hyperstatic problems of order 1, an infinite number of statically admissible
bending moment distributions can be generated, each corresponding to an arbitrary
choice of any one of the reaction forces of moments. All will generate the same tip
rotation. The analyst should select the approach that simplifies computations as much
as possible.



9.8 Application of the unit load method to hyperstatic problems 485

9.8.3 Combined truss and beam problems

The approach developed in the previous sections combines the force method with
the unit load method, which itself is a direct application of the principle of comple-
mentary virtual work. In the previous examples, truss and beam structures are treated
separately using expressions for the complementary internal virtual work given by
eqs. (9.50) and (9.69), respectively. Because the complementary internal virtual work
is an additive quantity, the complementary internal virtual work of a structure com-
posed of a combination of beams and trusses is found by adding the contributions of
each of the beams and bars. The rest of the unit load method remains unchanged.

Example 9.31. Beam with hyperstatic truss bracing
Consider the simply supported beam of bending stiffness Hc

33 subjected to a uniform
loading, as depicted in fig. 9.74. At mid-span, a vertical strut CD of infinite stiffness
and height h = L is pinned to the beam. Cable ACB braces the beam through the
strut to provide additional support. Each of the two cable segments will be treated as
bars of axial stiffness EA. Determine the bending moment distribution in the beam
and the forces in all bars; also find the beam’s mid-span vertical deflection.

LL
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B

B
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Dp0
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C

C

h
=

Dc

D11Actual system

Isostatic
system

+

Unit force
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Fig. 9.74. Calculation of bending moment distribution in beam and forces in bars in a hyper-
static beam-truss problem.

First, the original, hyperstatic system is transformed into an isostatic system by
cutting the vertical strut CD. This is not the only way to proceed: an isostatic system
is also obtained if (1) cable AC is cut, (2) cable CB is cut, or (3) the beam’s mid-span
rotation is released by introducing a hinge at D.

For the isostatic system subjected to the externally applied loads, the beam’s
bending moment distribution is M3(η) = p0L

2(η − η2/2), where η = x1/L is
a non-dimensional variable along the beam’s span, and the bar forces are FAC =
FBC = FCD = 0. The moment distribution is symmetric with respect to the beam’s
mid-span.

The deflection, ∆c, at the cut in the strut is

∆c =
2

Hc
33

∫ L

0

M3(x1)M̂3(x1) dx1 +
Nb∑

i=1

FiF̂iLi

(EA)i
.
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The right-hand side represents the negative complementary internal virtual work in
the structure and comprises two terms: the integral is the contribution of the flexible
beam, while the sum represents the contributions from the individual bars. In view
of the symmetry of the beam’s bending moment distribution, the integral is com-
puted from 0 to L and the result is then doubled. Introducing the bending moment
distribution and bar forces then leads to

∆c =
2

Hc
33

∫ L

0

p0L
2

(
η − η2

2

)
Lη

2
Ldη =

5
24

p0L
4

Hc
33

.

Note that in the isostatic system, the bar forces all vanish and hence, do not contribute
to the displacement at the cut.

Analysis of the isostatic structure subjected to a system of self-equilibrating unit
loads applied at the cut yields the following bending moment distribution in the beam
M̂3(η) = Lη/2, for 0 ≤ η ≤ 1 and bar forces F̂AC = F̂BC = −√2/2, F̂CD = 1.
Here again, the moment distribution is symmetric with respect to the beam’s mid-
span. The deflection at the cut, ∆1, due to the unit load system is

∆1 =
2

Hc
33

∫ L

0

M̂2
3 (x1) dx1 +

Nb∑

i=1

F̂ 2
i Li

(EA)i
.

Introducing the beam’s bending moment distribution and bar forces results in

∆1 =
2

Hc
33

∫ 1

0

L2η2

4
Ldη +

L

EA




(
−
√

2
2

)2√
2 + 1 +

(
−
√

2
2

)2√
2




=
L3

6Hc
33

+ (1 +
√

2)
L

EA .

The compatibility condition at the cut, ∆c + R∆1 = 0, then gives the force, R,
in the strut

R = −∆c

∆1
= −5p0L

4
1

1 + 6(1 +
√

2)Hc
33/(EA L2)

. (9.95)

Finally, superposition yields the bar forces FAC = FBC = −√2R/2, FCD = R,
and beam bending moment distribution as M3(η) = p0L

2(η − η2/2) + RLη/2.
Next, the beam’s mid-span deflection, ∆D, is determined using the unit load

method as follows

∆D =
2

Hc
33

∫ L

0

M̂3(x1)M3(x1) dx1 +
Nb∑

i=1

F̂iFiLi

(EA)i
.

In this expression, the bending moment distribution, M3(x1), and bar forces, Fi, are
those acting in the hyperstatic structure subjected to the externally applied loads,
which are computed in the first part of this example. The virtual bending moment
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distribution, M̂3(x1), and bar forces, F̂i, are any statically admissible internal forces
in equilibrium with a unit load applied at point D. For this problem, it is convenient
to compute a set of statically admissible forces acting in the isostatic system obtained
by setting the strut force to zero. This leads the following statically admissible beam
bending moment distribution M̂3(η) = Lη/2 for 0 ≤ η ≤ 1 and bar forces FCD =
FAC = FBC = 0. Using these results, the mid-span deflection becomes

∆D =
2

Hc
33

∫ 1

0

[
p0L

2

(
η − η2

2

)
+

RLη

2

] [
Lη

2

]
Ldη =

5
24

p0L
4

Hc
33

+
1
6

RL3

Hc
33

where R is given by eq. (9.95). Substituting for R and simplification then yields

∆D =
5
24

p0L
4

Hc
33

[
1− 1

1 + 6(1 +
√

2)Hc
33/(EA L2)

]
.

It is interesting to verify limiting cases for this mid-span deflection. First, if
the stiffness of the cable becomes negligible compared to that of the beam, i.e., if
EA L2/Hc

33 → 0, ∆D ≈ 5p0L
4/(24Hc

33), as expected for a uniformly loaded,
simply supported beam. Second, if the stiffness of the cable becomes very large
compared to that of the beam, i.e., if EA L2/Hc

33 →∞, then ∆D ≈ 0, as expected
because the truss essentially provides a pinned support at the beam’s mid-span. For
intermediate cable stiffness values, the bracketed term is always smaller than unity
and ∆D < 5p0L

4/(24Hc
33). The cables stiffen the structure and reduce the beam’s

mid-span deflection.

9.8.4 Multiple redundancies

All hyperstatic problems treated in the previous sections are of order 1, i.e., a single
cut is sufficient to transform the hyperstatic system into an isostatic system. Many
practical hyperstatic structures are of higher order. If a hyperstatic structure is of
order N , then N cuts will be required to create an isostatic problem. The combination
of the force and unit load methods still leads to an efficient but possible tedious
solution process: N compatibility equations are generated that can be solved for the
N unknown internal forces. The process will be illustrated in the following example.

Example 9.32. Cantilevered beam with redundant supports
Consider the cantilevered beam of length L subjected to a uniform load distribution,
as depicted in fig. 9.75. The beam also features mid-span and tip supports, and this
is therefore a hyperstatic system of order 2.

In the first step of the force method, the structure is transformed into an isostatic
system by eliminating the two supports, as illustrated in fig. 9.75. The bending mo-
ment distribution in the isostatic structure subjected to the externally applied loads is
found from statics as M3(η) = −p0L

2(1− η)2/2.
Next, the unit load method is used to compute the beam’s deflections at the sup-

port locations, denoted ∆c1 and ∆c2, for the mid-span and tip support locations,
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Fig. 9.75. Cantilevered beam with two support.

respectively. To accomplish this task, the statically admissible bending moment dis-
tribution in equilibrium with a set of self-equilibrating unit loads applied at the loca-
tion of the mid-span support is found to be M̂

[1]
3 = L(1/2 − η) for 0 ≤ η ≤ 1/2

and M̂
[1]
3 = 0 for 1/2 ≤ η ≤ 1. The corresponding bending moment distribution

associated with a set of self-equilibrating unit loads applied at the location of the tip
support is M̂

[2]
3 = L(1 − η). The desired deflection at the mid-span support then

follows as

∆c1 =
∫ L

0

M3M̂
[1]
3

Hc
33

dx1 = − p0L
4

2Hc
33

∫ 1/2

0

(1− η)2(1/2− η) dη = − 17p0L
4

384Hc
33

,

and the deflection at the tip support is found in a similar manner as

∆c2 =
∫ L

0

M3M̂
[2]
3

Hc
33

dx1 = − p0L
4

2Hc
33

∫ 1

0

(1− η)2(1− η) dη = − p0L
4

8Hc
33

.

Next, a set of self-equilibrating unit loads are applied at the location of the mid-
span support, and the resulting deflections at the location of the mid-span and tip
supports, denoted ∆

[1]
1 and ∆

[1]
2 , respectively, are found

∆
[1]
1 =

∫ L

0

M̂
[1]
3 M̂

[1]
3

Hc
33

dx1 =
L3

Hc
33

∫ 1/2

0

(1/2− η)(1/2− η) dη =
L3

24Hc
33

,

∆
[1]
2 =

∫ L

0

M̂
[1]
3 M̂

[2]
3

Hc
33

dx1 =
L3

Hc
33

∫ 1/2

0

(1/2− η)(1− η) dη =
5L3

48Hc
33

.

Similarly, a set of self-equilibrating unit loads are applied at the location of the tip
support, and the resulting deflections at the location of the mid-span and tip supports,
denoted ∆

[2]
1 and ∆

[2]
2 , respectively, are found

∆
[2]
1 =

∫ L

0

M̂
[2]
3 M̂

[1]
3

Hc
33

dx1 =
L3

Hc
33

∫ 1/2

0

(1− η)(1/2− η) dη =
5L3

48Hc
33

.
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∆
[2]
2 =

∫ L

0

M̂
[2]
3 M̂

[2]
3

Hc
33

dx1 =
L3

Hc
33

∫ 1

0

(1− η)2 dη =
L3

3Hc
33

.

The two compatibility conditions impose the vanishing of the displacement at the
mid-span support, ∆c1+R1∆

[1]
1 +R2∆

[2]
1 = 0, and at the tip support, ∆c2+R1∆

[1]
2 +

R2∆
[2]
2 = 0, where R1 and R2 are the unknown reaction forces at the mid-span and

tip supports, respectively. Introducing the various displacement components in these
compatibility conditions yields a set of algebraic equations for the two unknown
reaction forces [

1/24 5/48
5/48 1/3

]{
R1

R2

}
= p0L

{
17/384

1/8

}
.

Solution of this set of two equations in two unknowns yields R1 = 4p0L/7 and
R2 = 11p0L/56. The bending moment distribution in the hyperstatic beam then
follows from the principle of superposition as p0L

2(1− η)2/2+R1M̂
[1]
3 +R2M̂

[2]
3 .

This example demonstrates the use of the force method for hyperstatic systems of
higher order. As the order increases, the solution process becomes increasingly cum-
bersome. The solution of a hyperstatic system of order N will call for the solution
of a system of N compatibility equations written in terms of N unknown reaction
components. While this example presents the approach for a beam with multiple re-
dundant supports, it can also be used for hyperstatic trusses, beams, combined beam
and truss, or three-dimensional structures.

9.8.5 Problems

Problem 9.28. Redundant planar frame with tip load
Consider the cantilevered beam consisting of two segments of length L connected at a 90
degree angle, as shown in fig. 9.76. A simple support is located at point B, and a horizontal
load, P , is applied at point A. (1) Find the magnitude and location of the maximum bending
moment in the bent beam. (2) Find the horizontal deflection at point A.

PA

L

L

C B

Fig. 9.76. Planar right angle frame with tip
load.

p0

A

L

L

C

B

Fig. 9.77. Planar right angle frame with dis-
tributed load.

Problem 9.29. Redundant planar frame with tip load
Consider the cantilevered beam consisting of two segments of length L connected at a 90
degree angle, as shown in fig. 9.76. A simple support is located at point B, and a horizontal
load, P , is applied at point A. (1) Find the magnitude and location of the maximum bending
moment in the bent beam. (2) Find the rotation at point A.
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Problem 9.30. Redundant planar frame with distributed loading
Consider the cantilevered beam consisting of two segments of length L connected at a 90
degree angle, as shown in fig. 9.77. A simple support is located at point B, and a distributed
horizontal load, p0, is acting along segment BA. (1) Find the magnitude and location of the
maximum bending moment in the bent beam. (2) Find the horizontal tip deflection at point A.

Problem 9.31. Cantilevered beam with truss bracing
A cantilevered beam of length, L, and bending stiffness, H , carries a tip load, P , as shown in
fig. 9.78. At mid-span, the bean is braced by a bar, BM, of stiffness S = EA, oriented at an
angle φ = 60 degrees. (1) Find the magnitude and location of the maximum bending moment
in the beam. The effect of the axial load in portion RM of the beam is negligible because the
beam’s axial stiffness of very large. (2) Find the transverse deflection at point T.

P

T
f

B

R M

L/2L/2

Fig. 9.78. Cantilevered beam with supporting
truss.

LL

A B
D

p0

C
h

Fig. 9.79. Simply supported beam with sup-
porting truss.

Problem 9.32. Simply supported beam with truss bracing
The structure depicted in fig. 9.79 consists of a simply supported beam, AB, supported at its
mid-point by cable ACB and a rigid vertical strut, CD, of length h = L connecting points D
and C. Cable ACB can be modeled as two bars with sectional stiffnesses, EA, and the strut
can be modeled as a bar of infinite stiffness. Ignore the axial force developed in the beam itself
because the beam’s axial stiffness is much larger than that of the cable. (1) Find the bending
moment distribution in the beam and the forces in the cable segments and vertical strut. Hint:
It will be convenient to cut the vertical strut. (2) Find the mid-span deflection of the beam.

Problem 9.33. Curved cantilevered beam with mid-support
The cantilevered beam shown in fig. 9.80 is straight from point A to point B. From point B to
point C, the beam has the shape of a quarter circle of radius R. A horizontal load of magnitude
P is applied at point C. (1) Determine the tip displacement of the beam at point C. Assume
the the beam only undergoes bending deformations. For the beam’s curved portion, express
the bending moment as a function of θ ∈ [0, π/2] and use dx1 = Rdθ.

Problem 9.34. Redundant truss
A vertical load, P1, is applied to the six-bar hyperstatic planar truss depicted in fig. 9.81.
Bars AD, BD and CD are of equal length and joint D is at the center of the triangle. (1)
Determine all bar forces and the displacement at point C when load P1 is acting alone. (2)
If loads P1 and P2 are applied simultaneously, find the value of the horizontal load, P2, for
which the displacement at joint B vanishes. (3) Determine all corresponding bar forces. Use
the following data: S = EA = 1× 106 psi for all bars; L = 48 inches and P1 = 4, 000 lbs.
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Fig. 9.80. Curved cantilevered beam with tip
load.
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Fig. 9.81. Triangular truss with internal re-
dundancy.
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Energy methods

The basic equations of linear elasticity are derived in chapter 1 and are conveniently
divided into three groups: the equilibrium equations, the strain-displacement rela-
tionships, and the constitutive laws, as illustrated in fig. 9.33. In chapter 9, two vir-
tual work principles are derived. First, the principle of virtual work is established
and shown to be entirely equivalent to the equilibrium equations of the system; this
principle, however, provides no information about the other two sets of equations,
the strain-displacement relationships and constitutive laws, which must be obtained
in the traditional manner. Second, the principle of complementary virtual work is
established and shown to be entirely equivalent to the strain-displacement relation-
ships of the system; this principle, however, provides no information about the other
two sets of equations, the equilibrium equations and constitutive laws, which must
obtained in the traditional manner. To remedy this situation, new principles will be
developed in this chapter that are entirely equivalent to two of the three groups of
equation of linear elasticity. The main tool used to achieve this generalization of the
principles presented in chapter 9 is the concept of conservative forces.

Types of forces

Newton’s first law states that for static equilibrium to be achieved, the “sum of all
forces must vanish.” The power of this law resides in its generality, and all forces,
without any distinction, play an equal role in this equilibrium condition, as under-
lined in example 9.3 on page 404, for instance.

With virtual work principles, however, various categories of forces are defined.
For instance, internal and external forces and the virtual work they perform are
clearly separated in the statement of both the principle of virtual work and its com-
plementary counterpart, see principles 6 and 7 on pages 434 and 444, respectively.
Externally applied forces and reaction forces also warrant a different treatment in
the principle of virtual work. Reaction forces can be eliminated from the formulation
because the work they perform vanishes when using kinematically admissible virtual
displacements; on the other hand, when arbitrary virtual displacements are used, the
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virtual work they perform does not vanish, and they become an integral part of the
formulation.

Conservative forces

The developments presented in this chapter are rooted in the crucial distinction be-
tween conservative and non-conservative forces. This fundamental concept is intro-
duced in elementary physics courses, and it will be examined in much more depth
in this chapter. Conservative forces enjoy many remarkable properties. For instance,
the work they perform always vanishes when the force undergoes displacements that
form a closed path; in other words, forces return to their initial magnitudes when
displacements are returned to their initial values. Furthermore, when a dynamical
system is subjected only to conservative forces, the total mechanical energy of the
system is preserved in time, and hence, the term “conservative forces.” From a more
mathematical view point, conservative forces are characterized by the existence of a
scalar quantity called a potential from which they can be derived.

The principle of virtual work considerably simplifies the analysis procedure for
elastic structures because it involves only the computation and manipulation of scalar
work quantities. If the externally applied forces acting on the system are conserva-
tive, they can be derived from a potential, and this fact can be used to further simplify
the calculation of the virtual work done by these externally applied forces. Similarly,
if the strain energy of an elastic component exists, the corresponding elastic forces
can be derived from this strain energy, thus further simplifying the evaluation of the
virtual work done by the internal forces.

The combination of the principle of virtual work and the concepts of strain en-
ergy and potential of the externally applied loads leads to the principle of minimum
total potential energy, which will further simplify the analysis of elastic structures.
This principle, however, is not as general as the principle of virtual work because it
assumes that both internal and externally applied forces are conservative. Clearly, not
all externally applied forces are conservative; for instance, friction or aerodynamic
forces are not conservative. Similarly, if a material is deformed beyond its elastic
limit and into the plastic regime, no strain energy function exists.

Whereas the principle of virtual work is always valid because is is equivalent to
Newton’s law, the applicability of the principle of minimum total potential energy is
limited to systems involving conservative forces.

10.1 Conservative forces

Let r denote the position vector of a particle, and let F be a force acting on this par-
ticle. Conservative forces are a class of forces that depend only upon the position of
the particles on which they act, F = F (r). Although these forces may vary with time
if the system moves, they do not depend explicitly on time or velocity. Figure 10.1
shows two arbitrary paths, denoted ACB and ADB, along which the particle moves
in space from point A to point B.
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Definition

By definition, force F is conservative if and only if the work it performs along any
path joining the same initial and final points is identical. This is expressed by the
following equation

W =
∫

Path ACB

F · dr =
∫

Path ADB

F · dr. (10.1)

Path ADB

Path ACB

A

B

C
D

F

r

Fig. 10.1. Paths ACB and ADB join the same
two points, A and B.

A

n

C

Fig. 10.2. Path enclosing a surface of area A
with a normal n̄.

Since reversing the limits of integration simply changes the sign of the integral,
the work done by the force along path ADB is equal in magnitude and opposite in
sign to that along path BDA. Equation (10.1) then implies the vanishing of the work
done by the force over the closed path ACBDA. Because path ACB and ADB are
arbitrary paths joining points A and B, it follows the a force is conservative if and
only if the work it performs vanishes over any arbitrary closed path,

W =
∮

Any path

F · dr =
∮

C
F · dr = 0, (10.2)

where C is an arbitrary closed curve.

Potential of a conservative force

Based on the definition of conservative forces, eq. (10.2), Stokes’ theorem [7] then
implies that ∮

C
F · dr =

∫

A
n̄ · ∇ × F dA = 0, (10.3)

where A is an area enclosed by curve C and n̄ the outward normal to area A, as
shown in fig. 10.2. If the force is conservative, the area integral must vanish for any
area, A, and this can only occur if the integrand vanishes, leading to ∇ × F = 0
for any curve, C, and area, A. Textbooks on vector algebra [7], prove the following
identity: ∇×∇Φ = 0, where Φ is an arbitrary scalar function. It can then be shown
that the solution of equation ∇× F = 0 is simply

F = −∇Φ, (10.4)
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where ∇ is the gradient operator.
If a vector field, F , can be derived from a scalar function, Φ, this function is called

a potential, and the vector function is said to “be derived from a potential.” Because
Φ is an arbitrary scalar function, the minus sign is redundant, but is, however, a
convention that will be justified later.

It has now been established that if a force is conservative, it can be “derived from
a potential.” In more mathematical terms, a conservative force must be the gradient a
scalar function, called the potential of the force. If I = (̄ı1, ı̄2, ı̄3) is an orthonormal
basis, conservative forces can be expressed as

F = −∇Φ = − ∂Φ

∂x1
ı̄1 − ∂Φ

∂x2
ı̄2 − ∂Φ

∂x3
ı̄3. (10.5)

The work done by a conservative force over an arbitrary path joining point 1 to
point 2, with position vectors r1 and r2, respectively, is then

W =
∫ r2

r1

F · dr = −
∫ r2

r1

∇Φ · dr

= −
∫ r2

r1

(
∂Φ

∂x1
dx1 +

∂Φ

∂x2
dx2 +

∂Φ

∂x3
dx3

)
= −

∫ r2

r1

dΦ = Φ(r1)− Φ(r2).

Thus the work done by a conservative force along any path joining point 1 to point 2
depends only on the positions of these points and can be evaluated as the difference
between the values of the potential function expressed at these two points,

W = Φ(r1)− Φ(r2) = −∆Φ. (10.6)

Summary

Conservative forces enjoy a number of remarkable properties. Initially, conservative
forces are defined as forces that perform the same work along any path joining the
same initial and final points, as expressed by eq. (10.1). Simple calculus reasoning
is then used to prove that a force is conservative if and only if the work it performs
vanishes over any arbitrary closed path, see eq. (10.2). Finally, conservative forces
are shown to be derivable from a potential, as expressed by eq. (10.4). Consequently,
the work done by a conservative force along any path joining two points can be
evaluated as the difference between the potential function evaluated at these two
points, see eq. (10.6).

Examples of conservative forces

To illustrate these concepts, consider the gravity force acting on a particle of mass
m located in a gravity field characterized by an acceleration −gı̄3. It can easily be
shown that an applied force that remains constant in magnitude and direction, such as
a gravitational force, is conservative. Therefore, the scalar potential, Φ, of the gravity
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forces is Φ = mg r · ı̄3 = mgx3, where r = x1 ı̄1 +x2 ı̄2 +x3 ı̄3 is the position vector
of the particle. The gravity force, F g, acting on the particle can be obtained from
this potential using eq. (10.5) to find F g = −∇Φ = −∂Φ/∂x3 ı̄3 = −mgı̄3, and
the gravity forces is said to be “derived from a potential.” The work done by the
gravity force as the particle moves from elevation x3a to x3b then becomes W =∫ x3b

x3a
F g ·dr = − ∫ x3b

x3a
∂Φ/∂x3 dx3 = Φ(x3a)−Φ(x3b). Clearly, this work depends

only on the initial and final elevations but not on the particular path followed by the
particle as it moved from the initial to the final elevation. If the particle moves along
a closed path starting and ending at the same elevation, the work done by the gravity
force vanishes.

As another example, consider the restoring force of an elastic spring of stiffness
constant k. If the spring is stretched by an amount u, the restoring force is −ku,
and can be derived from a potential of the form A(u) = 1/2 ku2. Indeed, using
eq. (10.5), the elastic force in the spring becomes Fs = −∂A/∂u = −ku. This
relationship is the constitutive law for the spring because it relates the force in the
spring to its elongation. The quantity A(u) is called the strain energy and it can be
viewed as a “potential of the elastic forces” in the spring. Hence, the strain energy
function implicitly defines the constitutive behavior of the component. Finally, the
work done by the elastic restoring force as the spring stretches from ua to ub is
W =

∫ ub

ua
Fs du = − ∫ ub

ua
∂A/∂u du = A(ua) − A(ub). Here again, the work

depends only on the initial and final positions.
At first glance, the potential, Φ, of a gravity force and the strain energy, A, of an

elastic spring seem to be distinct, unrelated concepts. Both quantities, however, share
a common property: forces can be derived from these scalar potentials. Consider a
particle of mass m connected to an elastic spring of stiffness constant k and subjected
to a gravity force acting in the direction of the spring. The downward displacement,
u, of the mass measures both the spring stretch and the elevation of the particle.
The externally applied gravity force can be derived from the potential, Φ = mgu,
as Fg = −∂Φ/∂u = −mg; the restoring force in the spring can be derived from
the strain energy, A = 1/2 ku2, which can also be viewed as the potential of the
internal forces, as Fs = −∂A/∂u = −ku. The two forces acting on the particle
can therefore be derived from a potential. Note that here again, a distinction is made
between externally applied and internal forces, as is done for both the principle of
virtual work and its complementary counterpart.

10.1.1 Potential for internal and external forces

In the development of the principle of virtual work, see section 9.4.1, a distinction
is made between internal forces and externally applied loads. The same distinction
will be made here: if external forces are conservative, they can be derived from a
potential, called the “potential of the external loads,” and if the internal forces are
conservative, they can be derived from a potential, called the “potential of the internal
forces.”

When dealing with elastic systems, the internal forces are the stresses acting
within the body, or the elastic forces acting in structural components such as springs
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or trusses. The potential of the internal forces is then more appropriately called
strain energy, deformation energy, or internal energy and is denoted A. In view of
eq. (10.6), it is possible to write

WI = −∆A, (10.7)

where WI is the work done by the internal forces or stresses. Similarly, the potential
of external forces is denoted Φ and eq. (10.6) then implies

WE = −∆Φ. (10.8)

In future developments, it will be convenient to combine the strain energy and the
potential of external forces into a single potential called the total potential energy,
defined as

Π = A + Φ. (10.9)

The total work done by both internal and external forces then becomes

W = WI + WE = −∆A−∆Φ = −∆Π. (10.10)

In summary, if the internal forces in a body are conservative, a strain energy func-
tion exists, and the work done by these internal forces can be computed with the help
of eq. (10.7). Similarly, if the loads externally applied to the body are conservative, a
potential of the externally applied loads exists, and the work done by the externally
applied loads can be computed with the help of eq. (10.8).

If both internal forces and externally applied loads are conservative, the system is
called a conservative system. The result expressed by eq. (10.10) states: for conser-
vative systems, the work done by the internal and external forces equals the negative
change in total potential energy of the system. Note that since the work equals the
change in the potential function, this potential function is defined only to within a
constant, and so adding an arbitrary constant to the potential function will not alter
the work done by the corresponding conservative force.

10.1.2 Calculation of the potential functions

To make use of potential functions, it is necessary to first evaluate them. To be-
gin, consider the potential of the internal forces. The strain energy is a function
of the deformation state in the body, A = A(ε), where the array of strain compo-
nents is defined in eq. (2.11a). Because the strain energy is defined within a con-
stant, it is convenient to select A(ε = 0) = 0, i.e., the strain energy vanishes
for the undeformed or unstrained state of the body. Equation (10.7) then becomes
WI = −∆A = − [A(ε)−A(ε = 0)] = −A(ε), and hence,

A(ε) = −WI . (10.11)

This formula provides a direct way to evaluate the strain energy by computing the
work done by the internal forces. In many cases, however, it is cumbersome to com-
pute the work done within a solid as the negative product of the internal stress com-
ponent acting through strains or deformations. Consequently, an alternative approach
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is often used to determine the strain energy. In view of eq. (9.19), WI = −WE , and
it follows that

A(ε) = WE . (10.12)

This result provides a convenient way of determining the strain energy stored in an
elastic component by computing the work done by the externally applied loads as
they deform the component.

Equation 10.12 can be interpreted as follows: if the internal forces in a solid are
conservative, the work done by the externally applied forces is equal to the strain
energy stored in the body. As the external forces are applied, the body deforms, the
strain magnitudes increase, and so does the strain energy. Consequently, the work
done by the externally applied loads is transformed into strain energy.

Of course, it is assumed that the forces are applied slowly, in a quasi-steady
manner so that velocities remain very small and the associated kinetic energy is neg-
ligible. If the externally applied loads are slowly released, the body will return to its
original, unstrained configuration. Because this corresponds to a motion of the inter-
nal forces along a closed path, the work done by the conservative internal forces will
vanish for the entire cycle, and therefore, the work done during unloading will be the
negative of that done during loading. This explains the term “conservative” used to
characterize forces that can be derived from a potential.

The evaluation of the potential of the externally applied loads, Φ, is much more
straightforward because it is simply the negative of the work done by the external
forces acting through the displacements at their points of application. Consider a set
of NP forces, Pi, each of specified constant magnitude and each with a line of action
fixed in space. Similarly, consider NQ moments, Qj , each of specified constant mag-
nitude and each acting about a fixed axis in space. Such loads are sometimes called
dead loads, because they remain unaffected by the motion of the body they act upon.
The potential of these loads is then

Φ = −WE = −
NP∑

i=1

Pidi −
NQ∑

j=1

Qjφj , (10.13)

where di and φj are the displacements and rotations, respectively, at the points of
applications of the external forces and moments, respectively.

It is important to note that not all externally applied loads are conservative forces.
For instance, aerodynamic loads vary with the motion of the structure they act upon.
For thin airfoils at small angles of attack, the lift acting on the airfoil is proportional
to this angle of attack, and therefore the lift depends on the rotation of the airfoil.
Aerodynamic forces are non-conservative and cannot be derived from a potential.
Another common class of non-conservative forces are follower forces. Such forces
might be of constant magnitude, but the orientation of their line of action changes
with the rotation of the structure upon which they act. Consider, for instance, the
thrust of a rocket jet engine: if the rocket bends, the orientation of the engine thrust
will change with the rotation of the structure at the point of attachment of the engine.
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10.2 Principle of minimum total potential energy

Let a system be represented by N generalized coordinates, q =
{
q1, q2, . . . , qN

}T
,

as discussed in section 9.4.1. If the system is conservative, the strain energy of the
system can now be viewed as a function of these generalized coordinates, A = A(q),
and similarly, Φ = Φ(q). Using the chain rule for derivatives, infinitesimal incre-
ments in strain energy and potential of the externally applied loads can be written as

dA =
∂A

∂q1
dq1 +

∂A

∂q2
dq2 + . . . +

∂A

∂qN
dqN =

N∑

i=1

∂A

∂qi
dqi, (10.14a)

dΦ =
∂Φ

∂q1
dq1 +

∂Φ

∂q2
dq2 + . . . +

∂Φ

∂qN
dqN =

N∑

i=1

∂Φ

∂qi
dqi. (10.14b)

If the internal forces are conservative, eq. (10.11) relates the work they perform
to the strain energy as WI = −A(ε) = −A(q) because the deformation field inside
the body is a function of the generalized coordinates. Similarly, if the external forces
are conservative, eq. (10.13) relates the work they perform to the potential of the
externally applied loads as WE = −Φ(q).

The virtual work done by the internal forces now becomes δWI = −δA(q), and
for the external forces, δWE = −δΦ(q). As discussed in section 9.3.1, operators “d”
and “δ” are closely related, and by analogy with eqs. (10.14), it is possible to write

δWI = −δA = −
N∑

i=1

∂A

∂qi
δqi, (10.15a)

δWE = −δΦ = −
N∑

i=1

∂Φ

∂qi
δqi. (10.15b)

In section 9.4.1, the generalized forces associated with internal forces and ex-
ternally applied loads, denoted QI

i and QE
i , respectively, are defined in eqs. (9.24a)

and (9.24b), respectively. Identifying eq. (9.24a) with eq. (10.15a) and eq. (9.24b)
with eq. (10.15b) then yields

QI
i = −∂A

∂qi
, (10.16a)

QE
i = − ∂Φ

∂qi
. (10.16b)

Since the internal forces in the body are assumed to be conservative, it follows
that the internal generalized forces, QI

i , are themselves conservative because they can
be derived from a potential, the strain energy of the structure. Similarly, the externally
applied loads are assumed to be conservative, and their generalized counterparts are
conservative as well because the can be derived from the potential of the externally
applied loads.
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The principle of virtual work, as expressed by eq. (9.25), implies QI
i + QE

i = 0,
for all generalized coordinates. Introducing eqs. (10.16) then yields −∂A/∂qi −
∂Φ/∂qi = ∂(A + Φ)/∂qi = 0. Finally, using the definition of the total potential
energy, eq. (10.9), results in

∂Π

∂qi
= 0, i = 1, 2, . . . , N. (10.17)

The same result can be obtained in a more expeditious manner by observing that
when both internal forces and externally applied loads are conservative, the work
done by these forces equals the negative change in total potential energy of the sys-
tem, as expressed by eq. (10.10). Since the total potential energy, Π , is defined within
a constant, it follows that the virtual work can be expressed as δW = −δΠ . The prin-
ciple of virtual work, principle 4, states that a system is in static equilibrium if and
only if the sum of the virtual work done by the internal and external forces vanishes
for all arbitrary virtual displacements, i.e., δW = −δΠ = 0, or

δΠ = 0. (10.18)

The total potential energy is a function of the generalized coordinates, Π =
Π(q), and hence, virtual changes in this quantity must vanish

δΠ =
N∑

i=1

[
∂Π

∂qi

]
δqi = 0. (10.19)

Because the virtual changes in the generalized coordinates are arbitrary, the brack-
eted term must vanish, leading once again to eqs. (10.17). These observations lead to
the following principle.

Principle 8 (Principle of stationary total potential energy) A conservative sys-
tem is in equilibrium if and only if virtual changes in the total potential energy vanish
for all virtual displacements.

Equation (10.17) expresses this principle in a somewhat more mathematical man-
ner: a conservative system is in equilibrium if and only if all partial derivatives of
the total potential energy with respect to the generalized coordinates vanish.

Because the principle of stationary total potential energy is derived directly from
the principle of virtual work, it inherits many of its features. Sections 9.3.1 and 9.3.2
describe the use of the principle of virtual work with arbitrary virtual displacements
and with kinematically admissible virtual displacements, respectively. When kine-
matically admissible virtual displacements are used, the virtual work done by the
reaction forces vanishes, and these forces are eliminated from the formulation. On
the other hand, when arbitrary virtual displacements are used, the virtual work done
by the reaction forces does not vanish, and must be included in the virtual work
done by the externally applied loads; the reaction forces must therefore be treated as
externally applied loads.



502 10 Energy methods

The same distinction must be made when using the principle stationary total
potential energy. If kinematically admissible virtual displacements are used, reaction
forces are eliminated from the formulation, whereas if arbitrary virtual displacements
are used, reaction forces must be treated as externally applied loads. In this latter
case, reaction forces must be included in the potential of the externally applied loads
when evaluating the total potential energy of the system.

For low dimensionality systems, it possible to
?

q2

q1

Maximum

Neutral

Minimum

A

B

C

Fig. 10.3. Total potential energy.

give a graphical illustration of principle 8. Fig-
ure 10.3 shows the total potential energy as a func-
tion of two generalized coordinates, q1 and q2. Since
it is always possible to select a virtual change in
generalized coordinate as an actual, infinitesimal
change in the same coordinate, eq. (10.18) implies
dΠ = 0. This means that at an equilibrium point,
the total potential energy is stationary as shown by
points A, B, and C.

As illustrated in fig. 10.3, however, this station-
ary point could correspond to a minimum (point A),

a maximum (point C), or even a saddle point. To make a distinction between these
various cases, changes in the total potential energy in the neighborhood of the sta-
tionary point must be studied. Increments in this energy are expanded using a Taylor
series

dΠ ≈
N∑

i=1

∂Π

∂qi
dqi +

N∑

i=1

N∑

j=1

∂2Π

∂qi∂qj
dqidqj ,

where the higher order terms are neglected. In the neighborhood of static equilibrium,
the first term on the right-hand side vanishes in view of eq. (10.17), leaving

dΠ ≈
N∑

i=1

N∑

j=1

∂2Π

∂qi∂qj
dqidqj , (10.20)

Based on this result, three different cases are possible.

1. If ∂2Π/(∂qi∂qj)dqidqj > 0 for all dqi, the total potential energy is a minimum
at equilibrium. The equilibrium is said to be stable, as illustrated by point A in
fig. 10.3.

2. If ∂2Π/(∂qi∂qj)dqidqj = 0 for all dqi, the total potential energy remains con-
stant around the equilibrium point. The equilibrium is said to be neutrally stable,
as illustrated by point B in fig. 10.3.

3. If ∂2Π/(∂qi∂qj)dqidqj < 0 for any dqi, the total potential energy is a maximum
at equilibrium. The equilibrium is said to be unstable, as illustrated by point C
in fig. 10.3.

A minimum value of the total potential energy corresponds to a stable equilib-
rium configuration of the system because any perturbation from such an equilibrium
configuration must increase the total potential energy. Since the work done by the
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externally applied loads is included in the total potential, the total potential cannot
increase without an external source of energy, and the equilibrium configuration is
stable. On the other hand, at a maximum point, any disturbance will decrease the to-
tal potential. Again, since the work done by the externally applied loads is included
in the total potential, the released potential energy is converted into kinetic energy,
leading to spontaneous motion of the system. This represents an unstable situation.
The neutrally stable situation is the intermediate case for which a disturbance causes
no change in the total potential.

Combining the principle of stationary total potential energy with the above dis-
cussion leads to the principle of minimum total potential energy.

Principle 9 (Principle of minimum total potential energy) A conservative system
is in a stable state of equilibrium if and only if the total potential energy is a minimum
with respect to changes in the generalized coordinates.

Practical applications of the principle of minimum total potential energy require
the development of expressions for the strain energy stored in the structure and for
the potential of the externally applied forces, the two quantities that make up the
total potential energy. These will be described in sections 10.3 to 10.5. It is first
useful, however, to consider the possibility that some of the external forces might be
non-conservative, as discussed in the following section.

10.2.1 Non-conservative external forces

The principle of minimum total potential energy is based on two assumptions: first,
the internal forces are conservative, and second, the externally applied loads are con-
servative. For important classes of problems, the first assumption is satisfied, but
not the second. In this case, the principle of virtual work, principle 6 on page 434,
implies

δW = δWI + δWE = −δA + δWnc
E = 0,

where δWnc
E represents the virtual work done by the non-conservative forces. This

leads to the following principle.

Principle 10 A system is in equilibrium if and only if virtual changes in the strain
energy equal the virtual work done by the externally applied loads for all arbitrary
virtual displacements.

In other cases, externally applied forces are a mixture of conservative and non-
conservative forces. It is then convenient to split the virtual work done by the exter-
nally applied forces, δWE , into two parts: δW c

E due to the conservative forces, and
δWnc

E due to the non-conservative forces, to find δWE = δW c
E + δWnc

E . The princi-
ple of virtual work, principle 6, then implies δWI +δWE = δWI +δW c

E +δWnc
E =

0. Introducing the strain energy and the potential of the conservative forces then
yields

δ(A + Φ) = δWnc
E .
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It is important to note that the term δWnc
E represents the virtual work done by the

non-conservative forces, whereas δ(Φ) represents the negative virtual work done by
the conservative forces.

10.3 Strain energy in springs

The strain energy is a function of the deformation of the structure, A = A(ε); in turn,
the deformation field is a function of the displacement field, or of the generalized
coordinates, depending on the formulation of the problem. This section considers
one of the simplest elastic structure: a spring. Two different types of springs will be
considered. First, the rectilinear spring can be deformed in a rectilinear manner by a
force that acts along the axis of the spring. Second, the torsional or rotational spring
can be deformed in a rotation about its axis by a moment acting about this axis.

10.3.1 Rectilinear springs

Rectilinear springs are simple, elastic elements

u

k

Fs

F

F

Fig. 10.4. Rectilinear spring sub-
jected to a force F .

with two primary lumped properties: the stiffness
constant and un-stretched length. For rectilinear
springs, the applied force and the resulting deforma-
tion are along a common straight line, as depicted
in fig. 10.4. The displacement of the spring is
denoted u and its natural length, sometimes called
the “un-stretched length,” is denoted u0. The force
applied to the spring is denoted F and the force in the spring Fs. The constitutive
behavior of the spring is typically given as F = F (∆), where ∆ = u − u0 is the
extension of the spring, and F (∆ = 0) = F (u = u0) = 0.

Linearly elastic springs

If the relationship between an applied load and the resulting extension is linear, i.e.,
if F = k∆, where k is the spring’s stiffness constant, the spring is said to be linear.
It is unfortunate that the term “linear” is often used to describe both the rectilinear
motion of the spring as well as the linearity of the force-extension relationship.

If the spring exhibits a linear constitutive behavior, F = k∆, it implies that the
spring resists both tensile and compressive external forces, and the spring stiffness
constant, k, is the same constant value for all forces or extension magnitudes. The
stiffness has units of force per length, or N/m in the SI system.

The strain energy in the spring is evaluated with the help of eq. (10.12) to find

A = WE =
∫ u

u0

F du =
∫ u

u0

k∆ du =
∫ ∆

0

k∆ d∆ =
1
2
k∆2 =

1
2
F∆. (10.21)

The strain energy is a positive-definite function of the stretch, i.e., A > 0 for any
positive or negative value of the extension, ∆, and vanishes only when ∆ = 0. The
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internal force in the spring can be derived from the strain energy using eq. (10.16a)
as Fs = −∂A/∂u = −k∆. The minus sign stems from the fact that the force in
the spring opposes the externally applied force as shown in the free-body diagram in
fig. 10.4.

The constitutive law for the spring is depicted as the straight line in the force
versus extension plot shown in fig. 10.5. In view of eq. (10.21), the strain energy, A,
is the shaded area under the curve.

The complementary strain energy, A′, often called the stress energy, is defined as
the shaded are to the left of the straight line and is computed as

A′ =
∫ F

0

(u− u0) dF =
∫ F

0

∆ dF =
∫ F

0

F

k
dF =

1
2

F 2

k
=

1
2
F∆. (10.22)

The complementary strain energy is naturally expressed in terms of forces, and
hence, its name, “stress energy,” or less often used “force energy.”

Using the spring’s constitutive law, it follows that A′ = 1/2 F 2/k = 1/2 F∆ =
1/2 k∆2 = A. Thus, the strain energy and its complementary counterpart are equal
for linearly elastic springs. In fig. 10.5, the rectangle of area F∆ is separated by its
diagonal into two triangles of equal areas A = A′ = F∆/2. It follows that A and A′

are related through
A + A′ = F∆. (10.23)

This expression helps explain the term “complementary energy” used to denote this
energy.
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A’

F = k D

k

D

Fig. 10.5. Constitutive law for a linearly elas-
tic spring.

F

D

A

A’ k

Fig. 10.6. Constitutive law for a nonlinearly
elastic spring.

Nonlinearly elastic springs

The discussion has thus far focused on springs with a linear constitutive behavior.
The concept of conservative forces, however, is not limited to elastic components
presenting a linear behavior. Some metals, such as aluminum and copper, exhibit a
slight amount of nonlinearly elastic behavior prior to their yield points. Many elas-
tomers present quite obvious nonlinearly elastic behavior.
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A number of analytical models have been developed to approximate the observed
constitutive behavior, but perhaps the simplest is a law of the form

F = F0 tanh
(

∆

u0

)
, (10.24)

where F0 is a reference force and u0 a reference displacement.
This type of law, which is shown in fig. 10.6, is representative of materials such as

aluminum which do not exhibit a sharp transition from linear to nonlinear behavior.
The stiffness of this spring is given by

k =
∂F

∂∆
=

F0

u0
sech2

(
∆

u0

)
= k0 sech2

(
∆

u0

)
,

where k0 = F0/u0 is the stiffness of the spring at zero elongation.
The constitutive law, eq. (10.24), is now recast in a non-dimensional form by

defining the non-dimensional force and extension as F̄ = F/F0 and ∆̄ = ∆/u0,
respectively. The constitutive law then becomes F̄ = tanh(∆̄) and its inverse is
∆̄ = arctanh(F̄ ).

The strain energy in the spring can be found by direct integration of the force
over a differential displacement as

A =
∫ ∆

0

F d∆ = F0u0

∫ ∆

0

tanh ∆̄ d∆̄ = F0u0 ln(cosh ∆̄),

and the complementary strain energy, A′, is given in a similar manner by

A′ =
∫ F

0

∆ dF = F0u0

∫ F̄

0

arctanhF̄ dF̄ = u0F0

(
F̄ arctanhF̄ + ln

√
1− F̄ 2

)
.

The strain energy is the shaded area under the force versus extension curve, see
fig. 10.6, whereas the shaded area to the left of the same curve is the complemen-
tary strain energy. In contrast to the linearly elastic spring shown fig. 10.5, the two
energies are not equal, A 6= A′, for a nonlinearly elastic spring. It is still true, how-
ever, that A + A′ = F∆, as can be seen graphically as well as shown by using the
non-dimensional forms for the strain and complementary strain energy as

A

u0F0
+

A′

u0F0
= ln

(
cosh ∆̄

)
+ F̄ arctanh F̄ + ln

√
1− F̄ 2

= ln
1√

1− tanh2 ∆̄
+ F̄ arctanh F̄ + ln

√
1− F̄ 2

=− ln
√

1− F̄ 2 + F̄ arctanh F̄ + ln
√

1− F̄ 2 = F̄ ∆̄,

where the hyperbolic function identity, cosh2 a = 1/(1 − tanh2 a), is used along
with the non-dimensional constitutive law itself. This result shows that A and A′ are
truly complementary in the same way that they are for a linearly elastic spring.
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The strain energy function incorporates the constitutive law for the material. In-
deed, the elastic force in the spring can be derived from the strain energy,

F =
∂A

∂∆
=

1
u0

∂

∂∆̄

[
F0u0 ln(cosh ∆̄)

]
= F0 tanh

(
∆

u0

)
. (10.25)

Figure 10.7 illustrates the difference between the nonlinearly and linearly elastic
springs. The upper figure shows the strain energy or potential for both springs, the
middle figure the force-extension relationship and the bottom figure the spring stiff-
ness defined as the local tangent to the constitutive law curve; all three figures are
plotted against the normalized spring extension. The spring studied here is a “soft-
ening spring,” because it presents a decreasing stiffness at higher extensions and its
strain energy is less than that of a linearly elastic spring at all extension magnitudes.

D

Fig. 10.7. Nonlinear spring with the consti-
tutive law given by eq. (10.24). Top figure:
strain energy; middle figure: force; bottom
figure: stiffness. Solid line: nonlinear spring;
dashed line: linear spring.
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Fig. 10.8. Nonlinear “bungee” spring with
the potential given by eq. (10.27). Top figure:
strain energy; middle figure: force; bottom
figure: stiffness. Solid line: nonlinear spring;
dashed line: linear spring.

Example 10.1. Nonlinearly elastic “bungee cords”
The mathematical form of the force-extension relationship must reflect as accurately
as possible the experimentally observed behavior of the spring. Typically, the force-
extension curve is first obtained experimentally, then a curve fitting procedure is
used to approximate the data using a carefully chosen analytical representation of
the constitutive law.

An interesting example is a “bungee cord,” which can undergo very large de-
formations without failing. The following equation uses the logarithmic function to
approximate the experimentally measured behavior of bungee cords

F =





k0u0
ln(1 + ∆̄)

1 + ∆̄
, for 0 ≤ ∆̄ < 1,

0, for ∆̄ < 0,
(10.26)
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where ∆̄ = (u−u0)/u0 is the non-dimensional bungee stretch, u0 its natural length,
and k0 is the initial elastic stiffness (i.e., at ∆ = 0).

The relationship in eq. (10.26) closely approximates the experimental data for
∆̄ < 1, i.e., when the bungee cord extends to less than twice its natural length.
When the bungee cord is in its un-stretched state, a force is required to increase its
length, and this force is a nonlinear function of the extension. Another nonlinearity
in the constitutive law is the unsymmetrical behavior of the bungee in tension and
compression: the cord cannot support a compressive force, and therefore, the above
constitutive law is not valid for negative extensions, ∆̄ < 0.

The potential of the bungee cord for ∆̄ > 0 is

A =
∫ u

0

Fdu =
∫ u

0

k0u0
ln(1 + ∆̄)

1 + ∆̄
du =

k0u
2
0

2
ln2(1 + ∆̄). (10.27)

The characteristics of the bungee cord are illustrated in fig. 10.8. The upper figure
shows the spring’s strain energy given by eq. (10.27), the middle figure the force-
stretch relationship given by eq. (10.26) and the bottom figure the spring’s apparent
stiffness. For reference, the corresponding quantities for a linear spring with equal
stiffness constant, k0, are also depicted. The apparent stiffness, k, of the bungee cord
is the tangent to the force-extension curve,

k =
dF

d∆
= k0

1− ln(1 + ∆̄)
(1 + ∆̄)2

. (10.28)

As the stretch of the cord increases, its stiffness decreases and vanishes when ln(1 +
∆̄) = 1, or ∆̄ ≈ 1.718. Clearly, this is not realistic, and therefore, the approximation
to the force-stretch behavior given by eq. (10.26) is only valid for ∆̄ < 1.

For the constitutive law expressed by eq. (10.26), the complementary strain en-
ergy cannot be easily computed. Indeed, it would be necessary to express the spring
stretch in terms of the applied force, ∆̄ = ∆̄(F ), but in view of the logarithmic
function appearing in eq. (10.26), it is not easy to obtain this expression.

10.3.2 Torsional springs

Torsional springs are also simple elastic elements with
k q

M

Fig. 10.9. Torsional spring
subjected to a moment M .

lumped elastic properties. Instead of the rectilinear mo-
tion that characterizes the springs described in the pre-
vious section, torsional springs undergo an angular mo-
tion, θ, under the action of an externally applied torque,
M , as depicted in fig. 10.9.

For a linearly elastic torsional spring, the constitu-
tive law is M = kθ, where k is the stiffness constant of the spring. Note that although
the same symbol, k, is often used to denote the stiffness constants of both rectilinear
and torsional springs, their units are not the same: for a torsional spring the stiffness
constant has units of moment per rotation, N·m/rad, or sometimes N·m/deg. The un-
stretched rotation, θ0, of the spring is not necessarily zero, and in such cases, the
constitutive relationship should be written as M = k(θ − θ0).
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Of course, the elastic behavior of the torsional spring could be nonlinear, as
discussed in the previous section for rectilinear springs. In either case, if the force in
the spring is conservative, it is possible to obtain an expression for its potential.

10.3.3 Bars

As discussed in section 9.5, each bar of a truss is assumed to behave like a rectilinear
spring. It then follows from eq. (10.21) that the strain energy in a bar can be written
as

A =
1
2
ke2 =

1
2

EA
L

e2, (10.29)

where e is the bar elongation, and k = EA/L its stiffness.

Example 10.2. Spring-mass system
Consider the rectilinear spring with a weight, mg, attached as depicted in fig. 10.10.
The spring is assumed to behave linearly, its natural length is denoted u0, its final
length is u, and its extension is ∆ = u− u0.

The strain energy in the linear spring is given by eq. (10.21) as A = 1/2 k∆2,
and the potential of the gravity force is Φ = −mg∆. Note that since the potential is
defined within a constant, it is also correct to write Φ = −mg(u0 + ∆) = −mgu.

m

mg

u0
u k

k

D

Fig. 10.10. Rectilinear spring supporting a
weight.

?
m

mg

k h

R

Fig. 10.11. Torsional spring supporting a
weight.

The total potential energy of the system is Π = A + Φ = 1/2 k∆2 − mg∆.
Because the problem presents a single generalized coordinate, ∆, the principle of
minimum total potential energy, eq. (10.17), implies

∂Π

∂∆
= k∆−mg = 0.

The solution of this linear equation gives the extension of the spring, ∆ = mg/k.
In the neighborhood of this equilibrium configuration, variation in the total po-

tential energy is given by eq. (10.20) as dΠ ≈ (∂2Π/∂∆2) d∆2 = k d∆2. Because
the spring stiffness constant is a positive number, it follows that dΠ > 0 and the
equilibrium configuration is stable.
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Example 10.3. Rotational spring-mass system
Consider next a rigid bar of length R carrying a weight, mg, at its tip and pinned
to the ground at the other end, as shown in fig. 10.11. At the pivot point, a linear
torsional spring of stiffness constant k restrains the rotation of the bar. The spring is
unstretched when θ = 0, which corresponds to the horizontal position of the bar.

The strain energy of the spring is simply A = 1/2 kθ2. The potential of the
externally applied load is computed with the help of eq. (10.13) as Φ = −WE =
−mgh, where h is the motion of the point of application of the tip weight projected
along the direction of the load. In this case, h = R sin θ, leading to Φ = −mgR sin θ.
The total potential energy of the system is now Π = A+Φ = 1/2 kθ2−mgR sin θ.

Because the problem presents a single generalized coordinate, θ, the principle of
minimum total potential energy, eq. (10.17), implies

∂Π

∂θ
= kθ −mgR cos θ = 0.

The equilibrium configuration is the solution of this transcendental equation for
θ, which can be recast as k̄θ = cos θ, where k̄ = k/(mgR) is the non-dimensional
stiffness constant of the spring. The transcendental equation does not admit a closed
form solution, and it must be solved graphically or iteratively using a procedure such
as Newton’s method. For k̄ → 0, that is, for a spring of very low stiffness or for a
very large tip mass, the equilibrium angle θ ≈ π/[2(1 + k̄)]. For k̄ →∞, that is, for
a very stiff spring or very small tip mass, the equilibrium angle θ ≈ 1/k̄.

Although the spring is assumed to be linear, the equilibrium equations of the
problem are nonlinear because the motion of the bar is finite, i.e., no limit is set on
the magnitude of angle θ. When k̄ →∞, system deflections remain small, the equi-
librium equation of the problem becomes linear, k̄θ ≈ 1, and the solution is easily
found as θ = 1/k̄ = mgR/k. The nonlinearities introduced by large deflections are
called geometric nonlinearities.

Example 10.4. Buckling of a rigid bar under compressive load
The study of the behavior of the total potential energy in the vicinity of an equilib-
rium state provides important information about the stability of the system. To illus-
trate this concept, consider the rigid bar of length L, connected to the ground through
a pivot point and subjected to a tip compressive load, P , as shown in fig. 10.12. A
rectilinear spring is attached at the tip of the bar and is assumed to remain horizontal
at all times; the spring is unstretched when the bar is in the vertical position, i.e.,
when θ = 0.

The strain energy for the spring is A = 1/2 k∆2, where the extension of the
spring is ∆ = L sin θ. The potential of the externally applied load is computed with
the help of eq. (10.13) as Φ = −WE = −Ph, where h = L(1− cos θ) is the motion
of the point of application of the tip force projected along its line of action. The total
potential energy of the system is Π = A + Φ = 1/2 kL2 sin2 θ − PL(1− cos θ).

Since the problem presents a single generalized coordinate, θ, the principle of
minimum total potential energy, eq. (10.17), implies

∂Π

∂θ
= kL2 sin θ cos θ − PL sin θ = L sin θ (kL cos θ − P ) = 0.
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Fig. 10.12. Rigid bar with tip spring un-
der compressive load. Original and deformed
configurations.
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Fig. 10.13. Response of the system: stable
branch: solid line; unstable branches: dotted
lines.

This equation possesses two distinct solutions: sin θ = 0 and P = kL cos θ. The
first solution, sin θ = 0, yields θ = 0 or θ = ±π, for any value of load, P . This
corresponds to the configuration in which the bar remains vertical, straight up or
down with respect to the pivot, for any applied load. The second solution, P =
kL cos θ, can be solved for the deflection of the bar as a function of the applied load:
θ = arccos(P/kL). These two solutions are depicted in fig. 10.13.

To study the stability of these solutions, the variation of the total potential en-
ergy in the vicinity of an equilibrium configuration is evaluated with the help of
eq. (10.20) as

dΠ ≈ ∂2Π

∂θ2
dθ2 =

[
kL2

(
cos2 θ − sin2 θ

)− PL cos θ
]
dθ2.

Consider the first solution, θ = 0. Along this branch, labeled “branch 1” in
fig. 10.13, the variation of the total potential energy is dΠ ≈ L(kL − P )dθ2. For
P < kL, it follows that dΠ > 0, leading to a stable solution. A solid line is used in
fig. 10.13 to indicate that this branch is stable. For P > kL, however, dΠ < 0, and
the equilibrium solution becomes unstable; this unstable branch, labeled “branch 2,”
is shown as a dotted line.

Consider now the second solution, P = kL cos θ. In the vicinity of this equilib-
rium configuration, it is clear that dΠ ≈ −kL2 sin2 θ dθ2 < 0, and the solution,
labeled “branch 3,” is unstable. Finally, it is easily verified that the last equilibrium
solution, θ = ±π, is stable for all P > 0.

It now becomes possible to describe the behavior of the system under an increas-
ing load, P . For P < kL, the bar is in stable equilibrium in the vertical configuration.
As load P increases, point B in fig. 10.13 is reached. At this point three distinct equi-
librium solutions now become possible: θ = 0, and θ = arccos(P/kL), for either
positive or negatives values of θ. These equilibrium solutions are labeled “branch 2”
and “branch 3,” and are all unstable, as indicated in fig. 10.13. Point B is called a
bifurcation point because three equilibrium solutions emanate from it.
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From a purely mathematical perspective, although all are unstable, each of the
three solutions is a correct equilibrium solution of the problem. In practice, the
branch to be followed by the bar depends on the imperfection present in the system.
Indeed, a rigid bar is never “perfectly straight” nor “perfectly homogeneous,” and
load P can never be “exactly aligned” with the axis of the bar. If the bar is slightly
canted to the right or load P leaning in that direction, the system will collapse to the
right; conversely, a left leaning imperfection or loading will cause the bar to collapse
to the left. Because imperfections are always present, “branch 2” is never observed
in practice.

From this discussion, it is clear that the system can only sustain loads P < kL
with θ = 0, at which point the system collapses. Point B is called the buckling point,
and Pcr = kL is the critical load or buckling load. More details about the buckling
phenomenon can be found in chapter 14.

As a final point, it should be noted that the branch θ = 0 is stable for any negative
value of P ; this correspond to the case when the load is pulling the vertical bar
upward, an obviously stable configuration.

Example 10.5. Rigid aircraft suspended by “bungee cords”
For the purpose of dynamic testing, an aircraft is suspended from a hangar’s roof by
means of three bungee cords attached to the aircraft’s left wing at point L, right wing
at point R, and tail at point T, as depicted in fig. 9.16 on page 424. The aircraft’s total
mass is M and the center of mass is located at point C. For simplicity, the aircraft
is assumed to be rigid and the displacements under the load are assumed to remain
small. The generalized coordinates of the problem are selected as ∆L, ∆R, and ∆T ,
the downward vertical distance of points L, R, and T, respectively, from the bungee
cord attachment points. The strain energy for each of the bungee cords is given by
eq. (10.27), and hence, the total strain energy of the system is

A =
kLu2

L

2
ln2(1 + ∆̄L) +

kRu2
R

2
ln2(1 + ∆̄R) +

kT u2
T

2
ln2(1 + ∆̄T ), (10.30)

where ∆̄L = (∆L−uL)/uL, ∆̄R = (∆R−uR)/uR, and ∆̄T = (∆T −uT )/uT , are
the non-dimensional extensions of the three bungee cords, uL, uR, and uT are their
natural lengths, and kL, kR, and kT , are their apparent stiffness for small extensions.

Equation (10.30) illustrates one of the fundamental advantages of energy meth-
ods: because strain energy is an additive scalar quantity, the strain energy of a system
is simply the sum of the strain energies stored in each of its elastic components. In
this example, the total strain energy of the system is the sum of the strain energies in
each of the three bungee cords. Because the aircraft is assumed to be rigid, it stores
no strain energy.

The potential of the gravity load acting on the aircraft is Φ = −Mgh, where
h is the distance of the mass center below a reference plane and is given by, h =
(a/d)∆T + (1 − a/d)(∆L + ∆R)/2. This expression is a direct consequence of
the assumption of a rigid aircraft. The potential of the externally applied loads now
becomes

Φ = −Mg

[
∆T

a

d
+

∆L + ∆R

2

(
1− a

d

)]
. (10.31)
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The total potential energy of the system is Π = A + Φ, and the equilibrium
equations of the system, eqs. (10.17), become

kLuL
ln(1 + ∆̄L)

1 + ∆̄L
=

Mg

2

(
1− a

d

)
, (10.32a)

kRuR
ln(1 + ∆̄R)

1 + ∆̄R
=

Mg

2

(
1− a

d

)
, (10.32b)

kT uT
ln(1 + ∆̄T )

1 + ∆̄T
= Mg

a

d
. (10.32c)

These are three nonlinear equations to be solved for the non-dimensional extensions
of the three bungee cords.

It is interesting to compare the present solution with the solution presented in ex-
ample 9.12 on page 423. Nonlinear springs are used in the present example, but linear
springs are used in example 9.12. The present example illustrates the concept of ma-
terial nonlinearities, i.e., nonlinear relationships for the material constitutive laws,
as opposed to the geometric nonlinearities encountered in examples 10.3 and 10.4.

In example 9.12, the generalized coordinates are selected as u, φ1, and φ2, the
vertical translation and two rotations of the rigid aircraft, whereas in the present case,
the non-dimensional extensions of the three bungee cords are used. The use of the
former generalized coordinates results in a system of coupled equations as shown in
eq. (9.26), whereas the use of the latter yields the uncoupled equations (10.32). Both
sets of generalized coordinates are equally valid because both uniquely define the
configuration of the aircraft. The final form of the governing equations of the prob-
lem, however, does depend on the choice of a specific set of generalized coordinates.
An interesting exercise would be to repeat the solution of the present problem by
selecting u, φ1, and φ2 as the generalized coordinates.

Finally, it must be repeated that the solution presented here assumes the move-
ment of the aircraft to remain small. If that assumption is violated, the kinematics of
the problem will be more complicated. For instance, if the generalized coordinates
are selected to be u, φ1, and φ2, the development of large displacements, and hence,
of finite rotations, will introduce trigonometric functions of angles φ1 and φ2, which
leads to geometric nonlinearities.

10.3.4 Problems

Problem 10.1. Rotating disk with spring restraint
Work problem 9.1 using the principle of minimum total potential energy.

Problem 10.2. Lever with sliding pivots
Bar ABC is of length b + a and is constrained to move vertically at point A and horizontally
at B, while a horizontal force, P , is applied at point C, as depicted in fig. 10.14. Point A is
restrained by a vertical spring of stiffness constant k, which is relaxed when angle θ = 0. Use
the principle of minimum total potential energy to determine the equilibrium configurations
of the system.
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Fig. 10.14. Lever with spring-restrained slid-
ing pivots.
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Fig. 10.15. Rod in frictionless hemispherical
bowl (L > 2R).

Problem 10.3. Rod in frictionless hemispherical bowl
A uniform rod of mass, m, and length, L, rests from inside to across the rim of a frictionless
hemispherical bowl of radius, R, as shown in the cross-sectional view in fig. 10.15. Assume
that L > 2R. Using the principle of minimum total potential energy, find the equilibrium
angle of inclination, θ, of the rod to the horizontal plane.

Problem 10.4. Geometrically nonlinear spring-mass
Problem 9.6 describes a spring-mass system with a nonlinear geometry which arises from the
large displacements that are developed, as shown in fig. 9.22. Use the principle of minimum
total potential energy to compute the equilibrium configuration of the system.

Problem 10.5. Rigid aircraft suspended by bungee cords
Work example 10.5 with the generalized coordinates u, φ1, and φ2 defined in example 9.12.

10.4 Strain energy in beams

10.4.1 Beam under axial loads

Consider a beam subjected only to axial loads as discussed in section 5.4 and de-
picted in fig. 5.6 on page 179. Material constitutive laws are assumed to be linear
and elastic. Focus now on an infinitesimal slice of the beam of span-wise length
dx1, acted upon by an axial force N1. The left face of this differential element
undergoes an axial displacement ū1, whereas the displacement of its right face is
ū1 + (dū1/dx1)dx1. As the axial force acting on the left face increases from zero to
its final value, N1, the work it performs is −1/2 N1ū1; the minus sign is due to the
fact on the left face, displacement and force are counted positive in opposite direc-
tions. For linear constitutive laws, see fig. 10.5, the area under the force-displacement
curve is the area of a triangle, 1/2 N1ū1.

The work done by the axial force acting on the right face as it increases
from zero to N1 is 1/2 N1 [ū1 + (dū1/dx1)dx1]. The total work done by the
axial force is found by adding the contributions from the two faces to find
1/2 N1(dū1/dx1)dx1 = 1/2 N1ε̄1dx1, where ε̄1 is the sectional axial strain. The
work done by the externally applied force, N1, on a differential element of the beam
is
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dWE =
1
2

N1ε̄1dx1 =
1
2

Sε̄21 dx1, (10.33)

where the linear sectional constitutive law, eq. (5.16), is used to obtain the last equal-
ity.

The quantity

a(ε̄1) =
1
2

Sε̄21, (10.34)

is known as the strain energy density function and gives the strain energy per unit
length of the beam. This strain energy density can be viewed as the potential of the
axial force, which can be derived from this potential as N1 = −∂a(ε̄1)/∂ε̄1 = −Sε̄1.
Again, the minus sign indicates that this is the internal force in the beam, not the axial
force externally applied to the differential element.

The total strain energy developed by the axial force distribution over the beam’s
span is now obtained by integration of the strain energy density

A(ε̄1) =
∫ L

0

a(ε̄1) dx1 =
1
2

∫ L

0

Sε̄21 dx1. (10.35)

Sometimes, it is preferable to express the strain energy stored in the beam in
terms of the axial force by using eq. (5.6), to find

A(ε̄1) =
∫ L

0

N2
1

2S
dx1 = A′(N1). (10.36)

Here, a′(N1) = N2
1 /2S is known as the stress energy density function, or comple-

mentary strain energy density. A′(N1) is the total stress energy or complementary
energy stored in the beam expressed in terms of the axial force distribution. As ob-
served earlier, in the case of a linear constitutive law, the strain energy and its com-
plementary counterpart are equal.

To illustrate these concepts, consider a bar fixed at its root end and subjected
to only an axial tip force, P . Static equilibrium implies the N1 = P at all points
along the beam’s span, and hence, the axial strain is a constant, ε̄1 = ∆/L, where
∆ is the bar’s tip deflection and L its length. The strain energy, eq. (10.35), is then
A(ε̄1) = 1/2

∫ L

0
Sε̄21 dx1 = 1/2 S∆2/L. Clearly, a beam subjected to a tip axial

load is equivalent to a rectilinear spring of stiffness constant k = S/L.

10.4.2 Beam under transverse loads

Beams subjected to transverse loads are discussed in section 5.5 and are depicted
in fig. 5.14 on page 187. Material constitutive laws are assumed to be linear. Con-
sider now an infinitesimal slice of the beam of span-wise length dx1, acted upon by
a bending moment M3. The left face of this differential element rotates by an an-
gle dū2/dx1, whereas the rotation of its right face is dū2/dx1 + (d2ū2/dx2

1)dx1.
When the bending moment acting on the left face increases from zero to its fi-
nal value, M3, the work it performs is −1/2 M3dū2/dx1; the minus sign is
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due to the fact on the left face, rotation and moment are counted positive in
opposite directions. The work done by the bending moment acting on the right
face is 1/2 M3

[
dū2/dx1 + (d2ū2/dx2

1)dx1

]
. The total work done by the bend-

ing moment is found by adding the contributions from the two faces to find
1/2 M3(d2ū2/dx2

1)dx1 = 1/2 M3κ3dx1, where κ3 is the sectional curvature de-
fined by eq. (5.6). The work done by the externally applied bending moment, M3, on
a differential element of the beam is

dWE =
1
2

M3κ3 dx1 =
1
2

Hc
33κ

2
3 dx1. (10.37)

where the linear sectional constitutive law, eq. (5.37), is used to obtain the last equal-
ity.

The quantity

a(κ3) =
1
2

Hc
33κ

2
3, (10.38)

is known as the strain energy density function and gives the strain energy per
unit length of the beam. This strain energy density can be viewed as the poten-
tial of the bending moment, which can be derived from this potential as M3 =
−∂a(κ3)/∂κ3 = −Hc

33κ3. Again, the minus sign indicates that this is the internal
moment in the beam, not the bending moment externally applied to the differential
element.

The total strain energy developed by the bending moment distribution in the beam
is then obtained by integration of the strain energy density

A(κ3) =
∫ L

0

a(κ3) dx1 =
1
2

∫ L

0

Hc
33κ

2
3 dx1. (10.39)

The curvature can also be expressed in terms of the transverse deflection using
eq. (5.6) so that

A(u2(x1)) =
1
2

∫ L

0

Hc
33

(
d2ū2

dx2
1

)2

dx1. (10.40)

The strain energy stored in the beam can also be expressed in terms of the bending
moment by using eq. (5.37) in eq. (10.39) to find

A(M3) =
∫ L

0

M2
3

2Hc
33

dx1 = A′(M3). (10.41)

In this case, a′(M3) = M2
3 /2Hc

33 is known as the stress energy density function.
A′(M3) is the total complementary strain energy stored in the beam expressed in
terms of the bending moment distribution.

10.4.3 Beam under torsional loads

Consider a circular cylindrical beam subjected to torsion as discussed in section 7.1.
Material constitutive laws are assumed to be linear. An infinitesimal slice of the
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cylinder of span-wise length dx1 is acted upon by a torque M1. The left face of this
differential element undergoes a rotation, φ1, whereas the rotation of its right face is
φ1 + (dφ1/dx1)dx1. As the torque acting on the left face increases from zero to its
final value, M1, the work it performs is−1/2 M1φ1; the minus sign is due to the fact
on the left face, rotation and torque are counted positive in opposite directions. The
work done by the torque acting on the right face as it increases from zero to M1 is
1/2 M1 [φ1 + (dφ1/dx1)dx1]. The total work done by the torque is found by adding
the contributions from the two faces to find 1/2 M1(dφ1/dx1)dx1 = 1/2 M1κ1dx1,
where κ1 is the sectional twist rate. The work done by the externally applied torque,
M1, on a differential element of the beam is

dWE =
1
2

M1κ1dx1 =
1
2

H11κ
2
1 dx1. (10.42)

where the linear sectional constitutive law, eq. (7.13), is used to obtain the last equal-
ity.

The quantity

a(κ1) =
1
2

H11κ
2
1, (10.43)

is known as the strain energy density function and gives the strain energy per unit
length of the cylinder. This strain energy density can be viewed as the potential of the
torque, which can be derived from this potential as M1 = −∂a(κ1)/∂κ1 = −H11κ1.
Again, the minus sign indicates that this is the internal torque in the beam, not the
torque externally applied to the differential element.

The total strain energy developed in the cylindrical beam by the torque distribu-
tion over the cylinder’s span is then obtained by integration

A(κ1) =
∫ L

0

a(κ1) dx1 =
1
2

∫ L

0

H11κ
2
1 dx1. (10.44)

Sometimes, it is preferable to express the strain energy stored in the cylindrical
beam in terms of the torque by using eq. (7.13) to find

A(M1) =
∫ L

0

M2
1

2H11
dx1 = A′(M1). (10.45)

a′(M1) = M2
1 /2H11 is known as the stress energy density function. A′(M1) is the

total complementary strain energy stored in the cylinder expressed in terms of the
torque distribution.

10.4.4 Relationship with virtual work

It is interesting to compare the results obtained in this section with those developed is
section 9.7. The internal work done by a constant bending moment, M3, undergoing
a curvature, κ3, is given by eq. (9.69) as dWI = −M3κ3 dx1, for a slice of the beam
of infinitesimal size, dx1. Next, eq. (9.19) yields dWE = −dWI = M3κ3 dx1. This
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result seems to contradict eq. (10.37) in section 10.4.2, which states that dWE =
1/2 M3κ3 dx1. Fortunately, this is only an apparent contradiction. In section 9.7,
the bending moment is assumed to remain constant in magnitude while undergoing
a curvature; in section 10.4.1, however, the bending moment is assumed grow in
proportion to the curvature. If the bending moment is kept constant, the work it
performs as the curvature increases is

dWE =
[∫ κ3

0

M3 dκ3

]
dx1 =

[
M3

∫ κ3

0

dκ3

]
dx1 = M3κ3 dx1.

In contrast, if the bending moment is proportional to the curvature, i.e., if M3 =
kκ3, where k is the constant of proportionality between the two quantities, the work
becomes

dWE =
[∫ κ3

0

M3 dκ3

]
dx1 =

[∫ κ3

0

kκ3 dκ3

]
dx1 =

1
2
kκ2

3dx1 =
1
2
M3κ3 dx1.

Clearly, the difference between the two results can be directly attributed to
the nature of the bending moment: if the bending moment remains constant dur-
ing the deformation, the work it performs is dWE = M3κ3 dx1, whereas if the
bending moment increases in proportion to the deformation, the work becomes
dWE = 1/2 M3κ3 dx1.

The same reasoning applies to bars under torsion. In section 9.7.2, the work
done by a constant torque, M1, undergoing a twist rate, κ1, is found to be dWE =
−dWI = M1κ1 dx1, see eq. (9.71). In section 10.4.3, the work done by a torque
that increases in proportion to the twist rate is found as dWE = 1/2 H11κ

2
1 dx1,

see eq. (10.42). Here again, the two results differ by a factor of one half, which is
directly related to the nature of the torque.

All the results derived in section 9.7 for the work done by internal stresses or
forces of constant magnitude in various types of structures can be readily used to
obtain the work done by internal stresses or forces of magnitude proportional to the
deformation in the same structures by simply multiplying the expression by a factor
of one half.

The discussion of the previous paragraphs begs the following question: why is
the moment assumed to be constant in the developments of section 9.7, whereas it
is assumed to increase in proportion to the deformation in the present section? In
section 9.7, the goal is to derive expressions for the virtual work and complemen-
tary virtual work. When computing the virtual work, virtual displacements do not
affect the forces or stresses in the system, i.e., the internal forces or stress remain
constant, unaffected by virtual displacements. For instance, the work done by a con-
stant moment in a beam is WI = − ∫ L

0
M3κ3 dx1, see eq. (9.69), where the bending

moment, M3, remains constant, unaffected by the curvature, κ3. The virtual work is
then δWI = − ∫ L

0
M3δκ3 dx1, see eq. (9.70a), where the bending moment remains

constant, unaffected by the virtual curvature.
In contrast, the present study focuses on the determination of the strain energy

stored in a structure. As the external loads are slowly applied to the solid, internal
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forces and moments increase in proportion to the deformation. Because the system
is assumed to be conservative, the work done by the externally applied forces is
now stored in the elastic body in the form of strain energy. Consequently, when the
strain energy is computed from the evaluation of the work done by the externally
applied loads, it must be assumed that the internal forces increase in proportion to
the deformation, as is done in the present section.

10.5 Strain energy in solids

In this section, expressions for the strain energy in three-dimensional solids will be
derived. The starting point of the development is the expression developed in sec-
tion 9.7.3. Expressions for the strain energy in beams undergoing three-dimensional
deformations will also be developed.

10.5.1 Three-dimensional solid

In section 9.7.3, the internal work done by constant stresses undergoing general,
three-dimensional deformation is found to be WI = − ∫

V σT ε dV , see eq. 9.76,
where ε and σ are the arrays of strain and stress components defined by eqs. (2.11a)
and (2.11b), respectively. It follows that the work done by the constant, external
stresses is WE =

∫
V σT ε dV . Finally, if the stresses increase in proportion to the

deformations, the work becomes

WE =
1
2

∫

V
σT ε dV. (10.46)

If the material behaves according to Hooke’s law given by eqs. (2.4) and (2.9),
the work can be expressed in terms of the strain components only as

WE =
1
2

∫

V

E

(1 + ν)(1− 2ν)
[
(1− ν)(ε21 + ε22 + ε23) + 2ν(ε1ε2 + ε1ε3 + ε2ε3)

+
1− 2ν

2
(γ2

23 + γ2
31 + γ2

12)
]

dV =
∫

V
a(ε) dV = A(ε).

From this, the strain energy density function for a three-dimensional solid behaving
according to Hooke’s law becomes

a(ε) =
1
2

E

(1 + ν)(1− 2ν)
[
(1− ν)(ε21 + ε22 + ε23) + 2ν(ε1ε2 + ε1ε3 + ε2ε3)

+
1− 2ν

2
(γ2

23 + γ2
31 + γ2

12)
]

.

(10.47)
This expression can be written in a more compact form as follows

a(ε) =
1
2

E

(1 + ν)(1− 2ν)
[(1− ν)I2

1 − 2(1− 2ν)I2], (10.48)
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where I1 and I2 are the first two invariants of the strain tensor defined by eqs. (1.86a)
and (1.86b), respectively. It is also possible to write the strain energy density function
in term of the strain array as

a(ε) =
1
2

εT C ε, (10.49)

where C is the 6× 6 stiffness matrix of the material defined by eq. (2.14).
Because Hooke’s law is a linear stress-strain relationship, the strain energy and

its complementary counterpart are equal, a(ε) = a′(σ). The complementary strain
energy density is expressed in terms of the stress components as

a′(σ) =
1

2E

[
σ2

1 + σ2
2 + σ2

3 − 2ν (σ1σ2 + σ1σ3 + σ2σ3)

+ 2(1 + ν)
(
τ2
12 + τ2

23 + τ2
31

)]
.

(10.50)

A more compact expression can be obtained by making use of the invariants of the
stress tensor, I1 and I2, given by eqs. (1.15a) and (1.15b), respectively, to find

a′(σ) =
1

2E

[
I2
1 − 2(1 + ν)I2

]
=

1
2

[
I2
1

E
− I2

G

]
. (10.51)

Finally, it is also possible to write the complementary strain energy density function
in term of the stress array as

a′(σ) =
1
2

σT S σ, (10.52)

where S is the 6× 6 compliance matrix of the material defined by eq. (2.12).

10.5.2 Three-dimensional beams

The internal work done by constant stress resultants in three-dimensional beams un-
dergoing deformation is derived in section 9.7.4, see eq. (9.78). From this result,
the work done by the same stress resultants when they increase in proportion to the
deformations becomes

WE =
1
2

∫ L

0

(N1ε̄1 + M2κ2 + M3κ3) dx1. (10.53)

If the beam is made of a linearly elastic material obeying Hooke’s law, the sec-
tional constitutive laws are given by eq. (6.12), assuming that the origin of the axis
system is selected to be at the section’s centroid. Eliminating the stress resultants
from eq. (10.53) with the help of the sectional constitutive laws yields the strain
energy in the beam as

A =
1
2

∫ L

0

(
Sε̄21 + Hc

22κ
2
2 − 2Hc

23κ2κ3 + Hc
33κ

2
3

)
dx1. (10.54)
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Similarly, the complementary strain energy is obtained from eq. (10.53), where
the sectional strains are expressed in terms of the stress resultants using the compli-
ance form of the sectional constitutive laws, eqs. (6.13), to find

A′ =
1
2

∫ L

0

(
N2

1

S
+

Hc
33

∆H
M2

2 + 2
Hc

23

∆H
M2M3 +

Hc
22

∆H
M2

3

)
dx1, (10.55)

where ∆H = Hc
22H

c
33 −Hc

23H
c
23.

Equations (10.54) and (10.55) are general expression for the strain energy in
three-dimensional beams and its complementary counterpart, respectively. They as-
sume a linearly elastic material behavior characterized by Hooke’s law, and the origin
of the axis system must be located at the section’s centroid.

These expressions can be simplified for specific applications. For instance, if the
beam is undergoing axial deformations only, the first term only is kept and A =
1/2

∫ L

0
Sε̄21 dx1 whereas A′ = 1/2

∫ L

0
N2

1 /S dx1. If the axis system is selected to
coincide with the principal centroidal axes of bending, Hc

23 = 0, and

A =
1
2

∫ L

0

(
Sε̄21 + Hc

22κ
2
2 + Hc

33κ
2
3

)
dx1, (10.56a)

A′ =
1
2

∫ L

0

(
N2

1

S
+

M2
2

Hc
22

+
M2

3

Hc
33

)
dx1. (10.56b)

10.6 Applications to trusses and beams

The principle of minimum total potential energy leads to an elegant solution proce-
dure for truss and beam problems, both of which will be addressed in the sections
below.

10.6.1 Applications to trusses

To illustrate the application of the principle of minimum total potential energy to
truss problems, a simple problem will be solved first, then, the general approach will
be presented more formally, leading to a step-by-step procedure.

Consider the three-bar, hyperstatic truss depicted in fig. 10.16. All bars have the
same cross-sectional area, A, and modulus, E. Determine both the joint displace-
ments and the member forces. In fig. 10.16, the three bars are labeled by a number
indicated in a square box. The bar lengths are L1 = L3 = L/ cos θ and L2 = L.

First, eq. (9.27) is used to find the bar elongations as e1 = u1 cos θ + u2 sin θ,
e2 = u2, and e3 = −u1 cos θ + u2 sin θ. In view of eq. (10.29), the bar strain energy
is written as A = 1/2 ke2, where e is the bar elongation and k = EA/L its stiffness.
The strain energy in the truss is then the sum of the bar strain energies
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Fig. 10.16. Simple 3-bar truss.

A =
1
2

(
EA cos θ

L
e2
1 +

EA
L

e2
2 +

EA cos θ

L
e2
3

)

=
1
2

EA
L

[
(u1 cos θ + u2 sin θ)2 cos θ + u2

2 + (−u1 cos θ + u2 sin θ)2 cos θ
]

=
1
2

EA
L

[
2u2

1 cos3 θ + (1 + 2 sin2 θ cos θ)u2
2

]
.

Based on eq. (10.13), the potential of the externally applied load, P1, is given by
Φ = −P1u1. The total potential, Π , then becomes Π = A + Φ = A− P1u1.

This problem has two degrees of freedom, u1 and u2, and the principle of mini-
mum total potential energy, eq. (10.17), then requires

∂Π

∂u1
=

EA
L

2u1 cos3 θ − P1 = 0,

∂Π

∂u2
=

EA
L

(1 + 2 sin2 θ cos θ)u2 = 0.

It is convenient to recast these equations in a matrix form to underline the fact that
they form a set of two linear equations for the two generalized coordinates of the
problem, u1 and u2,

[
2 cos3 θ 0

0 1 + 2 sin2 θ cos θ

]{
u1

u2

}
=

L

EA
{

P1

0

}
.

Solving these equations then yields u1 = P1L/(2EA cos3 θ) and u2 = 0.
Once the displacements of the system have been evaluated, the elongation-

displacement equations yield the non-dimensional elongations in each bar as

e1

L
=

1
2 cos2 θ

P1

EA , e2 = 0,
e3

L
= − 1

2 cos2 θ

P1

EA .

Next, the non-dimensional bar forces are obtained from the constitutive laws as

F1

P1
=

1
2 cos θ

, F2 = 0,
F3

P1
= − 1

2 cos θ
.

The approach presented here first finds the joint displacements, then evaluates bar
elongations based on the elongation-displacement equations, and finally determines
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the bar forces with the help of the constitutive laws. The principle of minimum total
potential energy enforces the equilibrium equations of the problem. The solution
process does not make special provisions for the fact that the three-bar truss is a
hyperstatic structure: it is equally applicable to both iso- and hyperstatic structures.

The response of a particular structure must often be evaluated under various load-
ing conditions. The right portion of fig. 10.16 depicts the same three-bar truss sub-
jected to two loads, P1 and P2, both applied at the common joint of the three bars.
The only change in the above analysis is that the expression for the potential of the
externally applied loads now becomes Φ = −P1u1 − P2u2. Repeating the steps of
the analysis leads to the following set of linear equations

[
2 cos3 θ 0

0 1 + 2 sin2 θ cos θ

]{
u1

u2

}
=

L

EA
{

P1

P2

}
,

and yields the joint displacements: u1 = P1L/(2EA cos3 θ) and u2 =
P2L/[EA(1 + 2 sin2 θ cos θ)].

General procedure

The general procedure for the solution of truss problems using the principle of min-
imum total potential energy can be summarized in the following steps.

1. Based on the geometry of the problem, find the length, Li, of each of the Nb bars
of the truss. The Young’s modulus, Ei, and cross-section area, Ai, are given for
each bar. Compute the stiffness, ki = (EA)i/Li, of each bar.

2. Select the generalized coordinates of the problem to be the N joint displace-
ments. Do not include the displacements at the supports because these are con-
strained to be zero.

3. Find the bar extensions, ei, in terms of the joint displacements using eq. (9.27).
4. Determine the total strain energy of the system by adding up the contributions

from the Nb bars,

A =
1
2

Nb∑

i=1

kie
2
i .

5. Write the potential of the externally applied loads, Φ, using eq. (10.13). Because
the externally applied loads, Pj , j = 1, 2, . . . NP , are assumed to act at the joints,
the contribution of each load is −Pjdj , where dj is the displacement along the
line of action of the force. The total potential of the externally applied loads is
then

Φ = −
NP∑

j=1

Pjdj .

6. The governing equations of the system are found by invoking the principle of
minimum total potential energy expressed by eq. (10.17). Because the strain
energy is a quadratic function of the joint displacements, and the potential of
the externally applied loads a linear function of the same variables, the resulting
equations form a linear set of N equations for the N generalized coordinates.
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7. Solve the equations for the joint displacements.
8. Determine the bar elongations from the elongation-displacement equations.
9. Determine the bar forces from the constitutive laws, Fi = kiei.

The procedure is unaffected by the nature of the truss: both iso- and hyperstatic
problems can be solved in the same manner. For large trusses, the number of gen-
eralized coordinates increases, and the size of the set of linear equations for the
generalized coordinates increases. Clearly, the approach is not suitable for hand cal-
culations, but the solution of large systems of linear equations is easily obtained with
the help of computers.

Example 10.6. Pentagonal truss
Consider the ten-bar pentagonal truss depicted in fig. 10.17. All bars have the same
modulus, E, and cross-sectional area, A, and a single vertical load, P , is applied
at the top joint of the truss. Because both structure and loading are symmetric with
respect to the vertical axis, the response of the truss must exhibit the same symmetry.
The numbering of the bars reflects the symmetry of the problem: the behavior of the
identically numbered bars must be identical. Only four independent joint displace-
ment components are needed and are indicated in fig. 10.17; these will be selected as
the generalized coordinates of the problem.

u

v
s

ww

s
v

L

6

5

33
22

1 1

4 4

P

36
o

36
o 36

o

Fig. 10.17. A pentagonal truss.

The geometry of a regular pentagon implies that the angles between the diagonals
of the pentagon and the sides are all 36◦. The bar lengths are found as L1 = L2 =
L6 = L/(2 sin 18◦) = 1.618 L, and L3 = L4 = L5 = L. Equation (9.27) then
yields the elongations of the bars as

e1 = (v + w) cos(36◦)− s sin(36◦) = 0.809(v + w)− 0.588s

e2 = −u sin(72◦) + w cos(72◦) = −0.951u + 0.309w

e3 = (s− u) sin(36◦) + v cos(36◦) = 0.588(s− u) + 0.809v

e4 = (v − w) cos(72◦)− s sin(72◦) = 0.309(v − w)− 0.951s

e5 = 2w

e6 = 2v.

(10.57)
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The truss strain energy is found by summing up the individual bar contributions

A =
1
2

EA
L

(
2e2

1

1.618
+

2e2
2

1.618
+ 2e2

3 + 2e2
4 + e2

5 +
e2
6

1.618

)
.

Due to symmetry, the contributions of bars 1, 2, 3, and 4 are doubled. The total
potential of the externally applied loads reduces to a single term, Φ = −Pu.

The principle of minimum total potential energy expressed by eq. (10.17) then
implies the vanishing of the derivatives of the total potential energy, Π(u, v, w, s),
with respect to each of the generalized coordinates,

∂Π

∂u
=

∂Π

∂v
=

∂Π

∂w
=

∂Π

∂s
= 0.

Tedious algebraic manipulations yield a set of four simultaneous algebraic equations
for the unknown joint displacements




1.809 −0.9511 −0.3633 −0.6910
−0.9511 4.781 0.6180 −0.2245
−0.3633 0.6180 5.118 0
−0.6910 −0.2245 0 2.927








u
v
w
s





=
PL

EA





1
0
0
0





.

These equations can solved numerically using a computer, and the result is

u

L
= 0.703

P

EA ,
v

L
= 0.144

P

EA ,
w

L
= 0.0325

P

EA ,
s

L
= 0.177

P

EA .

Once the joint displacements are determined, the bar non-dimensional elongation are
obtained from the elongation-displacement relationships, eqs. (10.57),

e1

L
= 0.0387

P

EA ,
e2

L
= −0.6580

P

EA ,
e3

L
= −0.1930

FL

EA
e4

L
= −0.1340

P

EA ,
e5

L
= 0.0650

P

EA ,
e6

L
= 0.2880

P

EA .

Finally, the non-dimensional bar forces are evaluated with the help of the constitutive
laws to find

F1

P
= 0.0239,

F2

P
= −0.4070,

F3

P
= −0.1930,

F4

P
= −0.1340,

F5

P
= 0.0650,

F6

P
= 0.1780.

10.6.2 Problems

Problem 10.6. Planar 3-bar truss
The hyperstatic, three bar truss depicted in fig. 10.18 is subjected to a load, P , applied at joint
A, with a line of action at an angle θ = 45 degrees with respect to the horizontal. All bars have
the same Young’s modulus, E, and cross-sectional area, A. (1) Determine the displacement
components, u1 and u2, of joint A. (2) Find the elongations in each bar. (3) Evaluate the forces
in each bar.
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Fig. 10.18. Planar 3-bar truss with load ap-
plied at joint A.
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Fig. 10.19. Hyperstatic planar triangular
truss.

Problem 10.7. Hyperstatic planar triangular truss
The five-bar, hyperstatic truss shown in fig. 10.19 has the overall shape of an equilateral tri-
angle, and is subjected to a horizontal load of magnitude P at joint A. All bars have the same
Young’s modulus, E, and cross-sectional area, A. Note that this problem features four gener-
alized coordinates: the horizontal and vertical displacement components at joints A and D. (1)
Determine the generalized coordinates. (2) Find the elongations in each bar. (3) Evaluate the
forces in each bar. Use the following data: L = 2 m, A = 100 mm2, E = 70 GPa, P = 20
kN. It will be necessary to use a computer to solve this problem.

Problem 10.8. Multi-cable truss structure
A vertical load, P , is supported by seven cables of equal cross-sectional area, A, and elastic
modulus, E as shown in fig 10.20. The angles between the cables and the vertical are 60◦ ,
45◦ , 30◦ , 0◦ , −30◦ , −45◦ , and −60◦. (1) Determine the generalized coordinates. (2) Find
the elongations in each cable. (3) Evaluate the forces in each cable.

L

P

21 3 4

Fig. 10.20. Multiple cables supporting a sin-
gle load point.

q

L

L
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B
C

P
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D

2

Fig. 10.21. Planar rectangular 3-bar truss
with unequal axial stiffnesses.

Problem 10.9. Rectangular 3-bar planar truss
The three-bar, hyperstatic truss shown in fig. 10.21 is subjected to a load of magnitude P with
a line of action at an angle θ = 45 degrees with respect to the horizontal. All bars have the
same elastic modulus, E; bars 1 and 3 have a cross-sectional area, A, whereas that of bar 3
is 2A. (1) Determine the generalized coordinates. (2) Find the elongations in each bar. (3)
Evaluate the forces in each bar.
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10.6.3 Applications to beams

The principle of minimum total potential energy can also be applied to beam prob-
lems. Expressions for the strain energy stored in beams are developed in section 10.4
for beams under axial, transverse, and torsional loads.

Consider, for instance, a beam under a distributed transverse load, p2(x1), as
shown in fig. 5.14 on page 187. The transverse force applied on a differential el-
ement of the beam of length dx1 is p2(x1) dx1, and the work it performs is then
p2(x1)ū2(x1) dx1, where ū2(x1) is the displacement of the force along its line of
action. The work done by this distributed load applied along the beam’s span is then
found by integration, WE =

∫ L

0
p2(x1)ū2(x1) dx1. Equation (10.8) then yields the

potential of this externally applied load as

Φ = −
∫ L

0

p2(x1)ū2(x1) dx1. (10.58)

The total potential energy of the beam now follows from eq. (10.9) as

Π = A + Φ =
1
2

∫ L

0

Hc
33

(
d2ū2

dx2
1

)2

dx1 −
∫ L

0

p2ū2 dx1,

where eq. (10.40) is used to express the beam’s strain energy in bending in terms of
the transverse displacement field, u2(x1).

At first glance, this form for the total potential energy is similar to that developed
earlier for mechanisms and trusses. A fundamental difference should be pointed out.
Whereas in earlier developments the total potential energy is a function of the gen-
eralized coordinates, Π = Π(q), the potential energy is now a function of another
function, Π = Π(ū2(x1)), where ū2(x1) is the beam’s transverse displacement
field. A “function of a function” is called a functional.

Beam problems are infinite dimensional problems, or continuous problems, be-
cause the solution to the problem requires the determination of the transverse dis-
placements field, ū2(x1), at all points 0 ≤ x1 ≤ L, and this is equivalent to an in-
finite number of unknowns. This contrasts with planar truss problems, for instance,
that involve only 2N unknowns (i.e., two displacement components at each of the
truss’ N joints) and are known as finite dimensional problems or discrete problems.

Minimization of the total potential energy is a standard calculus problem when
it is a function of one or a finite number of variables such as the generalized coor-
dinates in eqs. (10.17). When the total potential energy becomes a functional, new
mathematical concepts are required to find the configuration of the system that min-
imizes this functional. The calculus of variations [6, 5] is the branch of mathematics
that studies functionals, and elements of calculus of variations will be developed in
chapter 12.

It is also possible to transform continuous problems into discrete problems by
choosing specific functions for u2(x1) whose amplitudes can then be determined
using the principle of minimum total potential energy. This effectively reduces a
problem with an infinite number of degrees of freedom to one with a finite number
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of degrees of freedom. As will be seen in chapter 11, the principle of minimum total
potential energy is a powerful tool for constructing such approximate solutions.

Equation (10.58) gives the potential of the externally applied loads for a beam
subjected to transverse distributed transverse loads, p2(x1). As illustrated in fig. 6.1
on page 224, three-dimensional beam problems often involve complex loading con-
ditions. In general, the beam can be subjected to distributed loading components,
p1(x1), p2(x1), and p3(x1), acting along axes ı̄1, ı̄2, and ı̄3, respectively. Concen-
trated loads, P1, P2, and P3, can also be applied along the same directions at any
point along the span of the beam. Distributed moments, q1(x1), q2(x1), and q3(x1),
acting about axes ı̄1, ı̄2, and ı̄3, respectively, can be applied. Finally, concentrated
moments, Q1, Q2, and Q3, can also be applied about the same directions at any
point along the span of the beam. The potential of these externally applied loads
becomes

Φ =−
∫ L

0

p1ū1 dx1 − P1ū1(αL)−
∫ L

0

q1Φ1 dx1 −Q1Φ1(αL)

−
∫ L

0

p2ū2 dx1 − P2ū2(αL) +
∫ L

0

q2
dū3

dx1
dx1 + Q2

dū3

dx1
(αL)

−
∫ L

0

p3ū3 dx1 − P3ū3(αL)−
∫ L

0

q3
dū2

dx1
dx1 −Q3

dū2

dx1
(αL).

(10.59)

The various terms appearing in this lengthy expression can be interpreted individu-
ally as follows.

For each concentrated load component, the potential is the negative product of
the load by the displacement of its point of application projected along the line of
action of the load. For instance, the potential of a concentrated load, P1, applied at
x1 = αL, is −P1ū1(αL). For simplicity, all concentrated loads and moments are
assumed to be applied at the same location, x1 = αL. In practical applications,
however, each concentrated load must be multiplied by the displacement of its own
point of application. For instance, if three concentrated loads, P1, P2, and P3, acting
along axes ı̄1, ı̄2, and ı̄3, respectively, are applied at location x1 = αL, βL, and
γL, respectively, the corresponding potential is Φ = −P1ū1(αL) − P2ū2(βL) −
P3ū3(γL).

For each concentrated moment component, the potential is the negative prod-
uct of the moment by the rotation of its point of application projected along the
line of action of the moment. For instance, the potential of a concentrated torque,
Q1, applied at x1 = αL, is −Q1Φ1(αL). Similarly, the potential of a concen-
trated moment, Q3, is −Q3Φ3(αL). According to the Euler-Bernoulli assumptions,
the rotation of the section equals the slope of the beam, Φ3 = dū2/dx1, see
eq. (5.3). The potential then becomes−Q3dū2(αL)/dx1. For rotation in the orthog-
onal plane, Φ2 = −dū3/dx1, see eq. (5.3); the corresponding potential then becomes
−Q2Φ2(αL) = Q2dū3(αL)/dx1. Here again, if the concentrated moments are ap-
plied at different locations along the beam, the expression for the corresponding
potential must be updated accordingly.
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When dealing with distributed loads, a similar reasoning applies. The potential
of a distributed axial force, p1(x1), acting on an infinitesimal slice of the beam of
length dx1 is −p1(x1)dx1 ū1(x1). The complete potential of the distributed load is
then − ∫ L

0
p1(x1)ū1(x1) dx1. Similar expression are readily derived for the other

loading components, as indicated in eq. (10.59).

10.7 Development of a finite element formulation for trusses

The principle of minimum total potential energy provides a powerful tool for the
analysis of trusses, as demonstrated in the previous section. While the approach is
manageable for simple trusses consisting of only a few bars, it is clear that the al-
gebraic manipulations become increasingly tedious as the number of bars increases.
The method is, however, very systematic and reduces the problem to the solution of
a set of simultaneous linear equations. While difficult to solve by hand, large sets of
simultaneous linear equations are easily solved with the help of computers. In fact,
powerful algorithms have been developed that routinely allow the accurate solution
of very large systems of linear system, involving millions of degrees of freedom.
Since computers take care of the solution phase, i.e., the solution of large sets of lin-
ear equations, attention is directed in this section to the development of a systematic
approach to generating the equilibrium equations of the problem.

A key to the approach presented here is to first focus on an individual truss mem-
ber, i.e., an axially loaded bar, rather than on the entire truss. The strain energy and
potential of the externally applied loads are generated for each individual bar. Next,
the total potential energy of the entire truss is obtained by summing up the contri-
butions from each bar. Equilibrium equations of the problem are then generated by
applying the principle of minimum total potential energy to the entire truss. This ap-
proach allows the development of element oriented methods, which focus on a single
element of the structure at a time.

Another key to this approach is the additive property of strain energy: the total
strain energy stored in a structure is the sum of the strain energy stored in all of its
elastic components. More specifically, the total strain energy in a truss is equal to the
sum of the strain energies in each of its bars. For trusses, each bar is an “element”
of the system, and the heart of the approach is the evaluation of the strain energy in
a generic bar or element of the truss. This simple computation is repeated for each
element of the truss. The total strain energy in the system is then found by adding
the contributions of the individual elements. This process, known as the assembly
process, can be performed in an efficient manner through matrix operations that are
readily implemented on computers.

From this cursory description of the approach, it is apparent that the process
is exceedingly tedious if carried out by hand. It is, however, very systematic: the
overall method is broken into a large number of step, each of which is rather simple
to complete. The approach is ideally suited for computer implementation, and each
step becomes a simple task to be efficiently performed by the computer. First, the
strain energy in each bar is computed; next, the contribution of each bar is added
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to the total strain energy of the truss; finally, the large system of linear equations
resulting from the application of the principle of minimum total potential energy is
solved. The systematic use of linear algebra and matrix notation greatly simplifies
the computer implementation of these procedures. Consequently, a brief summary of
key concepts from linear algebra and the matrix and array notation used in this text is
provided in appendix A.2. A quick review of the material presented in this appendix
may prove useful in understanding the developments that follow.

The approach described in this section is basically an introduction to the finite
element method, which has become the tool of choice for the solution of complex
structural problems. While several key concepts of this method are present in this
development, other distinctive features of the method are not required for truss prob-
lems. In particular, when applied to more complex structural components, the finite
element method involves a discretization procedure that is not required for the prob-
lem at hand. This discretization procedure is needed for beams and will be described
in section 11.5.

10.7.1 General description of the problem

Figure 10.22 depicts an 11-bar, 7-node planar truss that will be used to illustrate the
development of the method. To avoid confusion, each node number is circled, and
each bar number is indicated in a square box; the numbering sequence of both nodes
and bars is otherwise arbitrary. The truss is in a plane defined by unit vectors ı̄1 and
ı̄2 and is pinned to the ground at nodes 1 and 7. The geometry of the truss will be
defined in a global coordinate system defined by orthonormal basis I = (̄ı1, ı̄2).

Two concentrated loads are applied to
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Fig. 10.22. Eleven-bar truss with node and
element numbering.

the truss. Loads P3 and P6 are applied at
nodes 3 and 6, respectively, and are acting
at angles α3 and α6 with respect to the hor-
izontal, respectively.

The stiffness properties of each bar are
denoted E(i)A(i)/L(i), where E(i), A(i),
and L(i) are the bar’s Young’s modulus,
cross-sectional area, and length, respec-
tively. Throughout this development, sub-
script (·)(i) will be used to indicate quanti-
ties pertaining to the ith bar or element.

The geometry of the truss is defined by the coordinates of its 7 nodes. For in-
stance, the components of the position vector of node 1 with respect to the origin of
the coordinate system are denoted x1 and y1, along unit vectors ı̄1 and ı̄2, respec-
tively, and stored in array p

1
=

{
x1, y1

}T . Similar arrays1 can be defined for all the
nodes of the truss,

1 This notation uses symbols x, y, and z, to denote position components, instead of x1, x2,
and x3, which are used throughout this book. Notations with multiple subscripts, such as
x1i to indicate the position component of node i along axis ı̄1 are therefore avoided.



10.7 Development of a finite element formulation for trusses 531

p
1

=
{

x1

y1

}
, p

2
=

{
x2

y2

}
, . . . , p

7
=

{
x7

y7

}
. (10.60)

The subscript (·)i will be used to indicate quantities pertaining to the ith node.
The generalized coordinates of the problem will be selected as the horizontal

and vertical displacement components of each of the 7 nodes, denoted ui and vi,
respectively. The following nodal displacement arrays will be used to contain these
generalized coordinates,

q
1

=
{

u1

v1

}
, q

2
=

{
u2

v2

}
, . . . , q

7
=

{
u7

v7

}
. (10.61)

Array q
1

stores the two components of displacement at node 1, while array q
i

stores
those at node i. It will also be necessary to define a global displacement array, q,
that stores all the nodal displacement arrays in a single column as

q =
{
qT
1
, qT

2
, qT

3
, qT

4
, qT

5
, qT

6
, qT

7

}T
. (10.62)

As mentioned earlier, the finite element method first focuses on a “generic ele-
ment” of the system, in this case, a generic bar of the truss, to evaluate the strain
energy stored in that specific element. Each bar is connected to two nodes: a root
node, denoted Node 1, and a tip node, denoted Node 2. These nodes are referred to
as “local nodes,” and are used when focusing on a single bar of the system.

On the other hand, when the complete truss is considered, “global nodes” must
be used. For instance, referring to fig. 10.22, bar 4 has two local nodes, denoted
Node 1 and Node 2, whereas its global nodes are nodes 2 and 4. Similarly, bar 9 has
two local nodes, denoted Node 1 and Node 2, whereas its global nodes are nodes 5
and 6. Since the local nodes are denoted Node 1 and Node 2 for each and every bar,
they are not indicated on the figure as it would lead to confusion. This distinction
between local and global nodes is important for the development of the method.

10.7.2 Kinematics of an element

The kinematics of a specific bar in the truss will be studied first. Figure 10.23 depicts
a single bar with local nodes denoted Node 1 and Node 2. To simplify the formulation
of the problem, a local coordinate system is defined: unit vector ̄1 is aligned with the
axis of the bar, and ̄2 is normal to the bar. The local coordinate system, J = (̄1, ̄2),
corresponds to a rotation of the global coordinate system, I = (̄ı1, ı̄2), by an angle
θ̂, which is the angle between the bar and the horizontal axis, ı̄1.

The position vectors of the two local nodes of the element are denoted as

p̂
1

=
{

x̂1

ŷ1

}
, and p̂

2
=

{
x̂2

ŷ2

}
, (10.63)

For clarity, the quantities pertaining to an element will be indicated with a caret (̂·),
to distinguish them from their global counterparts. For example, it is important to
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distinguish the position vector of node 1, denoted p
1

as defined by eq. (10.60), from
p̂
1
, which indicates the position vector of Node 1 of a generic bar element.

Similarly, the displacements of the two nodes of the elements, resolved in axis
systems I and J , are denoted

q̂
1

=
{

û1

v̂1

}
, q̂

2
=

{
û2

v̂2

}
, and q̂∗

1
=

{
û∗1
v̂∗1

}
, q̂∗

2
=

{
û∗2
v̂∗2

}
, (10.64)

respectively. For each of the two nodes, two sets
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*^
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^

v1̂

v2̂

q̂

Fig. 10.23. General bar element.

of displacement components are thus defined.
At Node 1, the components of the displacement
vector resolved in the global coordinate system
are denoted û1 and v̂1, whereas the correspond-
ing components resolved in the local coordinate
system are denoted û∗1 and v̂∗1 , respectively. The
superscript (·)∗ will be used here to indicate the
components of quantities resolved in the local
coordinate system, J .

The relationships between quantities re-
solved in two distinct orthonormal bases are

discussed in appendix A.3. Since q̂
1

and q̂∗
1

are the components of the displacement
vectors of Node 1 resolved in two orthonormal bases, I and J , eqs. (A.43) apply,
and thus

q̂
1

= R̂ q̂∗
1
, (10.65)

where the element rotation matrix, R̂, is similar to that defined in eq. (A.40),

R̂ =
[
cos θ̂ − sin θ̂

sin θ̂ cos θ̂

]
. (10.66)

A similar result can be developed for Node 2, q̂
2

= R̂ q̂∗
2
, where the same rotation

matrix is used.
The bar’s length, L̂ and orientation angle, θ̂, can be computed from the position

vectors of its end nodes. The length is given by

L̂ = ‖p̂
2
− p̂

1
‖ =

√
(x̂2 − x̂1)2 + (ŷ2 − ŷ1)2. (10.67)

Angle θ̂ can be found from the nodal position vectors using the definition of the scalar
product, ı̄1 · (p̂2

− p̂
1
) = ‖ı̄1‖ ‖(p̂2

− p̂
1
)‖ cos θ̂, and ı̄2 · (p̂2

− p̂
1
) = ‖ı̄2‖ ‖(p̂2

−
p̂
1
)‖ sin θ̂. It then follows that

cos θ̂ =
ı̄1 · (p̂2

− p̂
1
)

L̂
, sin θ̂ =

ı̄2 · (p̂2
− p̂

1
)

L̂
. (10.68)

Finally, it will be convenient to combine the displacements of the element’s two
nodes into single array, called the element displacement array, which can be ex-
pressed in either global or local coordinates as
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q̂ =
{

q̂
1

q̂
2

}
, q̂∗ =

{
q̂∗
1

q̂∗
2

}
. (10.69)

The relationship between these two arrays follows from eq. (10.65) as

q̂ =
{

q̂1

q̂2

}
=

[
R̂ 0
0 R̂

] {
q̂∗1
q̂∗2

}
= T̂ q̂∗, (10.70)

where 0 indicates a 2 × 2 null matrix, and the element coordinate transformation
matrix, T̂ , is defined as

T̂ =

[
R̂ 0
0 R̂

]
(10.71)

In view eq. (A.41), R̂ is an orthogonal matrix, and therefore, the element coordinate

transformation matrix inherits the same property, T̂ T̂
T

= I . Consequently, it is
possible to invert eq. (10.70) to find

q̂∗ = T̂
−1

q̂ = T̂
T

q̂. (10.72)

10.7.3 Element elongation and force

Once the kinematics of an element are defined, it becomes possible to evaluate its
elongation. From examination of fig. 10.23, the elongation, ê, of the bar is simply
ê = û∗2 − û∗1. It will be convenient to recast this expression as an array operation by

writing ê = û∗2 − û∗1 =
{−1, 0, 1, 0

}
q̂∗ = b̂

∗T
q̂∗, where b̂

∗
=

{−1, 0, 1, 0
}T

is an
array that relates the element elongation to the nodal displacements, q̂∗.

Elongations are naturally expressed in terms of the displacement components
expressed in the local coordinate system, but it is also possible to express them in
terms of displacement components resolved in the global coordinate system as

ê = b̂
∗T

q̂∗ = b̂
∗T

T̂
T
q̂ = b̂

T
q̂, (10.73)

where eq. (10.72) is used to calculate the nodal displacement components expressed
in the local coordinate system in terms of their global coordinate counterparts. Array
b̂ is defined as b̂ = T̂ b̂

∗
, where T̂ is given by eq. (10.71).

The bar force, F̂ , is obtained by multiplying the elongation by the bar’s axial
stiffness to find

F̂ =
ÊÂ
L̂

ê =
ÊÂ
L̂

b̂
∗T

q̂∗ =
ÊÂ
L̂

b̂
T
q̂. (10.74)

10.7.4 Element strain energy and stiffness matrix

Next, the strain energy stored in a typical bar of the truss is evaluated. Because the
stiffness of the bar is ÊÂ/L̂, eq. (10.21) yields the element strain energy as
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Â =
1
2

ÊÂ
L̂

ê2 =
1
2

ÊÂ
L̂

ê · ê =
1
2

ÊÂ
L̂

(b∗T q̂∗)T (b∗T q̂∗),

where the elongation is expressed in terms of the nodal displacement components in
local coordinates using the first part of eq. (10.73). Regrouping the terms then leads
to

Â =
1
2

q̂∗T
[

ÊÂ
L̂

(b∗b∗T )

]
q̂∗ =

1
2

q̂∗T k̂
∗
q̂∗,

where k̂
∗

is the element stiffness matrix expressed in the local coordinate system.

Since b̂ =
{−1, 0, 1, 0

}∗T , the entries in this matrix become

k̂
∗

=
ÊÂ
L̂

(b∗b∗T ) =
ÊÂ
L̂




1 0 −1 0
0 0 0 0

−1 0 1 0
0 0 0 0


 . (10.75)

It is also possible to evaluate the components of the same stiffness matrix ex-
pressed in the global coordinate system. Equation (10.70) expresses the nodal dis-
placement components resolved in the local coordinate system in terms of their
global coordinate counterparts as q̂∗ = T̂

T
q̂. It then follows that

Â =
1
2

q̂∗T k̂
∗
q̂∗ =

1
2

(q̂T T̂ )k̂
∗
(T̂

T
q̂) =

1
2

q̂T (T̂ k̂
∗
T̂

T
)q̂ =

1
2

q̂T k̂ q̂, (10.76)

where k̂ = T̂ k̂
∗
T̂

T
stores the components of the element stiffness matrix expressed

in the global coordinate system. Simple algebra reveals that

k̂ =
ÊÂ
L̂




cos2 θ̂ sin θ̂ cos θ̂ − cos2 θ̂ − sin θ̂ cos θ̂

sin θ̂ cos θ̂ sin2 θ̂ − sin θ̂ cos θ̂ − sin2 θ̂

− cos2 θ̂ − sin θ̂ cos θ̂ cos2 θ̂ sin θ̂ cos θ̂

− sin θ̂ cos θ̂ − sin2 θ̂ sin θ̂ cos θ̂ sin2 θ̂


 . (10.77)

In eqs. (10.75) and (10.77), the 4× 4 element stiffness matrix is partitioned into
four, 2× 2 sub-matrices. The first two rows and columns of these matrices represent
the stiffnesses associated with the two degrees of freedom, i.e., the two displacement
components, at Node 1 of the element, whereas the last two rows and columns rep-
resent those associated with the two degrees of freedom at Node 2 of the element.
In eq. (10.75) the degrees of freedom are displacement components resolved in the
local coordinate system, whereas in eq. (10.77) the degrees of freedom are resolved
in the global coordinate system.

Not unexpectedly, the expression for element stiffness matrix expressed in the
local system, eq. (10.75), is far simpler than its counterpart expressed in the global
system, eq. (10.77). Why then is it desirable to derive element stiffness matrices in
the global system? This question can be answered by considering fig. 10.22: bars
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1, 3, 5, and 6 all connect to a single node, node 3. The local coordinate systems
of these four bars are all different, and hence, the four corresponding element stiff-
ness matrices expressed in their individual local systems are associated with local
orthogonal displacement components resolved in four different systems. In contrast,
when the four element stiffness matrices are expressed in the global system, they
are associated with orthogonal displacement components all resolved in the same
global system. This latter form of the stiffness matrix will considerable simplify the
assembly procedure described below.

It is also important to note that Â is a positive-definite quantity because the strain
energy density for an axially loaded bar, see eq. (10.34), is positive-definite.

10.7.5 Element external potential and load array

When dealing with trusses, it is assumed that the externally applied loads act only
at the nodes. Considering the single bar element depicted in fig. 10.23, let F̂ 1 and
F̂ 2 be concentrated loads acting at local nodes, Node 1 and Node 2, respectively.
These two forces are resolved in the global coordinate system as F̂ 1 = f̂1 ı̄1 + ĝ1 ı̄2
and F̂ 2 = f̂2 ı̄1 + ĝ2 ı̄2, respectively, and their potential is easily evaluated using
eq. (10.13) to find

Φ̂ = −
[
f̂1û1 + ĝ1v̂1

]
−

[
f̂2û2 + ĝ2v̂2

]
= −{

f̂1, ĝ1, f̂2, ĝ2

}
q̂ = −f̂

T
q̂, (10.78)

where the element load array is defined as

f̂ =
{
f̂1, ĝ1, f̂2, ĝ2

}T
. (10.79)

To illustrate this, consider a concentrated load of magnitude P and orientation α
with respect to the horizontal, acting at Node 1 of a bar element. The corresponding
element load array is then f̂1 = P cosα, ĝ1 = P sin α, and f̂2 = ĝ2 = 0. If the
same load is applied at Node 2 instead, the element load array is f̂1 = ĝ1 = 0,
f̂2 = P cosα, and ĝ2 = P sin α.

It is also possible to include the weight of the bar as an externally applied force.
Let m̂ be the bar’s mass and m̂g the corresponding weight acting at its center of
mass. For a homogeneous bar, the center of mass will be at its geometric center,
and it makes sense to apply half of the weight at each of the element’s two nodes.
For example, if gravity acts along the negative axis ı̄2 direction, the corresponding
element load array is f̂1 = 0, ĝ1 = −m̂g/2, f̂2 = 0, and ĝ2 = −m̂g/2.

10.7.6 Assembly procedure

In the previous sections, attention is focused on a single, generic bar to determine
its element stiffness matrix, see eq. (10.77), and element load array, see eq. (10.79).
These two quantities are obtained from the element strain energy and external po-
tential, respectively. In this section, attention shifts to the overall truss problem to
determine the global stiffness matrix and global load array. These two quantities
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will be obtained from the system’s total strain energy and total external potential, re-
spectively. Since both strain energy and external potential are scalar quantities, their
combined total will be evaluated simply by summing up the contributions from the
individual elements.

The total strain energy, A, stored in the truss is the sum of the contributions of all
bars. In eq. (10.76), the strain energy of a single, generic bar is Â, and this notation is
not ambiguous because only a single element is considered. It now becomes neces-
sary, however, to add the element identification using the subscript (.)(i) introduced
earlier. Summing over all elements yields

A =
Ne∑

i=1

Â(i) =
1
2

Ne∑

i=1

q̂T

(i)
k̂

(i)
q̂
(i)

, (10.80)

where Ne is the number of bars in the truss (Ne = 11 for the truss illustrated in
fig. 10.23). In this case, it is also necessary to add the element identification subscript
to both the element stiffness matrix, k̂

(i)
, and the nodal displacement array, q̂

(i)
.

Equation (10.80) gives the total strain energy in the structure, but it is not easy
to manipulate because each term in the sum is expressed in terms of a different
set of degrees of freedom. For example, with reference to fig. 10.22, element 8 is
connected to global nodes 4 and 6 which are local Node 1 and Node 2 for the element,
respectively. The element stiffness, k̂

(8)
, is defined in terms of these global nodes, see

eq. (10.77), and the corresponding element displacement array is q̂T

(8)
=

{
q̂T

1
, q̂T

2

}
=

{
qT
4
, qT

6

}
=

{
u4, v4, u6, v6

}T
.

To remedy this situation, the connectivity matrix, C
(i)

, for the ith element is
introduced. This matrix is designed to extract the element displacement array, q̂

(i)
,

from the global displacement array, q, defined by eq. (10.62). This operation can be
written as

q̂
(i)

= C
(i)

q. (10.81)

To best understand this abstract relationship, consider a specific element of the truss,
say bar 6, as shown in fig. 10.22. Its local nodes, Node 1 and Node 2, are associated
with the global node numbers 3 and 5, respectively, so that q̂

1
= q

3
and q̂

2
= q

5
.

The element displacement array, q̂
(6)

, can thus be written as

q̂
(6)

=
{

q̂
1

q̂
2

}

(6)

=
{

q
3

q
5

}
=

[
0 0 I 0 0 0 0
0 0 0 0 I 0 0

]





q
1

q
2

q
3

q
4

q
5

q
6

q
7





= C
(6)

q,

where 0 and I represent the 2 × 2 null and identity matrices, respectively. The con-
nectivity matrix, C

(6)
, is called a Boolean matrix because its entries consist solely
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of 0’s and 1’s. Matrix C
(6)

establishes the connections of bar 6 within the truss by
indicating the nodes to which this bar is connected, and this explains its being named
a “connectivity matrix.”

Expressing the element nodal displacement arrays, q̂
(i)

, in terms of the global
displacement array, q, with the help of eq. (10.81), the total strain energy of the truss
given by eq. (10.80) now becomes

A =
1
2

Ne∑

i=1

(
qT CT

(i)

)
k̂

(i)

(
C

(i)
q
)

=
1
2

qT

[
Ne∑

i=1

CT

(i)
k̂

(i)
C

(i)

]
q.

This expression can be simplified to

A =
1
2

qT K q, (10.82)

by defining the global stiffness matrix, K, as

K =
Ne∑

i=1

CT

(i)
k̂

(i)
C

(i)
. (10.83)

The potential of the externally applied loads, Φ, is found by adding the contribu-
tions of all bars,

Φ =
Ne∑

i=1

Φ̂(i) = −
Ne∑

i=1

q̂T

(i)
f̂

(i)
, (10.84)

where f̂
(i)

is the load array for the ith element, as defined by eq. (10.79) for a generic
bar element. Here again, it is convenient to use the connectivity matrix defined in
eq. (10.81) to evaluate the potential,

Φ = −
Ne∑

i=1

(
C

(i)
q
)T

f̂
(i)

= −qT

{
Ne∑

i=1

CT

(i)
f̂

(i)

}
.

This expression can be simplified to

Φ = −qT Q, (10.85)

by defining the global load array, Q, as

Q =
Ne∑

i=1

CT

(i)
f̂

(i)
. (10.86)

Finally, the total potential energy, Π , of the truss is obtained by adding the po-
tential of the external loads, eq. (10.85), to the total strain energy, eq. (10.82), to
find

Π = A + Φ =
1
2

qT K q − qT Q. (10.87)
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This compact expression for the total potential energy of the complete system is only
possible because the matrix notation encapsulates the nodal and element quantities
in arrays and matrices.

The total strain energy is a quadratic form of the generalized coordinates,
whereas the potential of the externally applied loads is a linear form of the same
variables. It should also be noted that the strain energy of the truss is positive-definite
because it is the sum of the positive-definite strain energies for each bar.

10.7.7 Alternative description of the assembly procedure

The assembly procedure described in terms of the connectivity matrix defined in
eq. (10.81) is formally correct, but it is not easy to understand nor is it computation-
ally efficient for realistic trusses with many members and nodes. The connectivity
matrix, C

(i)
, has four rows and 2N columns, where N is the total number of nodes.

For large trusses consisting of many bars and nodes, this matrix becomes very large
with a total of 8N entries, and yet, only four entries have a unit value while all
(8N − 4) others are zero. Furthermore, the evaluation of the global stiffness matrix
involves a triple matrix product for each elements, see eq. (10.83). These become
increasingly expensive to perform as the problem size increases, and they also are
very wasteful because most operations actually are multiplications by zero.
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Fig. 10.24. Illustration of the assembly procedure.

It is possible to give a more graphical visualization of the assembly process.
Figure 10.24 shows the 11-bar, 7-node truss under consideration. It also depicts the
global stiffness matrix; the 7 rows and columns in the matrix are labeled with their
corresponding node numbers. Each node has two degrees of freedom (the horizontal
and vertical displacement components at that node), so each of the 49 entries is
actually a 2× 2 matrix and the size of the global stiffness matrix itself is 14× 14.
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Consider now a typical bar of the truss, say bar 6. Its local nodes, Node 1 and
Node 2, are associated with the global node numbers 3 and 5, respectively. The local
stiffness matrix for this bar, k̂

(6)
, can be partitioned into four 2 × 2 matrices, as

shown in eq. (10.77). Bar 6 is connected to global nodes 3 and 5, and therefore,
the four sub-matrices of the local stiffness matrix can simply be added to entries
K(3, 3), K(5, 5), K(3, 5), and K(5, 3) in the global stiffness matrix, as indicated by
the arrows in fig. 10.24. In this discussion, the notation K(i, j) refers to the 2 × 2
sub-matrix that appears as the (i, j) entry of the matrix depicted in fig. 10.24.

This procedure is repeated for each bar of the truss to give the final result shown
in fig. 10.24. This figure requires careful interpretation. Each of the element numbers
shown in square boxes defines a 2× 2 sub-matrix extracted from the corresponding
element stiffness matrix. These 2× 2 sub-matrices are added together to produce the
final result in the global stiffness matrix.

Another way to look at the same process is to consider the fully assembled global
stiffness matrix in fig. 10.24. Diagonal entry K(2, 2) collects contributions from bars
2, 3, and 4 because these three bars are all physically connected to node 2. Similarly,
diagonal entry K(5, 5) collects contributions from bars 6, 7, 9, and 10 because these
four bars all connect to node 5.

The off-diagonal entries in the global stiffness matrix can be interpreted in a
similar manner. For instance, entries K(1, 3) and K(3, 1) each collect the single
contribution stemming from bar 1, because bar 1 connects nodes 1 and 3. Similarly,
bar 8 connects nodes 4 and 6, and is the sole contributor to entries K(4, 6) and
K(6, 4) in the global stiffness matrix. It is important to note that the symmetry of
the local stiffness matrix, see eq. (10.77), and the symmetry of the assembly process,
result in the global stiffness matrix also being a symmetric matrix.

At completion of the assembly process, many entries of the global stiffness ma-
trix remain empty or null. For instance, entries K(2, 6) = K(6, 2) = 0, because
no bar directly connects nodes 2 and 6. Similarly, K(1, 4) = K(4, 1) = 0 because
nodes 1 and 4 are not directly connected by a bar. For the node numbering sequence
selected in fig. 10.24, the non-zero entries in the global stiffness matrix concentrate
near the diagonal, and the resulting matrix is called a “banded matrix.” It should be
obvious that other node and/or element numbering could lead to a more dispersed
arrangement of the non-zero entries.

This alternative description of the element assembly process is more graphical
than the initial description based on connectivity matrices. When implementing the
approach in a computer program, this process of simply adding the entries of the
element stiffness matrices to corresponding entries in the global stiffness matrix is
the preferred approach, because it is easy to program and efficient to execute.

10.7.8 Derivation of the governing equations

The total potential energy of the truss is given by eq. (10.87), and application of the
principle of minimum total potential energy, eq. (10.17), now implies

∂Π

∂q
=

∂

∂q

(
1
2

qT K q − qT Q

)
= K q −Q = 0. (10.88)
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To compute the derivative of the total potential energy, eqs. (A.29) and (A.27) are
used to evaluate the derivatives of the strain energy and potential of the externally
applied loads, respectively. Appendix A.2.9 also proves that this solution is a mini-
mum.

The governing equation of the system take the form of a linear system of equa-
tions,

K q = Q. (10.89)

The global stiffness matrix, K, is computed from the given geometry and material
properties of the truss, while the global load array, Q, stems from the external loads
applied at the nodes. The unknown quantities are the nodal displacements stored in
array q. The solution of eq. (10.89) yields the displacements at all joints of the truss.

The approach presented here is an element-oriented version of the displacement
or stiffness method described in section 4.3.2. Each line of the matrix relationship,
eq. (10.89), represents an equilibrium equation of the problem. For instance, the
equation obtained by extracting the first line eq. (10.89) represents the equilibrium
equation obtained by imposing the vanishing of the sum of the horizontal forces
acting at node 1, whereas the second equation corresponds to the vertical equilibrium
equation at the same node.

10.7.9 Solution procedure

Efficient algorithms are available for the solution of large sets of linear equations
using computers. At this point, however, the linear system given in eq. (10.89) cannot
be solved because the global stiffness matrix is singular.

This situation arises because the element stiffness matrices that make up the
global stiffness matrix are each singular. Examination of eq. (10.75) reveals that
the element stiffness matrix contains two rows of zeros and furthermore, the third
row is simply −1 times the first row. Consequently, this 4 × 4 matrix is three times
singular: it is of rank 1, presents a rank deficiency of 3, and has a zero determinant.
The element stiffness matrix in global coordinates given by eq. (10.77) has the same
rank deficiency because it is the same matrix, expressed in a different coordinate sys-
tem. Finally, the global stiffness matrix, K, also presents a rank deficiency of 3, and
because it is three times singular, the global stiffness matrix cannot be inverted.

Calculation of the eigenvectors and eigenvalues2 of the element stiffness matrix,
k̂, given by eq. (10.77), reveals more information about this rank deficiency. The unit
eigenvectors of this matrix are given by the arrays

n1 =
1√
2





1
0
1
0





, n2 =
1√
2





0
1
0
1





, n3 =
1√
2





sin θ̂

− cos θ̂

− sin θ̂

cos θ̂





, n4 =
1√
2





cos θ̂

sin θ̂

− cos θ̂

− sin θ̂





,

2 See appendix A.2.4 for details on the calculation of eigenvalues and eigenvectors of sym-
metric, positive-definite matrices.
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and the corresponding eigenvalues are λ1 = λ2 = λ3 = 0, and λ4 = 2ÊÂ/L̂,
respectively.

The first three eigenvectors, n1, n2, and n3, represent the horizontal rigid body
translation of the bar, its vertical rigid body translation, and its rigid body rotation,
respectively. The three associated eigenvalues vanish. By definition, rigid body mo-
tions create no deformation or straining of the element, and hence, no strain energy
is associated with rigid body modes. Using eq. (10.76), the strain energy associated
with the first eigenvector is Â = 1/2 nT

1 k̂ n1, and as expected, Â = 0, because the
definition of eigenvectors implies k̂ n1 = λ1n1 = 0. Using a similar reasoning, it
is easy to prove the vanishing of the strain energy associated with each of the three
rigid body modes of the element. Clearly, the presence of three rigid body modes
for the structure implies the rank deficiency of 3 for the element stiffness matrix.
The entire truss also presents three rigid body modes, and hence, the global stiffness
matrix also features a rank deficiency of 3.

The physical interpretation of this situation is that boundary conditions have not
yet been applied to the truss, which is still free to translate and rotate in plane (̄ı1, ı̄2).
Figure 10.22 shows that nodes 1 and 7 are pinned to the ground, preventing any rigid
body motion of the truss. These conditions, however, are not reflected in the global
stiffness matrix, K, given in eq. (10.83).

The boundary conditions require the vanishing of the displacements at nodes 1
and 7: q

1
= q

7
= 0. Consequently, the reaction forces arising at nodes 1 and 7,

denoted R1 and R7, respectively, should be treated as externally applied forces. The
equilibrium equations associated with those two nodes correspond to the first two and
last two rows of the global stiffness matrix illustrated in fig. 10.24. These equations
can be removed from eq. (10.89) and written separately as

K(1, 1)q
1

+ K(1, 2)q
2

+ K(1, 3)q
3

= R1, (10.90a)

K(7, 5)q
5

+ K(7, 6)q
6

+ K(7, 7)q
7

= R7, (10.90b)

where the indices on K denote nodes and not degrees of freedom (therefore these are
2 × 2 sub-matrices from the global stiffness matrix). This leaves 14 − 4 = 10 rows
remaining in the set of equations. Since the displacements at nodes 1 and 7 vanish,
the corresponding terms vanish in eq. (10.90), which can be solved for the unknown
reaction forces

R1 = K(1, 2)q
2

+ K(1, 3)q
3
, R7 = K(7, 5)q

5
+ K(7, 6)q

6
. (10.91)

Because the displacements at nodes 1 and 7 are zero, the contributions from the
terms appearing in the first two and last two columns of the global stiffness matrix
vanish. Consequently, the first two and last two columns of K, as well as the first
two and last two entries in arrays q and Q can also be eliminated to create a reduced
set of 10 equations that can now be solved for the remaining 10 unknown nodal
displacements.

In summary, the boundary conditions can be imposed through the following gen-
eralized process. (1) Eliminate the rows and columns of the global stiffness matrix
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corresponding to constrained degrees of freedom to create its reduced counterpart,
K̄. (2) Eliminate the row of the global displacement array corresponding to con-
strained degrees of freedom to create its reduced counterpart, q̄. (3) Finally, eliminate
the row of the global load array corresponding to constrained degrees of freedom to
create its reduced counterpart, Q̄. The system of equations for the truss then reduces
to

K̄ q̄ = Q̄. (10.92)

The reduced stiffness matrix will now be non-singular, and the solution of the prob-
lem is found by solving the linear system to find the remaining nodal displacements
as q̄ = K̄

−1
Q̄. Finally, the reactions can be determined from the equations extracted

in step 1.

10.7.10 Solution procedure using partitioning

The procedure developed in the previous

i1

i2
1

2

3

4

4

5

6 7

11

10

8

6

97

7

53

2

1

4

Node number
Bar number

Fig. 10.25. Eleven-bar truss.

paragraphs is very descriptive and consists
of “eliminating rows and columns” in the
global stiffness matrix, global displacement
array, and global load array. A more math-
ematical description of the process is based
on partitioning of the same quantities in a
manner that allows separate treatment of
the constrained and unconstrained nodes.

First, it should be observed that the
node numbering sequence is arbitrary: in
fig. 10.22, each node is assigned a number at random. Figure 10.25, shows the same
truss, but with a different node numbering for which the two nodes where boundary
conditions are to be applied are now numbered as nodes 6 and 7 and are the last in
the series.

The global displacement array can now be partitioned into two sub-arrays (using
a vertical bar

{
.|.}) as follows

q =
{
qT
1
, qT

2
, qT

3
, qT

4
, qT

5
, |qT

6
, qT

7

}T
=

{
qT

u
, qT

p

}T

. (10.93)

Array q
u

is of size Nu and stores the Nu unknown displacements at nodes 1 to 5,
while array q

p
is of size Np and stores the Np prescribed displacements at support

nodes 6 and 7. For the truss depicted in fig. 10.25, Nu = 10 (two displacement com-
ponents at each of the five nodes numbered 1 to 5), and Np = 4 (two displacement
components at both nodes 6 and 7). Figure 10.25 illustrates the case where nodes 6
and 7 have zero prescribed values, i.e., they are pinned to the ground. In some case,
the prescribed displacement at a node might be non-zero. For instance, if node 7 are
prescribed to move by an amount ∆ along axis ı̄1, then q

7
=

{
∆, 0

}T .
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The node numbering sequence is arbitrary, and therefore, the formulation of the
problem with the numbering sequence shown in fig. 10.25 is equivalent to that de-
scribed earlier for the numbering sequence presented in fig. 10.22. It leads to the
following partitioned governing equations

[
K

uu
K

up

KT

up
K

pp

]{
q

u
q

p

}
=

{
Q

u
Q

p

}
, (10.94)

where subscripts u and p refer to “unconstrained” nodes and nodes with “prescribed”
displacements, respectively.

This system of equation corresponds to a partitioned version of the general gov-
erning equation for the truss given by eqs. (10.89). In these equations, the global load
array is partitioned in the same manner as the global displacement array, i.e.,

Q =
{

QT

1
, QT

2
, QT

3
, QT

4
, QT

5
, |RT

6 , RT
7

}T

=
{

QT

u
, QT

p

}T

. (10.95)

Array Q
u

is of size Nu and stores the known forces applied at nodes 1 to 5, while
array Q

p
is of size Np and stores the reaction forces at nodes 6 and 7. Matrices K

uu
,

K
pp

, and K
up

are of size (Nu ×Nu), (Np ×Np), and (Nu ×Np), respectively.
The first Nu equations of system (10.94) can be rewritten as

K
uu

q
u

= Q
u
−K

up
q

p
. (10.96)

Because the prescribed displacements, q
p
, are known, their contribution is moved to

the right-hand side of the equations. The unknown nodal displacements are evaluated
as q

u
= K−1

uu
(Q

u
− K

up
q

p
). If the boundary conditions consist solely of nodes

rigidly connected to the ground, all prescribed displacement vanish, q
p

= 0, and the

system reduces to q
u

= K−1

uu
Q

u
, which is equivalent to eqs. (10.92).

Once the unknown displacements have been evaluated, the last Np equations of
system (10.94) can be rewritten to evaluate the reactions as

Q
p

= KT

up
q

u
+ K

pp
q

p
. (10.97)

Here again, all known quantities have been moved to the right-hand side of the equa-
tions. If the boundary conditions consist solely of nodes rigidly connected to the
ground, all prescribed displacement vanish, q

p
= 0, and Q

p
= KT

up
q

u
are the reac-

tion forces at the nodes pinned to the ground.
On the other hand, if some nodal displacements are prescribed to non-vanishing

values, eq. (10.96) can still be used to find the unconstrained nodal displacements, q
u

,
and eq. (10.97) then yields the reaction forces, Q

p
. These are still reaction forces be-

cause they arise from either zero or non-zero prescribed nodal displacements. Those
acting at nodes where the displacements are prescribed are sometimes called the
“driving forces,” i.e., the forces that must be applied at a node to achieve the pre-
scribed displacement. Nodes with prescribed displacements can also be used to rep-
resent misalignments in the supports due to non-ideal truss geometry.
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In the partitioned system of eq. (10.94), the reduced stiffness matrix, K
uu

, is ob-
tained by eliminating the last Np rows and columns of the global stiffness matrix and
is equivalent to the reduced stiffness matrix, K̄, in eq. (10.92). The present approach,
which is based on partitioning of the reordered system of equations, gives a rigorous
justification of the procedure introduced in the previous section.

It should also be noted that both approaches to enforcing the boundary conditions
may require re-numbering of the rows and columns in the original set of equations.
While tedious to do by hand, such manipulations are easily handled using computer
programs.

10.7.11 Post-processing

The last step in the solution process is to determine the bar elongations and forces.
The elongation of a bar is given by eq. (10.73) as ê = b̂

T
q̂. For the ith element, this

can be written in a formal manner as

ê(i) = b̂
T

(i)q̂(i)
= b̂

T

(i)C(i)
q, (10.98)

where eq. (10.81) is used to express the element nodal displacement array, q̂
(i)

, in
terms of the global displacement array, q. Once the bar’s elongation is obtained, the
constitutive law is used to evaluate the bar force as

F̂(i) =
Ê(i)Â(i)

L̂(i)

ê(i). (10.99)

To illustrate the process, consider bar 6 of the truss shown in fig. 10.22; for this
bar, local Node 1 and Node 2 correspond global nodes 3 and 5, respectively. Because
this bar orientation is parallel to axis ı̄1, θ̂(6) = 0, the element coordinate transforma-
tion matrix, T̂

(6)
becomes an identity matrix, and b̂ = T̂ b̂

∗
= b̂

∗
. The bar elongation

then becomes

ê(6) = b̂
T

(6)C(6)
q = b̂

T

(6)

{
q̂
3

q̂
5

}
= b̂

∗T
{

q̂
3

q̂
5

}
=

{−1, 0, 1, 0
} {

q̂
3

q̂
5

}
= −u3 + u5.

The corresponding bar force is now

F̂(6) =
Ê(6)Â(6)

L̂(6)

ê(6) =
Ê(6)Â(6)

L̂(6)

(−u3 + u5).

Example 10.7. Pentagonal truss revisited
The finite element formulation will be applied to the pentagonal truss depicted in
fig. 10.26 and analyzed previously in example 10.6. All bars have the same elastic
modulus, E, and cross-sectional area, A. This five node, ten-bar, hyperstatic truss
involves a total of 10 generalized coordinates, 2 displacement components at each of
the five nodes. Three displacement components are prescribed to zero: the vertical
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displacement component at node 4 and the two displacement components at node
5. These three constraints will eliminate the three rigid body motions of this planar
truss. To facilitate partitioning in the solution procedure, the nodes are numbered as
indicated in fig. 10.26: the nodes with constraints, i.e., nodes 4 and 5, appear last.
The global coordinate system, I = (̄ı1, ı̄2), is also shown in the figure.
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Fig. 10.26. Pentagonal truss with nodes and members defined for analysis using finite element
approach.

The local coordinates for each element must be defined with respect to Node 1
and Node 2 for the element. Table 10.1 lists these nodes for each element, provides
their orientation angle, θ̂, and their length, L̂.

Table 10.1. Definition of local nodes and element geometry for pentagonal truss.

Element Node 1 Node 2 θ̂ L̂

1 2 1 36◦ L
2 2 3 0◦ 2L cos 36◦

3 1 3 −36◦ L
4 1 5 −72◦ 2L cos 36◦

5 1 4 −108◦ 2L cos 36◦

6 5 3 72◦ L
7 4 3 36◦ 2L cos 36◦

8 2 5 −36◦ 2L cos 36◦

9 4 2 108◦ L
10 4 5 0◦ L

Based on the data listed in table 10.1, the stiffness matrices for each element is
computed using eq. (10.77). The non-dimensional element stiffness matrices, defined
as k̄

(i)
= k̂

(i)
L(i)/EA, are given here for the four bars connected to node 2,
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k̄
(1)

=




0.65 0.48 −0.65 −0.48
0.48 0.35 −0.48 −0.35

−0.65 −0.48 0.65 0.48
−0.48 −0.35 0.48 0.35


 , k̄

(2)
=




1.0 0.0 −1.0 0.0
0.0 0.0 0.0 0.0

−1.0 0.0 1.0 0.0
0.0 0.0 0.0 0.0


 ,

k̄
(8)

=




0.65 −0.48 −0.65 0.48
−0.48 0.35 0.48 −0.35
−0.65 0.48 0.65 −0.48

0.48 −0.35 −0.48 0.35


 , k̄

(9)
=




0.10 −0.29 −0.10 0.29
−0.29 0.90 0.29 −0.90
−0.10 0.29 0.10 −0.29

0.29 −0.90 −0.29 0.90


 .

During the assembly process, these four element matrices will all contribute to the
entries in the global stiffness matrix corresponding to the two degrees of freedom
at node 2. Given the node numbering shown in fig. 10.26, the top left 2 × 2 sub-
matrix from k̂

(1)
, k̂

(2)
, and k̂

(8)
, and the lower right 2 × 2 sub-matrix in k̂

(9)
will

be added together to form the 2× 2 sub-matrix in K for node 2. Adding the various
contributions, this sub-matrix becomes

EA
L

[
1.7725 −0.1123

−0.1123 1.4635

]
.

The other entries in the global stiffness matrix are constructed in the same manner.
The boundary conditions impose constraints on the degrees of freedom at nodes 4

and 5. At node 5, both horizontal and vertical displacement components must vanish,
u5 = v5 = 0, whereas at node 4, the sole vertical component vanishes, v4 = 0.
In view of the node numbering depicted fig. 10.26, those constrained degrees of
freedom correspond to the last 3 entries of the global displacement array. The global
equations are partitioned into the form given in eq. (10.94) to give

[
K

uu
K

up

KT

up
K

pp

]{
q

u
q

p

}
=

{
Q

u
Q

p

}
, (10.100)

where K
uu

, K
up

and K
pp

, of size (7× 7), (7× 3), and (3× 3), respectively, define
a partition of the global stiffness matrix. Array q

u
, of size (7 × 1), stores the 7

unconstrained degrees of freedom, while array q
p
, of size (3 × 1), stores degrees of

freedom u5, v5, and v4. It follows that the boundary conditions of the problem imply
that q

p
= 0. Array Q

u
, of size (7 × 1), stores the externally loads applied at the

unconstrained nodes, and array Q
p
, of size (3 × 1), stores the reaction forces at the

constrained nodes.
Since q

p
= 0, eq. (10.96) can be solved for the unconstrained nodal displace-

ments as

q
u

= K−1

uu
Q

u
= K−1

uu





0
−P
0
0
0
0
0





=
PL

EA





−0.0325
−0.7025
−0.1763
−0.1769

0.1114
−0.1769
−0.0650





,
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where the reduced global stiffness matrix, K
uu

, is

K
uu

=
EA
L




1.4271 0 −0.6545 −0.4755 −0.6545 0.4755 −0.0590
0 1.8090 −0.4755 −0.3455 0.4755 −0.3455 −0.1816

−0.6545 −0.4755 1.7725 −0.1123 −0.6180 0 −0.0955
−0.475 −0.3455 −0.1123 1.4635 0 0 0.2939
−0.6545 0.4755 −0.6180 0 1.7725 0.1123 −0.4045

0.4755 −0.3455 0 0 0.1123 1.4635 −0.2939
−0.0590 −0.1816 −0.0955 0.2939 −0.4045 −0.2939 1.5590




.

Now that displacements at all nodes have been computed, the bar elongation can
be computed, and finally, eq. (10.99) yields the bar forces as F(1) = −0.1926 P ,
F(2) = 0.1778 P , F(3) = −0.1926 P , F(4) = −0.4067 P , F(5) = −0.4067 P ,
F(6) = −0.1338 P , F(7) = 0.0239 P , F(8) = 0.0239 P , F(9) = −0.1338 P ,
F(10) = 0.0650 P .

Even for this relatively simple problem, the formulation of the individual element
stiffness matrices in global coordinates is a tedious numerical exercise. The proce-
dure, however, is systematic and well suited for implementation on computers. In
particular, the linear algebra formalism and matrix notation ease the transfer of the
different mathematical entities into computer data structures. The various stiffness
matrices, displacement and load arrays, are all easily implemented as data arrays in
high level computing languages.

The finite element approach described here is particularly well suited for com-
puter implementation because many crucial operations are performed at the element
level. When dealing with trusses, this means that many operations, such as the gen-
eration of the element stiffness matrix, require only the data associated with a single
element. And although developed for planar trusses to simplify the presentation, the
approach is readily generalized to three-dimensional truss problems.

In chapter 11, the finite element method introduced here will be extended to
deal with beam structures. An additional discretization step will be required to deal
with beams, but the assembly process and solution method remain identical to those
presented here.

10.7.12 Problems

Problem 10.10. Three-dimensional element stiffness matrix
Section 10.7.4 presents the derivation of the element stiffness matrix for a bar, leading to
eq. (10.77). The presentation is limited to planar trusses; the goal of this problem is to gen-
eralize the formulation to three-dimensional (3D) problems. (1) Generalize the kinematic de-
scription of the element give in section 10.7.2. Generalize the element position vector, dis-
placement vectors, and rotation matrix given eqs. (10.63), (10.64), and (10.66) respectively,
to 3D. Select the rotation matrix as

R̂ =




`1 −(`2 + `3)/∆ `1(`2 − `3)/∆
`2 `1/∆ [`2(`2 − `3)− 1]/∆
`3 `1/∆ [`3(`2 − `3) + 1]/∆


 ,
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where ∆ =
√

2`21 + (`2 + `3)2. Prove that matrix R̂ is orthogonal. Express the bar’s length
and direction cosines in terms of the element nodal coordinates. Generalize the element coor-
dinate transformation matrix, T̂ , defined by eq. (10.71). (2) Generalize the expressions derived
in section 10.7.3 for the element elongation and axial force, see eqs. (10.73) and (10.74), re-
spectively. (3) Generalize the expressions for the element strain energy and stiffness matrix
given in section 10.7.4. Give the expression for the stiffness matrix in the local and global co-
ordinate systems, see eqs. (10.75) and (10.77), respectively. (4) The stiffness matrix expressed
in the global coordinate system is of size 6 × 6. Of the six eigenvalues of this matrix, how
many are zero? Discuss the nature of the corresponding eigenvectors.

Problem 10.11. Global stiffness matrix assembly process
Figure 10.24 gives a pictorial representation of the assembly process for the truss and node
numbering sequence shown in fig. 10.22. Give the corresponding representation of the assem-
bly process for the same truss using the node numbering shown in fig. 10.25.

10.8 Principle of minimum complementary energy

In section 10.2, the principle of minimum total potential energy is derived from the
principle of virtual work. Two assumptions are used in this derivation: (1) the internal
forces are assumed to be conservative and (2) the external forces are also assumed to
be conservative. This means that the internal forces can be derived from a potential,
called the strain energy, and the external forces can also be derived from a potential,
called the potential of the externally applied loads.

Figure 10.27 shows the relationship between the principle of minimum total po-
tential energy and the principle of virtual work. The arrow linking the constitutive
relationship to the strain energy is unidirectional to indicate that an assumption is
made: the internal forces in the solid must be conservative for the strain energy to
exist. The figure does not indicate the second assumption that is required to obtain
the principle of minimum total potential energy: the externally applied loads must be
conservative.

Figure 10.27 also shows how the principle of minimum complementary energy
is related to the principle of complementary virtual work developed in section 9.6.
Here again, two assumptions are required in the derivation. First, the internal forces
are assumed to be conservative. This implies the existence of a strain energy func-
tion, and hence, of a complementary strain energy function, see section 10.3. Second,
it is assumed that the prescribed displacements can be derived from a potential; this
new concept is introduced in the next section. The initial development will focus on
a simple three-bar hyperstatic truss considered earlier in chapter 9, but the method-
ology is general.

10.8.1 The potential of the prescribed displacements

The principle of complementary virtual work is derived in section 9.6, using the
three-bar truss depicted in fig. 10.28 to present the concepts associated with this
principle. In that development, the vertical displacement of point B is prescribed to
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Fig. 10.27. Filiation from elasticity equations to virtual work and energy principles.

be of magnitude ∆. The force required to obtain this desired displacement, denoted
D and often called the driving force, is an unknown quantity.

The statement of the principle of com-
A

B C

O

q q

D

L

Fig. 10.28. Three-bar truss with pre-
scribed displacement.

plementary virtual work, expressed by
eq. (9.57), involves the external comple-
mentary virtual work, δW ′

E = ∆ δD,
which is directly related to the prescribed
displacement. This term is the product of
the true prescribed displacement, ∆, and a
virtual force, δD. It is now assumed that
the prescribed displacement can be derived
from a potential, Φ′, as

∆ = −∂Φ′(D)
∂D

, (10.101)

where Φ′(D) is called the potential of the prescribed displacement, or sometimes
the dislocation potential. With this assumption, the external complementary virtual
work becomes

δW ′
E = ∆ δD = −∂Φ′

∂D
δD = −δΦ′(D). (10.102)
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10.8.2 Constitutive laws for elastic materials

Consider a truss consisting of bars made of a linearly elastic material. If a uniform
bar of length L, elastic modulus, E, and cross-sectional area, A, is subjected to a
force F , an elongation, e, results. Equation (10.29) gives the strain energy in the bar
as A = 1/2 ke2, where k = EA/L. The force applied to the bar can be derived from
this strain energy function as F = ∂A(e)/∂e = ke. This result shows that once the
strain energy is known, the material’s constitutive law follows. Thus, defining the
strain energy function for a material is equivalent to defining the constitutive law.

The complementary strain energy for the same bar is given by eq. (10.22) as
A′ = 1/2 F 2/k, where 1/k is the bar’s compliance, i.e., the inverse of its stiffness.
The bar’s elongation can be derived from the complementary strain energy as e =
∂A′(F )/∂F = F/k. Once the complementary strain energy is known, the material’s
constitutive law follows. The strain energy yields the constitutive law in stiffness
form, F = ke, whereas the complementary strain energy yields the same relationship
in compliance form, e = F/k. For a linearly elastic material, the strain energy and
its complementary counterpart are equal, A = A′, although expressed in terms of
different variables: A(e) = 1/2 ke2, and A′(F ) = 1/2 F 2/k.

If the material is elastic but not linear, the strain energy and its complementary
counterpart still yield the constitutive laws for the material in stiffness and compli-
ance forms, respectively. The relationship between the two strain energies is given by
eq. (10.23) as A(e) + A′(F ) = e F . Taking the differential of this equation leads to
(∂A/∂e)de+(∂A′/∂F )dF = Fde+edF . Regrouping the terms in this differential
form leads to [

F − ∂A

∂e

]
de +

[
e− ∂A′

∂F

]
dF = 0.

Since the differential in elongation and force are arbitrary and independent, the two
bracketed terms must vanish, revealing the following relationships

F =
∂A(e)

∂e
, (10.103a)

e =
∂A′(F )

∂F
, (10.103b)

which both express the same constitutive law for the material, one in stiffness, the
other in compliance form. The existence of the strain energy function guarantees that
of its complementary counterpart. Hence, both stiffness and compliance forms of the
constitutive law are entirely equivalent.

To illustrate the role of the strain energy and of its complementary counterpart for
elastic materials, consider the following strain energy expression for a bar, A(e) =
kL2(1 − cos ē), where ē = e/L is the bar’s axial strain. The material’s constitutive
law in stiffness form is readily obtained as F = ∂A(e)/∂e = kL sin ē. Due to the
periodic nature of the cosine function, this particular strain energy is only meaningful
for bar strains of moderate value, i.e., |ē| < 1.

The compliance form of the same constitutive law is obtained by inversion as
ē = arcsin F̄ , where F̄ = F/(kL) is a non-dimensional force. The complemen-
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tary strain energy is then obtained from its definition as A′(F ) =
∫ F

0
e dF =∫ F̄

0
ē L kL dF̄ = kL2(F̄ arcsin F̄ +

√
1− F̄ 2 − 1). The same result can also be

obtained more directly from the relationship the strain energy and its complementary
counterpart, eq. (10.23), as A′(F ) = eF−A(e) = kL2(F̄ arcsin F̄ +

√
1− F̄ 2−1).

The material’s constitutive law can also be obtained from this expression of the com-
plementary strain energy as

e =
∂A′(F )

∂F
= L arcsin F̄ ,

which expresses the same constitutive law as that derived from the strain energy
function.

Finally, it must be noted that the existence of the strain energy function or of its
complementary counterpart is an assumption equivalent to the assumption of a con-
stitutive law. Indeed, as discussed in section 10.1.1, if the material’s internal forces
are assumed to be conservative, they can be derived from a potential, called the strain
energy function. In other words, the existence of a strain energy function, the exis-
tence of a complementary energy function, or the fact that the material’s internal
forces are conservative are three entirely equivalent assumptions.

10.8.3 The principle of minimum complementary energy

The principle of complementary virtual work is introduced for truss structures in
section 9.6.2, on page 441. The principle is summarized by eq. (9.55) as δW ′ =
δW ′

E + δW ′
I = 0, and states that a truss undergoes compatible deformations if and

only if the sum of the internal and external complementary virtual work vanishes for
all statically admissible virtual forces. The internal complementary virtual work for
the three-bar truss depicted in fig. 10.28 is given by eq. (9.49) as δW ′

I = −eAδFA−
eBδFB − eCδFC .

At this point, it is assumed that the material the bars are made of is elastic, i.e.,
the existence of a complementary strain energy function is assumed. The material’s
constitutive law is now expressed in compliance form by eq. (10.103b) and the com-
plementary virtual work becomes

δW ′
I = −∂A′A(FA)

∂FA
δFA − ∂A′B(FB)

∂FB
δFB − ∂A′C(FC)

∂FC
δFC ,

where A′A, A′B , and A′C are the complementary strain energies of bars A, B, and C,
respectively. Treating δ as a differential, this expression readily simplifies to

δW ′
I = −δA′A − δA′B − δA′C = −δA′,

where A′ = A′A+A′B+A′C is the total complementary strain energy for the three-bar
truss.

Next, it is assumed that the prescribed displacement at point B, see fig. 10.28, can
be derived from a potential. As discussed in section 10.8.1, the external complemen-
tary virtual work can then be written as δW ′

E = −δΦ′(D), where Φ′ is the potential
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of the prescribed displacement. The potential of the prescribed displacements, Φ′, is
different from the potential of the externally applied loads, Φ, defined in eq. (10.13).

Given these two assumptions, the existence of the material’s complementary
strain energy function and of the prescribed displacement potential, the principle
of complementary virtual work, eq. (9.55), becomes

δW ′ = δW ′
E + δW ′

I = −δA′ − δΦ′ = −δ(A′ + Φ′) = 0.

It is convenient to define the total complementary energy, Π ′ as

Π ′ = A′ + Φ′, (10.104)

and the above statement then further simplifies to

δΠ ′ = 0. (10.105)

These developments lead to the principle of stationary complementary energy.

Principle 11 (Principle of stationary complementary energy) A conservative
system undergoes compatible deformations if and only if the total complementary
energy vanishes for all statically admissible virtual forces.

It can be shown in a manner similar to that for the principle of minimum total
potential energy that this stationary value is also a minimum value for stable equilib-
rium. With this, it is now possible to state the principle of minimum complementary
energy.

Principle 12 (Principle of minimum complementary energy) A conservative sys-
tem undergoes compatible deformations if and only if the total complementary en-
ergy is a minimum with respect to arbitrary changes in statically admissible forces.

Example 10.8. Three-bar truss with prescribed displacement
Consider the hyperstatic three-bar truss treated previously in example 9.15 on
page 448 using the principle of complementary virtual work. The configuration is
shown again in fig. 10.29. Assume that support joint B is given a prescribed displace-
ment, ∆ (perhaps due to an initial assembly imperfection). Determine the resulting
force in each of the bars.

A
B

B

C

O

q q

FB

D

D
L

Fig. 10.29. Three-bar truss with prescribed displacement (see fig. 9.37).
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For this hyperstatic problem, the three unknown bar forces cannot be evaluated
based on the two equilibrium equations for joint O. Horizontal equilibrium yields
FA = FC , and vertical equilibrium results in FA cos θ + FB + FC cos θ = 0. The
complementary strain energy written in terms of the bar forces, FA, FB , and FC , is

A′ =
1
2

(
F 2

A

kA cos θ
+

F 2
B

kB
+

F 2
C

kC cos θ

)
,

where kA = (EA)A/L, kB = (EA)B/L, and kC = (EA)C/L are the bar stiff-
nesses. With the help of the two equilibrium equations, the three bar forces can be
expressed in terms one, say FC , to find

A′ =
1
2

(
F 2

C

kA cos θ
+

(2FC cos θ)2

kB
+

F 2
C

kC cos θ

)
=

k̄F 2
C

2k̄AkB k̄C cos θ
,

where k̄A = kA/kB , k̄C = kC/kB , and k̄ = k̄A + k̄C + 4k̄Ak̄C cos3 θ are non-
dimensional stiffness coefficients.

The potential of the prescribed displacement, ∆, at joint B is Φ′ = −D∆. The
equilibrium equation at joint B states that D + FB = 0 and using the equilibrium
equation FB = −2FC cos θ, the potential can now be expressed in terms of bar force
FC as Φ′ = −2∆FC cos θ. The total complementary potential energy thus takes the
following form

Π ′ = A′ + Φ′ =
k̄F 2

C

2k̄AkB k̄C cos θ
− 2∆FC cos θ,

and the principle of minimum complementary energy, principle 12, requires that

∂Π ′

∂FC
=

k̄FC

k̄AkB k̄C cos θ
− 2∆ cos θ = 0,

which expresses the requirement that the truss must undergo a compatible deforma-
tion. This equation yields the bar force, FC , and the other two bar forces, FA and
FB , are then obtained from the two equilibrium equations as

FA = FC =
2k̄Ak̄C cos2 θ

k̄
kB∆ and FB = D =

(
1− k̄A + k̄C

k̄

)
kB∆.

Finally, the displacement of joint O can be found from the extension of bar B as
u

(B)
1 = eB + ∆ = (k̄A + k̄C)∆/k̄.

10.8.4 The principle of least work

The principle of minimum complementary energy developed in the previous section
involves the total complementary energy, which is the sum of two scalar quantities:
the system’s complementary strain energy, and the potential of the prescribed dis-
placements, see eq. (10.104). In the absence of prescribed displacements, the total
complementary energy reduces to the complementary strain energy alone. The prin-
ciple of least work, a corollary of the principle of minimum complementary energy,
states the following.
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Principle 13 (Principle of least work) In the absence of prescribed displacements,
a conservative system undergoes compatible deformations if and only if the comple-
mentary strain energy is a minimum with respect to arbitrary changes in statically
admissible forces.

If the system is made of a linearly elastic material, the complementary strain
energy is equal the strain energy, see section 10.3. The principle of least work then
takes on the following form.

Principle 14 (Principle of least work) In the absence of prescribed displacements,
a linearly elastic system undergoes compatible deformations if and only if the strain
energy is a minimum with respect to arbitrary changes in statically admissible forces.

When using the principle of least work, the system’s complementary strain en-
ergy or its strain energy must be expressed in terms of the statically admissible forces
rather than deformations.

Example 10.9. Three-bar truss with tip load
To illustrate the use of the least work principle, the hyperstatic, three-bar truss treated
in example 9.14 on page 447 using the principle of complementary virtual work will
be re-examined. As shown in fig. 10.30, a vertical downward load P is applied at
joint O. The objective is to determine the resulting bar forces.

A B
C

O

q q

PP

FA
dFA

FB
dFB

FC dFC

Fig. 10.30. Three-bar truss with applied load (fig. 9.36).

Since it is not necessary to determine the reaction forces at the support joints, the
only relevant equilibrium equations are those at joint O; the horizontal and vertical
equilibrium equations are FA = FC and FA cos θ+FB+FC cos θ = P , respectively.

The strain energy is first written in terms of the bar forces FA, FB and FC , as

A =
1
2

(
F 2

A

kA cos θ
+

F 2
B

kB
+

F 2
C

kC cos θ

)
,

where kA = (EA)A/L, kB = (EA)B/L, and kC = (EA)C/L are the bar stiff-
nesses. Next, using the two equilibrium equations, the three bar forces are expressed
in terms of one, say FC , to find

A =
1
2

[
F 2

C

kA cos θ
+

(P − 2FC cos θ)2

kB
+

F 2
C

kC cos θ

]
.
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To impose the condition that the truss must undergo compatible deformations,
the least work principle, principle 14, is applied,

∂A

∂FC
=

[
FC

kA cos θ
− (P − 2FC cos θ)2 cos θ

kB
+

FC

kC cos θ

]
= 0.

This equation can be solved for the bar force, FC , and the equilibrium equations then
yield the forces in the other two bars as

FA

P
=

FC

P
=

2k̄Ak̄C cos2 θ

k̄
,

FB

P
=

k̄A + k̄C

k̄
,

where k̄A = kA/kB , k̄C = kC/kB , and k̄ = k̄A + k̄C + 4k̄Ak̄C cos3 θ are the bar
non-dimensional stiffness factors.

Application of the principle of minimum complementary energy, or of the prin-
ciple of least work in the absence of prescribed displacement, leads to a solution
process that is very similar to that of the force or flexibility method first developed in
section 4.3.3. In this earlier presentation, the compatibility conditions are developed
from simple geometric arguments, whereas the principle of minimum complemen-
tary energy is used here to derive the same conditions in a more abstract but also
more systematic manner.

Example 10.10. Beam on 3 supports
The simply supported beam with an additional mid-span support depicted in
fig. 10.31 is subjected to two concentrated loads of equal magnitude, P . Determine
the location and magnitude of the maximum bending moment in the beam.

Due to the additional mid-span support, the system is hyperstatic of order 1. Any
one of the three support reaction forces, denoted R1, R2, and R3, respectively, can
be selected as the redundant force; in this example, R1 is selected to be the redundant
quantity, and therefore will be treated as the unknown.

R1 R2
R3

P P

L/2 L/2 L/2 L/2

i1

i2

Fig. 10.31. A beam on 3 simple supports.

The overall moment and vertical force equilibrium equations result in R3 = R1

and R2 = 2P − 2R1, respectively. The bending moment distribution in the left
segment of the beam is found from equilibrium considerations as

M3(η) =

{
R1Lη, 0 ≤ η ≤ 1/2,

R1Lη − PL(η − 1/2), 1/2 ≤ η ≤ 1,
(10.106)
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where η = x1/L is the non-dimensional variable along the beam’s span. Due to the
symmetry of the problem it is only necessary to compute the strain energy in the
beam by integrating over the range 0 to L and then doubling the result. Thus

A =
∫ 2L

0

M2
3 (x1)

2Hc
33

dx1 = 2
∫ L

0

M2
3 (x1)

2Hc
33

dx1 = 2L

∫ 1

0

M2
3 (η)

2Hc
33

dη

=
R2

1L
3

Hc
33

∫ 1/2

0

η2dη +
L

Hc
33

∫ 1

1/2

[R1Lη − PL(η − 1/2)]2 dη.

After integration, A =
(
8R2

1 − 5PR1 + P 2
)
L3/(24Hc

33), and using the least work
principle then yields

∂A

∂R1
=

L3

24Hc
33

(16R1 − 5P ) = 0.

This equation yields R1 = 5P/16, and the overall equilibrium equations then re-
veal the remaining reaction forces as R1 = R3 = 5P/16 and R2 = 11P/8.
The beam’s bending moment distribution is obtained by substituting these forces
in eq. (10.106). The bending moment at the left support vanishes, as expected. At the
point of application of the concentrated load, i.e., at η = 1/2, the bending moment
is M3 = 5PL/32; at the mid-span support, i.e., at η = 1, M3 = −6PL/32. The
maximum bending moment is found at the mid-span support, and its magnitude is
|M3| = 6PL/32.

Example 10.11. Simply supported beam with a mid-span elastic spring
Consider the simply supported bean of length L with a mid-span spring of stiffness
constant k, as depicted in fig. 10.32. The beam carries a uniformly distributed vertical
load, p0. Determine the load in the spring and the reaction forces at the two supports.

Let R1 and R2 be the two support reaction forces, and Fs the force that the spring
applies on the beam, counted positive downward. The overall equilibrium equations
are R1+R2+Fs = p0L and R1L+FsL/2−p0L

2/2 = 0. The problem is hyperstatic
of order 1, because the two equilibrium equations involve three unknown reaction
forces. Two of the reactions can be expressed in terms of the third; for instance,
Fs = p0L− 2R1 and R2 = R1, where R1 is treated as the redundant quantity.

Based on equilibrium considerations, the bending moment distribution in the
beam is now expressed in terms of the unknown reaction force, R1, as

M3(η) =

{
p0L

2η2/2−R1Lη, 0 ≤ η ≤ 1/2,

p0L
2(1− η)2/2−R1L(1− η), 1/2 ≤ η ≤ 1,

where η = x1/L is the non-dimensional variable along the beam.
The strain energy in the system is

A =
1
2

∫ L

0

M2
3 (x1)
Hc

33

dx1 +
1
2

F 2
s

k
,
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R1 R2L/2 L/2

i1

i2

k

p0

Fig. 10.32. Simply supported beam with a mid-span elastic spring.

where the first term represents the strain energy stored in the beam, and the second
represents that stored in the elastic spring.

Rather than substitute for M3 and Fs in terms of R1 and then integrate, the prin-
ciple of least work is applied first,

∂A

∂R1
=

∫ L

0

M3

Hc
33

∂M3

∂R1
dx1 +

Fs

k

∂Fs

∂R1
= 0.

Introducing the bending moment distribution and the force in the spring, both ex-
pressed in terms of the unknown reaction force, R1, then leads to

2
∫ 1/2

0

[
p0L

2η2/2−R1Lη

Hc
33

]
(−Lη) Ldη +

[
p0L− 2R1

k

]
(−2) = 0.

In this expression, the strain energy in the left half of the beam is computed and then
doubled, based on symmetry. After integration, this becomes

2L3

Hc
33

(
−p0L

128
+

R1

24

)
− 2

p0L− 2R1

k
= 0.

The solution of this equation yields the non-dimensional reaction forces at the sup-
ports and the spring force as

R1

p0L
=

R2

p0L
=

1
2

384 + 3k̄

384 + 8k̄
,

Fs

p0L
=

5k̄

384 + 8k̄
,

where k̄ = kL3/Hc
33 is the non-dimensional spring stiffness constant expressing the

spring stiffness relative to the beam bending stiffness.
The force in the spring is obtained from the overall equilibrium equation, Fs =

p0L− 2R1. When k̄ → 0, i.e., in the absence of mid-span spring, the reaction forces
become R1 = R2 = p0L/2, as expected from symmetry, and Fs = 0. For k̄ → ∞,
i.e., for a mid-span support, R1 = R2 = 3p0L/16 and the mid-span reaction force
is Fs = 5p0L/8.

Example 10.12. Simply supported beam with a misaligned mid-span support
Figure 10.33 shows a simply supported beam with a misaligned mid-span support. In
the unloaded configuration, the mid-span support is at a distance d below the beam.
As the loading increases, the beam will touch the mid-span support. For the analysis,
it is assumed that the beam is touching the support because the applied loads are high
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d
R1 R2L/2 L/2

i1

i2
p0

F

Fig. 10.33. Simply supported beam with a misaligned mid-span support.

enough. Of course, for small loads, the beam does not touch the support, which can
then be ignored.

Let R1 and R2 be the reaction forces at the two end support and F the force
that the mid-span support applies to the beam. The overall equilibrium equations are
R1 + R2 + F = p0L and R1L + FL/2− p0L

2/2 = 0. The problem is hyperstatic
of order 1, because the two equilibrium equations involve three unknown reaction
forces. Two of the reactions can be expressed in terms of the third; for instance,
F = p0L − 2R1 and R2 = R1. Based on equilibrium considerations, the bending
moment distribution in the beam is now expressed in terms of the unknown reaction
force, R1, as

M3(η) =

{
p0L

2η2/2−R1Lη, 0 ≤ η ≤ 1/2,

p0L
2(1− η)2/2−R1L(1− η), 1/2 ≤ η ≤ 1,

where η = x1/L is the non-dimensional variable along the beam.
For this linearly elastic structure, the total complementary energy is Π ′ = A′ +

Φ′ = A + Φ′. The potential of the prescribed displacements is Φ′ = −F (−d) =
Fd = d(p0L − 2R1), where the minus sign stems from the fact that the force and
displacements are counted positive in opposite direction.

The principle of minimum complementary energy now states

∂Π ′

∂R1
=

∫ L

0

M3

Hc
33

∂M3

∂R1
dx1 +

∂Φ′

∂R1
= 0.

Introducing the above bending moment distribution and potential of the prescribed
displacements yields

2
∫ 1/2

0

[
p0L

2η2/2−R1Lη

Hc
33

]
[−Lη] Ldη +

∂

∂R1
d(p0L− 2R1) = 0.

In this expression, the strain energy in the left half of the beam is computed and then
doubled, based on symmetry. After integration, this condition becomes

2L3

Hc
33

(
−p0L

128
+

R1

24

)
− 2d = 0.

The solution of this equation yields the reaction forces at the supports and the mid-
span reaction force as
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R1 = R2 =
3p0L

16
+ 24

Hc
33d

L3
, F =

5p0L

8
− 48

Hc
33d

L3
.

The result can be interpreted in different manner. First, if the three supports are on
the same level, d = 0, and the end point reaction forces are R1 = R2 = 3p0L/16 and
the mid-span reaction force is F = 5p0L/8. If the mid-span support is misaligned
and below the beam, i.e., d > 0, the loading level for which the beam will just
touch the mid-span support is found by setting F = 0, i.e., a reaction force is just
about to vanish at the support. This leads to 5pcrL/8 − 48Hc

33d/L3 = 0 and pcr =
384Hc

33d/(5L4). Thus for p0 ≤ pcr, the beam does not reach the support and for
p0 > pcr, the reaction force give above develops in the misaligned, mid-span support.

The analysis is also valid if d < 0. This means that the mid-span support is
protruding and pushing the beam upwards. Even in the absence of applied loading,
end point reaction forces, R1 = R2 = 24Hc

33d/L3, and a mid-span reaction force,
F = −48Hc

33d/L3, will develop. If d < 0, it follows that R1 < 0, R2 < 0, and
F > 0, as expected.

10.8.5 Problems

Problem 10.12. Cantilevered beam with intermediate spring support
The cantilevered beam shown in fig. 10.34 carries a uniform loading distribution, p0, and is
supported by a spring of stiffness constant k, located at a distance a from the root of the beam.
(1) Use the least work principle to determine the force in the spring. (2) Find the bending
moment distribution in the beam.

i2

i1

p0

k
L

a

Fig. 10.34. Cantilevered beam with interme-
diate spring support.

i2

i1
k

p0

L

Fig. 10.35. Cantilevered beam with tip rota-
tional spring.

Problem 10.13. Cantilevered beam with tip rotational spring
A cantilevered beam of span L is subjected to a uniform loading distribution, p0, as depicted
in fig. 10.35. An additional support is located at the beam’s tip, and a rotational spring of
stiffness constant k acts at the same point. (1) Use the least work principle to determine the
tip support reaction force. (2) Find the bending moment distribution in the beam.

Problem 10.14. 3-bar truss with unequal bar stiffness properties
The three-bar, hyperstatic truss shown in fig. 10.36 is subjected to a tip vertical load P . The
three bars have a Young’s modulus E, bar 1 is of cross-sectional area A, while that bars 2 and
3 is 2A. (1) Use the principle of complementary energy to find the bar forces.
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P

L

L

L

3

2

1

Fig. 10.36. 3-bar truss with unequal bar stiff-
ness properties.
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p0
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D

1 3

aL

Fig. 10.37. Simply supported beam with uni-
form load and truss bracing.

Problem 10.15. Combined beam and truss problem
The structure shown in fig. 10.37 consists of a simply supported, continuous beam, AB, sub-
jected to a uniformly distributed load, p0. Additional support is provided by a truss consisting
of bars AD, CD, and BD, which are pinned together to provide a mid-span support for the
beam. Bar CD is of length αL. (1) Using the principle of least work, find the forces in the
three bars. (2) Determine the bending moment distribution in the beam. Use the following
data: α = 1. Ignore the axial forces in the beam.

Problem 10.16. Cantilevered beam with simple support and concentrated load
A cantilevered beam with a mid-span support carries a tip concentrated load, P , as depicted
in fig. 10.38. (1) Using the principle of least work, determine the reaction forces. (2) Find the
bending moment distribution in the beam.

i2 i1

L/2 L/2

P

Fig. 10.38. Cantilevered beam with simple
support and concentrated load.

i2

i1

L/2 L/2

p0

Fig. 10.39. Cantilevered beam with simple
support under uniform loading.

Problem 10.17. Cantilevered beam with simple support and uniform load
A cantilevered beam with a mid-span support carries a uniformly distributed load, p0, as de-
picted in fig. 10.39. (1) Using the principle of least work, determine the reaction forces. (2)
Find the bending moment distribution in the beam.

10.9 Energy theorems

A number of important energy theorems will be developed in this section. These the-
orems are corollaries of the fundamental energy principles developed earlier. Con-
sequently, all theorems are valid for elastic structures only. The application of two
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of these theorems, Clapeyron’s theorem and Castigliano’s second theorem, is further
limited to linearly elastic materials.

A properly constrained3 elastic body subjected to various concentrated loads and
couples is shown in fig. 10.40. The first loading type consists of N concentrated
loads, Pi, i = 1, 2, . . . , N , and the displacements of their points of application pro-
jected in the direction of the loads are denoted ∆i, i = 1, 2, . . . , N , respectively.
The second type of loading consists of M couples, Qj , j = 1, 2, . . . ,M , and the
rotations at their points of application about the axis of the couple are denoted Φj ,
i = 1, 2, . . . ,M , respectively.

A special case of these loading con-

i1

i2

i3

P1

P2

P3

P4

Pn

D1

D0

Q1

Q2

F1

Fig. 10.40. Elastic body subjected to vari-
ous loads.

ditions consists of two forces sharing
the same line action, such as forces P3

and P4 in fig. 10.40. In some cases, the
two forces are of equal magnitude and
opposite direction, P3 = P4 = P , and
the relative displacement of their points of
application is then denoted ∆0 = ∆3 +∆4.
A similar situation could occur with two
couples of equal magnitude and oppo-
site direction sharing a common axis,
say Q3 = Q4 = Q, and the relative
rotation at their points of application is
Φ0 = Φ3 + Φ4.

10.9.1 Clapeyron’s theorem
For an elastic system, eq. (10.12) implies that the strain energy stored in the body
equals the work done by the external forces as they are increased quasi-statically
from zero to their final values. Consider a suitably restrained body that is subjected
to N external loads, Pi, and M external couples, Qj . Equation (10.12) now implies

A = WE =
N∑

i=1

∫ ∆i

0

Pi dui +
N∑

j=1

∫ Φj

0

Qj dθj ,

where ui are the displacements of the external load projected along their line of ac-
tion and ∆i are the final displacements, θj are the rotations of the external moments
about their axes, and Φj are the final rotations.

Next, the body is assumed to be linearly elastic and hence, the applied loads
are proportional to the displacements of their point of application, Pi ∝ ui, and the
applied couples are proportional to the rotation of their point of application, Qj ∝ θj .
It now becomes possible to evaluate the two integrals to find

A = WE =
N∑

i=1

Pi∆i

2
+

N∑

j=1

QjΦj

2
. (10.107)

This result is known as Clapeyron’s theorem.
3 Properly constrained means that the body cannot rotate or translate freely but may be sub-

jected to a hyperstatic set of reactions.
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Theorem 10.1 (Clapeyron’s theorem). The strain energy stored in a linearly elastic
structure equals the sum of the half product of the applied loads by the displacements
of their respective points of applications projected along their lines of action.

While Clapeyron’s theorem is useful for evaluating the strain energy, it can also
be used to compute the deflection, ∆, at the point of application of a load, P , when
this single load is the only load applied. In such a case, eq. (10.107) becomes ∆ =
2A/P . A similar result is obtain for the rotation at the point of application of a single
moment.

It is interesting to compare eqs. (10.107) and (10.13), which differ by a factor
of two. In the derivation of eq. (10.107), load P is assumed to grow in proportion
to the displacement, whereas for eq. (10.13), load P is assumed to remain constant.
As discussed in section 10.4.4, this difference in the nature of the applied loading
explains the factor of two in the work they perform.

Clapeyron’s theorem can also be proved by the following alternative reasoning.
First, the total potential energy of the system is written as

Π = A−
N∑

i=1

Pi∆i,

where A = 1/2
∫

V
εT C ε dV is the strain energy for the general three-dimensional

linearly elastic body, see eq. (10.49). The principle of minimum total potential energy
implies the stationarity of the total potential energy, which can be expressed as4

δΠ =
∫

V
εT C δε dV −∑N

i=1 Piδ∆i = 0. Since this relationship must hold for all
arbitrary virtual displacement and associated compatible strain fields, a valid choice
is δ∆i = ∆i and δε = ε, where ∆i and ε correspond to the displacement and strain
fields for the equilibrium configuration of the structure, respectively. It follows that∫

V
εT C ε dV =

∑N
i=1 Pi∆i and finally, A =

∑N
i=1 Pi∆i/2, which is the statement

of Clapeyron’s theorem, see eq. (10.107). Note that the order in which the forces are
applied is immaterial, and the strain energy stored in the structure depends only on
the magnitude of the forces and the resulting projected displacements.

Consider now the case of two forces, P3 and P4, of equal magnitude and opposite
sign sharing a common line of action, as shown in fig. 10.40. Clapeyron’s theorem
yields A = (P3∆3 + P4∆4)/2; let P denote the intensity of the forces, P3 = P4 =
P , and hence, A = P (∆3 + ∆4)/2 = P∆0/2, where ∆0 = ∆3 + ∆4 is the relative
distance between the points of application of the two forces. This relative distance
is a positive quantity if the forces pull away from each other, and is negative in the
opposite case.

A similar reasoning yields A = QΦ0/2, where Q is the common magnitude
of two couples of equal magnitude and opposite direction sharing a common axis
and Φ0 is the relative rotation at their points of application. In summary, each of the
loading terms appearing in Clapeyron’s theorem, eq. (10.107), could be of either of
the following four types: Pi∆i/2, QjΦj/2, P∆0/2, or QΦ0/2.

4 See appendix A.2.7 for details on taking the differential of a quadratic form.
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Example 10.13. Simply supported beam with concentrated load
Consider a simply supported, uniform beam of length L subjected to a concentrated
load P acting at a distance αL from the left support, as depicted in fig. 10.41. This
problem is treated using classical approaches in examples 5.5 and 5.6 on pages 197
and 199, respectively. The bending moment distribution is readily obtained from
equilibrium considerations and is given by eq. (5.52).

L

i2

i1

aL
P

Fig. 10.41. Simply supported beam with concentrated load.

The strain energy stored in the beam is now obtained from eq. (10.41) as

A =
1
2

∫ L

0

M2
3

Hc
33

dx1 =
P 2L2

2Hc
33

[∫ α

0

(1− α)2η2 Ldη +
∫ 1

α

α2(1− η)2 Ldη

]
,

where η = x1/L is a non-dimensional variable along the beam’s span. Performing
the integrations leads to

A =
P 2L3

2Hc
33

[
(1− α)2

α3

3
+ α2 (1− α)3

3

]
=

P 2L3

6Hc
33

α2(1− α)2.

Clapeyron’s theorem, eq. (10.1), yields A = P∆/2 = P 2L3α2(1−α)2/(6Hc
33),

and solving for the displacement, ∆, at the point of application of the load leads to
∆ = PL3α2(1 − α)2/(3Hc

33). This result is identical to that obtained earlier with
the classical approach. Indeed, ∆ = ū2(α), where ū2(η) is the beam’s transverse
displacement field given by eq. (5.51) and ū2(α) its value at η = α.

Clapeyron’s theorem yields the deflection under the load in a very expeditious
manner. A disadvantage of this theorem, however, is that it is useful only when a
single concentrated load is applied. In contrast, the principle of virtual work devel-
oped in section 9.7.6 is nearly as simple to formulate and can be used for any type or
combination of loading. Finally, the classical approaches presented in section 5.5 and
demonstrated in examples 5.6 and 5.6 require the solution of the governing differen-
tial equation of the problem but yield the distributions of transverse displacements,
bending moments, and shear forces over the beam’s entire span. More detailed infor-
mation is obtained, but at a higher cost.

10.9.2 Castigliano’s first theorem

Consider, again, a properly constrained elastic body subjected to various concen-
trated loads and couples as shown in fig. 10.40. The total potential energy, see
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eq. (10.10), can be written as Π = A + Φ = A −∑N
i=1 Pi∆i, where Pi is an ex-

ternally applied load and ∆i the displacements of its point of application projected
along its line of action.

The principle of minimum total potential energy now implies the stationarity of
the total energy, eq. (10.17), and hence,

∂Π

∂∆j
=

∂A

∂∆j
− ∂

∂∆j

N∑

i=1

Pi∆i =
∂A

∂∆j
− Pj = 0.

This equation leads to Castigliano’s first theorem,

Pi =
∂A

∂∆i
. (10.108)

Theorem 10.2 (Castigliano’s first theorem). For an elastic system, the magnitude
of the load applied at a point is equal to the partial derivative of the strain energy
with respect to the projected load’s displacement.

To make use of this theorem the strain energy in the structure must be expressed
in term of the projected displacements, ∆i. Because this theorem is derived directly
from the principle of minimum total potential energy, eq. (10.108) is simply an equi-
librium statement for the problem.

Castigliano’s first theorem is easily extended to other loading conditions such as
applied couples, loads of equal magnitude and opposite directions sharing a com-
mon line of action, or couples of equal magnitude and opposite directions sharing a
common axis.

10.9.3 Crotti-Engesser theorem

Clapeyron’s and Castigliano’s first theorems are corollaries of the principle of min-
imum total potential energy. Not unexpectedly, parallel developments based on the
principle of minimum complementary energy will lead to similar results.

The total complementary energy, Π ′, is defined in eq. (10.104) as the sum of
the complementary strain energy, A′, and potential of the prescribed displacements,
Φ′. If the system is subjected to N prescribed displacements, ∆i, i = 1, 2, . . . , N ,
the potential of the prescribed displacements is Φ′ = −∑N

i=1 Pi∆i, where Pi, i =
1, 2, . . . , N , are the driving forces required to obtain the prescribed displacements.
The total complementary energy now becomes

Π ′ = A′ + Φ′ = A′ −
N∑

i=1

Pi∆i.

Next, the statically admissible stress field in the elastic body is expressed in terms
of the driving forces, i.e., A′ = A′(Pi). The principle of minimum complementary
energy, principle 12, then implies
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∂Π ′

∂Pj
=

∂A′

∂Pj
− ∂

∂Pj

N∑

i=1

Pi∆i =
∂A′

∂Pj
−∆j = 0.

It now follows that

∆i =
∂A′

∂Pi
, (10.109)

where, clearly, the complementary energy in the structure must be expressed in terms
of the driving forces, Pi. This result is known as the Crotti-Engesser theorem which
can be stated as follows.

Theorem 10.3 (Crotti-Engesser theorem). For an elastic structure, the prescribed
deflection at a point is given by the partial derivative of the complementary energy
with respect to the driving force.

Unlike Clapeyron’s theorem, 10.1, the Crotti-Engesser theorem can be applied to
problems with multiple applied loads.

10.9.4 Castigliano’s second theorem

In the derivation of the Crotti-Engesser theorem, the existence of the complementary
energy is assumed for the elastic material. If the material is assumed to be linearly
elastic, the strain energy and its complementary counterpart become equal, A = A′,
and the Crotti-Engesser theorem, eq. (10.109), then leads to Castigliano’s second
theorem,

∆i =
∂A

∂Pi
. (10.110)

Theorem 10.4 (Castigliano’s second theorem). For a linearly elastic structure, the
prescribed deflection at a point is given by the partial derivative of the strain energy
with respect to the driving force.

Note the obvious symmetry between eq. (10.110) and eq. (10.108). It should
be noted, however, that Castigliano’s first theorem applies to any elastic system,
whereas Castigliano’s second theorem only applies to linearly elastic structures.

10.9.5 Applications of energy theorems

The energy theorems are useful for determining deflections at specific points of a
structure. In particular, Castigliano’s second theorem yields structural deflections
under applied loads.

Castigliano’s second theorem is also useful when dealing with hyperstatic sys-
tems. Imagine a cantilevered beam with a tip support. One way to look at this prob-
lem is to consider a cantilevered beam with a prescribed tip displacement, which is
required to vanish. The driving force, in this case, is the reaction force at the sup-
port. If Pi denotes this reaction force and ∆i = 0 the prescribed tip displacement,
Castigliano’s second theorem, eq. (10.110), requires ∂A/∂Pi = 0. This equation is
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the compatibility equation at the tip support. It is interesting to note that in this case,
Castigliano’s second theorem reduces to the principle of least work, principle 13 on
page 554.

Example 10.14. Deflection of a cantilever under transverse load
Consider a cantilevered beam of length L subjected to a tip transverse load P acting
at a distance αL from the left support, as depicted in fig. 5.26 on page 201. This
problem is treated using the classical approach in example 5.8 on page 201.

Simple equilibrium arguments yield the following bending moment distribution:
M3 = PL(α − η), for η ≤ α, and M3 = 0, for α ≤ η ≤ 1, where η = x1/L is the
non-dimensional variable along the beam’s span. The strain energy can be expressed
in terms of the bending moment distribution as

A =
1

2Hc
33

∫ L

0

M2
3 dx1 =

1
2Hc

33

∫ α

0

(PL)2(α− η)2 Ldη =
P 2(αL)3

6Hc
33

.

Castigliano’s second theorem then yields the deflection under the load as ∆ =
∂A/∂P = P (αL)3/(3Hc

33). This result is identical to that found with the classi-
cal approach, see eq. (5.55).

Example 10.15. Rotation of a cantilever under couple
Consider a cantilevered beam of length L subjected to a concentrated couple Q acting
at a distance αL from the left support. Find the rotation at the point where Q acts.

Simple equilibrium arguments yield the following bending moment distribution:
M3 = Q, for η ≤ α, and M3 = 0, for α ≤ η ≤ 1, where η = x1/L is the non-
dimensional variable along the beam’s span. The strain energy can be expressed in
terms of the bending moment distribution as

A =
1

2Hc
33

∫ L

0

M2
3 dx1 =

1
2Hc

33

∫ α

0

Q2 Ldη =
Q2(αL)
2Hc

33

.

Castigliano’s second theorem then yields the rotation at the point of application of
the couple as Φ = ∂A/∂Q = QαL/Hc

33.

Example 10.16. Simply supported beam with concentrated load
Consider a simply supported, uniform beam of length L subjected to a concentrated
load P acting at a distance αL from the end supports, as depicted in fig. 10.41. This
problem is treated using classical approaches in examples 5.6 on page 199, and in
example 10.13 using Clapeyron’s theorem. The use of Clapeyron’s theorem will be
contrasted here with Castigliano’s second theorem.

The algebra associated with the use of Castigliano’s second theorem is somewhat
simplified if the following manipulation is performed first

∆ =
∂A

∂P
=

∂

∂P

∫ L

0

M2
3

2Hc
33

dx1 =
∫ L

0

M3

Hc
33

∂M3

∂P
dx1.

The bending moment distribution is given by eq. (5.52), or it can be obtained
directly from equilibrium considerations as
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M3(η) = PL

{
−(1− α)η, 0 ≤ η ≤ α,

−α(1− η), α < η ≤ 1,

where η = x1/L is the non-dimensional variable along the beam’s span. Substituting
this in the previous equation results in

∆ =
PL2

Hc
33

[∫ α

0

(1− α)2η2 Ldη +
∫ 1

α

α2(1− η)2 Ldη

]
,

and performing the integrations then yields

∆ =
PL3

Hc
33

[
(1− α)2

α3

3
+ α2 (1− α)3

3

]
=

PL3

3Hc
33

α2(1− α)2.

This result is identical to that obtained in example 10.13 using Clapeyron’s theorem.

Example 10.17. Ring under internal forces
Consider the open circular ring of radius R shown in fig. 10.42. The ring is cut at
one location and two opposite tangential forces of equal magnitude P are applied
along the same tangential line of action in the plane of the ring. Evaluate the relative
displacement, ∆, of the points of application of the two forces using Castigliano’s
second theorem.

P P

R

q

Fig. 10.42. Ring subjected to internal forces
acting in the plane of the ring.

P P

R

q

Fig. 10.43. Ring subjected to internal forces
acting out of the plane of the ring.

For this configuration, the ring is subjected to both bending and axial loading,
and hence, the total strain energy in the system is the sum of the strain energies due
to bending and extension, given eqs. (10.41) and (10.36), respectively. Castigliano’s
second theorem now becomes

∆ =
∂A

∂P
=

∫ 2π

0

M3

Hc
33

∂M3

∂P
Rdθ +

∫ 2π

0

N1

S

∂N1

∂P
Rdθ,

where Rdθ is the infinitesimal axial distance around the ring.
The ring’s bending moment and axial force distributions are evaluated by con-

sidering the equilibrium conditions of a segment of the beam of length Rθ. They are
found to be M3(θ) = −PR(1− cos θ) and N1 = −P cos θ, respectively. Substitut-
ing these expression into the statement of Castigliano’s theorem then yields
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∆ =
PR3

Hc
33

∫ 2π

0

(1− cos θ)2 dθ +
PR

S

∫ 2π

0

cos2 θ dθ =
3πPR3

Hc
33

+
πPR

S
.

If the ring has a rectangular cross-section of radial thickness h and width b, the
bending stiffness becomes Hc

33 = Ebh3/12, and it then follows that

∆ =
36πPR3

Ebh3
+

πPR

Ebh
=

πPR

Ebh

[
36

(
R

h

)2

+ 1

]
.

For a thin ring, R/h À 1, and the first term becomes dominant, implying that bend-
ing rather than extension of the ring is the principal contributor to the relative dis-
placement of the points of application of the two forces.

The problem can be modified to introduce torsional deformation into the ring by
changing the orientation of the applied forces, P , to now act along the same line of
action but normal to the plane of the ring. This configuration is shown in fig. 10.43,
where the two forces of magnitude P are acting normal to the plane of the figure.
The total strain energy in the system is now the sum of the strain energies due to
bending and torsion, given by eqs. (10.41) and (10.45), respectively. Castigliano’s
second theorem can now be written as

∆ =
∂A

∂P
=

∫ 2π

0

M3

Hc
33

∂M3

∂P
Rdθ +

∫ 2π

0

M1

H11

∂M1

∂P
Rdθ,

where M3 = PR sin θ is the bending moment distribution in the ring and M1 =
PR(1− cos θ) the torsion moment distribution. Note that ∆ is the relative displace-
ment of the points of application of the forces projected along their line of action,
i.e., measured in the direction perpendicular to the plane of the ring. This relative
displacement is then given by

∆ =
PR3

Hc
33

∫ 2π

0

sin2 θ dθ +
PR3

H11

∫ 2π

0

(1− cos θ)2 Rdθ =
πPR3

H33
+

3πPR3

H11
.

If the ring has a circular cross-section of radius a, and is made of a linearly elastic,
homogeneous material so that G = E/[2(1+ν)], the relative displacement becomes
∆ = 4PR3[1+3(1+ν)]/(Ea4). For this configuration, torsional deformation in the
ring contributes [3(1 + ν)]/[1 + 3(1 + ν)] ≈ 80% of the total relative displacement,
for ν = 0.3.

Example 10.18. Cantilevered beam with intermediate support
The cantilevered beam subjected to a uniform loading, p0 and with an intermediate
support located a distance x1 = αL from the left clamp is depicted in fig. 10.44.
This is a hyperstatic problem of order 1, and the reaction force at the support will be
determined using Castigliano’s second theorem.

Within the framework of Castigliano’s second theorem, the reaction force, R,
at the support is the driving force that prescribes a vanishing displacement at the
intermediate support. This theorem, eq. (10.110), now implies ∆ = ∂A/∂R = 0
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i1

i2

LR

p0

aL
M0

Fig. 10.44. Cantilevered beam with an intermediate support at location αL.

and this equation will be used to compute the unknown driving force, which is the
desired reaction force.

The bending moment distribution in the beam can be found from equilibrium
considerations as

M3 =

{
p0L

2(1− η)2/2−RL(α− η), 0 ≤ η ≤ α,

p0L
2(1− η)2/2, α < η ≤ 1,

where η = x1/L is the non-dimensional span-wise variable.
The compatibility condition at the support now follows from the application of

Castigliano’s second theorem, to find

∆ =
∂A

∂R
=

∫ α

0

[
p0L

2

2
(1− η)2 −RL(α− η)

]
[−L(α− η)]Ldη = 0.

The second part of this integral, extending from α to 1, vanishes because ∂M3/∂R
vanishes over that portion of the beam. This equation can be integrated and solved to
determine the unknown reaction force

R =
p0L

8
6− 4α + α2

α
.

A free body diagram of the entire beam reveals that the reaction moment at the
clamped end of the beam is M0 = p0L

2/2−αRL, and substituting for R, it follows
that M0 = −(p0L

2/8)(α2 − 4α + 2).
The same hyperstatic problem can be handled in a different manner within the

framework of Castigliano’s second theorem by choosing another reaction as the driv-
ing force. In this case, the reaction moment, M0, at the root clamp is the driving
moment that prescribes a vanishing rotation at the clamp. Castigliano’s second theo-
rem now implies Φ = ∂A/∂M0 = 0 and this equation will be used to compute the
unknown driving moment, which is the desired reaction moment.

The bending moment distribution in what is now a simply supported beam is
found from equilibrium considerations as

M3 =

{
p0L

2
[
η2 + (1/α− 2)η

]
/2 + M0(1− η/α), 0 ≤ η ≤ α,

p0L
2(1− η)2/2, α < η ≤ 1.

The compatibility condition at the clamp now follows from the application of Cas-
tigliano’s second theorem, to find
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Φ =
∫ α

0

1
Hc

33

{
p0L

2

2

[
η2 + (

1
α
− 2)η

]
+ M0(1− η

α
)
} (

1− η

α

)
Ldη = 0.

This equation can be solved to determine the reaction moment M0 = −p0L
2(α2 −

4α + 2)/8, which is identical to that found earlier.
Clearly, the two approaches are identical, and the choice between the two is dic-

tated by simplicity of the required algebra. Again, it should be noted that this ex-
ample can also be solved in almost the same way using the principle of least work,
principle 13 on page 554

10.9.6 The dummy load method

Castigliano’s second theorem as expressed in eq. (10.110) gives the deflection at the
point of application of a concentrated load. This prompts the following question: is it
possible to use Castigliano’s second theorem to compute the deflection of a structure
at a point where no load is applied? The dummy load method is a procedure that
enables the use of Castigliano’s second theorem to compute the deflection at any
point of a structure whether or not a concentrated load is applied at that point.

In the first step of the procedure, a fictitious or “dummy load,”P , is applied to the
structure at the point where the displacement is to be computed. Furthermore, the line
of action of this dummy load is aligned with the direction of the desired displacement
component. In the second step of the procedure, the displacement component, ∆̂, is
computed using Castigliano’s second theorem as ∆̂ = ∂A/∂P . In the last step, the
dummy load is removed by setting it equal to zero to find the desired displacement,
∆ = limP→0 ∆̂. Load P is just an artifact that enables the use of Castigliano’s
second theorem, and this observation explains why load P is called a dummy load,
and why the method is called the dummy load method.

The dummy load method can be summarized by the following equation

∆ = lim
P→0

∂A

∂P . (10.111)

The strain energy, A, must be determined as a function of the applied loads, including
the dummy loadP , and any redundant quantities. If the material the structure is made
of is elastic, but nonlinear, the complementary strain energy, A′, must be used instead
of the strain energy.

Example 10.19. Tip deflection of a cantilevered beam
Consider a cantilevered beam of length L subjected to a uniform loading p0, as shown
in fig. 10.45. Determine the beam’s tip deflection, ∆, using the dummy load method.

Since no concentrated load is applied at the beam’s tip, the dummy load method
described in section 10.9.6 will be used. In the first step of the procedure, a dummy
load, P , is applied at the beam’s tip, as illustrated in fig. 10.45. The bending mo-
ment distribution in the beam is readily obtained from equilibrium considerations as
M3(x1) = p0(L− x1)2/2 + P(L− x1).

The strain energy in the structure can then be written as
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Fig. 10.45. Cantilevered beam under uniform loading.

A =
1

2Hc
33

∫ 1

0

[
p0L

2

2
(1− η)2 + PL(1− η)

]2

Ldη

=
1

2Hc
33

(
p2
0L

5

20
+
Pp0L

4

4
+
P2L3

3

)
.

As expected, the strain energy explicitly depends on the dummy load. The second
step of the procedure uses Castigliano’s second theorem to compute the tip deflection
due to all loads as

∆̂ =
∂A

∂P =
1

2Hc
33

(
p0L

4

4
+

2PL3

3

)
.

Finally, the last step of the procedure reveals the desired tip displacement as

∆ = lim
P→0

∆̂ =
p0L

4

8Hc
33

.

This result is identical to that obtained using the classical approach; indeed, ∆ =
ū2(η = 1), where the transverse displacement field is given by eq. (5.54). The same
result is also obtained using the unit load method described in section 9.7.6.

The solution just presented has scrupulously followed the dummy load procedure
described in section 10.9.6. While easily understood, this procedure involves unnec-
essarily complicated integrations. The desired displacement can be obtained more
directly by carrying out the derivative with respect to the dummy load and taking the
limit before carrying out the integrations. This is illustrated as follows,

∆ =

[
∂

∂P
∫ L

0

M2
3

2Hc
33

dx1

]

P=0

=
∫ L

0

M3

Hc
33

[
∂M3

∂P
]

P=0

dx1. (10.112)

For the present problem, this yields

∆ =
∫ 1

0

[
p0L

2

2Hc
33

(1− η)2
]

L(1− η) Ldη =
p0L

4

2Hc
33

∫ 1

0

(1− η)3 dη =
p0L

4

8Hc
33

,

which is the same result as before.

Example 10.20. Deflection of a simply supported beam
Consider the simply supported beam of length L subjected to a uniform transverse
loading, p0, as depicted in fig. 10.46. Determine the transverse deflection of the beam
at location αL.
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Using the dummy load method, a dummy load, P , is added at location αL. To
evaluate the strain energy in the structure, the bending moment distribution is com-
puted first as

M3(η) =

{
−p0L

2η(1− η)/2− PL(1− α)η, 0 ≤ η ≤ α,

−p0L
2η(1− η)/2− PLα(1− η), α < η ≤ 1,

where η = x1/L is a non-dimensional span-wise variable. The first term represents
the contribution of the distributed load, p0, and the second term represents that due
to the dummy load, P .

p0

aL

L

i1

i2
P

Fig. 10.46. Simply supported beam under uniform loading.

Using the simplified approach given by eq. (10.112), the deflection under the
dummy load at x1 = αL becomes

∆(α) =
p0L

4

2Hc
33

[∫ α

0

η(1− η)(1− α)η dη +
∫ 1

α

η(1− η)α(1− η) dη

]
.

Performing the integrations and simplifying leads to

∆(α) =
p0L

4

2Hc
33

[
(1− α)(

α3

3
− α4

4
) + α[

(1− α)3

3
− (1− α)4

4
]
]

=
p0L

4

24Hc
33

(
α4 − 2α3 + α

)
.

This result gives the transverse displacement at an arbitrary point along the beam
and is, in fact, the transverse displacement field for the beam, ū2(α), 0 ≤ α ≤ 1.
This result is identical to that obtained with the classical approach in eq. (5.48), but
note that with the present procedure, the transverse displacement field is obtained
without having to integrate the governing differential equation of the problem.

10.9.7 Unit load method revisited

The unit load method is developed in section 9.7.6 based on the principle of com-
plementary virtual work. In this section, the same method will be derived from the
dummy load method presented in section 10.9.6. The close relationship between the
two methods should not come as a surprise: the unit load method is a direct con-
sequence of the principle of complementary virtual work, whereas the dummy load
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method is derived from Castigliano’s second theorem, which itself, stems from the
principle of minimum complementary energy. Clearly, both unit and dummy load
methods have their roots in the principle of complementary virtual work, and hence,
are statements of compatibility conditions.

When using the dummy load method, the expression for the strain energy in an
isostatic beam is

A =
∫ L

0

M2
3

2Hc
33

dx1,

where M3(x1) is the bending moment distribution generated by the externally ap-
plied loads and the dummy load. Castigliano’s second theorem now implies that the
deflection at the point of application of the dummy load is

∆ = lim
P→0

∂A

∂P = lim
P→0

∫ L

0

M3

Hc
33

∂M3

∂P dx1. (10.113)

As the dummy load tends to zero, the quantities appearing in this equation can be
interpreted as follows.

lim
P→0

M3 = M3 = bending moment due to externally applied loads only,

lim
P→0

∂M3

∂P = M̂3 = bending moment due to a unit load only.

With this notation, eq. (10.113) becomes the familiar statement of the unit load
method, see eq. (9.83),

∆ =
∫ L

0

M̂3M3

Hc
33

dx1. (10.114)

Although this expression seems to be identical to that derived for the unit load
method, important differences exist. The bending moment distribution due to exter-
nally applied loads, denoted M3, is identical for both unit and dummy load methods,
and is the bending moment distribution acting in the actual structure under the action
of the externally applied loads.

A subtle difference exists, however, between the bending moment distribution,
M̂3, defined in the two methods. For the dummy load method, M̂3 is the bending
moment acting in the structure subjected to a unit dummy load. For the unit load
method, M̂3 is any statically admissible bending moment distribution in equilibrium
with the unit load. In this latter case, M̂3 is not necessarily the actual bending mo-
ment distribution acting in the structure subjected to the unit load, but rather, any
statically admissible bending moment distribution in equilibrium with the unit load.
Consequently, the unit load method is more versatile, and the fact that any statically
admissible bending moment distribution can result in a significant simplification of
the procedure.

Example 10.21. Deflection of a hyperstatic beam (Dummy load method)
Consider the cantilevered beam with a mid-span support subjected to a uniformly
distributed loading, p0, as depicted in fig. 10.47. Determine the beam’s tip deflection
using the dummy load method.
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Fig. 10.47. Application of Castigliano’s second theorem to calculate deflections in a hyper-
static beam.

Because of the presence of the mid-span support, the system is hyperstatic of
order 1. The mid-span reaction force, R, is selected as a redundant quantity, and the
bending moment distribution in the bean is then obtained from equilibrium consid-
erations as

M3(η) =

{
PL(1− η) + p0L

2(1− η)2/2 + RL(1/2− η), 0 ≤ η ≤ 1/2,

PL(1− η) + p0L
2(1− η)2/2, 1/2 ≤ η ≤ 1.

First, Castigliano’s second theorem (or the principle of least work) is used to find
the unknown reaction force, R, by imposing the vanishing of the displacement at the
mid-span support, leading to

∂A

∂R
=

∂

∂R

∫ L

0

1
2

M2
3

Hc
33

dx1 =
∫ L

0

M3

Hc
33

∂M3

∂R
dx1 = 0.

Introducing the above bending moment distribution, this compatibility condition
leads to
∫ 1/2

0

[PL(1− η) + p0L
2(1− η)2/2 + RL(1/2− η)

Hc
33

] [
L

(
1
2
− η

)]
Ldη = 0.

Evaluating the integrals then yields the reaction force at the mid-span support as

R = −5P
2
− 17p0L

16
.

Next, the beam’s tip deflection, ∆, is computed using the dummy load method as

∆ =
∂A

∂P =
∫ L

0

M3

Hc
33

∂M3

∂P dx1.

Introducing the above bending moment distribution then yields

∆ =
∫ 1/2

0

[
p0L

2(1− η)2/2 + RL(1/2− η)
Hc

33

]
[L(1− η)] Ldη

+
∫ 1

1/2

[
p0L

2(1− η)2/2
Hc

33

]
[L(1− η)] Ldη.

Regrouping and evaluating these integrals gives the beam’s tip deflection as ∆ =
p0L

4/(8Hc
33) + 5RL3/(48Hc

33), and introducing the value of the mid-span reaction
force leads to
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∆ =
11p0L

4

768Hc
33

.

Example 10.22. Deflection of a hyperstatic beam (Unit load method)
Consider the same cantilevered beam with a mid-span support subjected to a uni-
formly distributed loading, p0, treated in example 10.21 and shown in fig. 10.47.
Determine the beam’s tip deflection, but now using the unit load method.

A cut is made at the mid-span support and the mid-span reaction force, R, is
selected as the redundant quantity. The bending moment distribution in the beam
due to the externally applied loads is obtained from equilibrium considerations as
M3(η) = p0L

2(1−η)2/2. Next, a statically admissible bending moment distribution
is evaluated that is in equilibrium with a unit load applied upwards to the beam at the
cut support point: M̂3 = L(1/2−η) for 0 ≤ η ≤ 1/2 and M̂3 = 0 for 1/2 ≤ η ≤ 1.
The deflection at the support under the externally applied loads is

∆c =
∫ L

0

M3M̂3

Hc
33

dx1 =
∫ 1/2

0

[
p0L

2(1− η)2/2
Hc

33

]
[L(1/2− η)] Ldη =

17p0L
4

384Hc
33

.

The deflection at mid-span support due to the unit load alone is

∆1 =
∫ L

0

M̂2
3

Hc
33

dx1 =
∫ 1/2

0

L2(1/2− η)2

Hc
33

Ldη =
L3

24Hc
33

.

The reaction force at the support is now R = −∆c/∆1 = −17p0L/16, from which

M3(η) =

{
p0L

2(1− η)2/2 + RL(1/2− η), 0 ≤ η ≤ 1/2,

p0L
2(1− η)2/2, 1/2 ≤ η ≤ 1,

which is identical to the result found with the dummy load method, provided that the
dummy load is set to zero.

To determine the beam’s tip deflection, a unit load is applied at its tip. A statically
admissible bending moment distribution that is in equilibrium with this tip unit load
is found from equilibrium consideration as M̂3 = L(1 − η). When evaluating this
bending moment distribution, the mid-span reaction force is set to zero, because all
that is required of this distribution is that it be statically admissible for the tip unit
load. The beam’s tip deflection, ∆, now becomes

∆ =
∫ L

0

M3M̂3

Hc
33

dx1 =
∫ 1/2

0

[
p0L

2(1− η)2/2 + RL(1/2− η)
Hc

33

]
[L(1− η)]Ldη

+
∫ 1

1/2

[
p0L

2(1− η)2/2
Hc

33

]
[L(1− η)]Ldη =

11p0L
4

768Hc
33

.

The solution is identical to that found in the previous example.
The choice between the unit and the dummy load methods is largely a matter of

convenience, although a hybrid approach using Castigliano’s second theorem (or the
principle of least work) to find R and the unit load method to find ∆ will often lead
to simpler integrals.
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10.9.8 Problems

Problem 10.18. Cantilevered beam subjected to distributed load
Consider the cantilevered beam subjected to a uniformly distributed load over half its span, as
depicted in fig. 10.48. (1) Use the dummy load method to compute the deflection of the beam
at point M.

i2

i1

L/2 L/2

p0

R M

T

Fig. 10.48. Cantilevered beam subjected to
half-span loading.

aL (1 - )La

i1

i2

P

N

Fig. 10.49. Simply-supported beam under
concentrated load

Problem 10.19. Simply supported beam with concentrated load
Consider the simply supported beam subjected to a concentrated load applied at a distance αL
from the left support, as depicted in fig. 10.49. (1) Use the dummy load method to compute
the deflection of the beam at point N.

Problem 10.20. Cantilevered beam subjected to triangular loading
Consider the cantilevered beam subjected to a triangular loading, as depicted in fig. 10.50. (1)
Use the dummy load method to compute the deflection of the beam at point T.

i2

i1

L

p0

R T

Fig. 10.50. Cantilevered beam subjected to
half-span loading.

PPi2

i1

R TL/2 L/2

Fig. 10.51. Cantilevered beam subjected to
two concentrated loads.

Problem 10.21. Simply supported beam with concentrated load
Consider the cantilevered beam subjected to two concentrated loads, each of magnitude P , as
depicted in fig. 10.51. (1) Use the dummy load method to compute the deflection of the beam
at point T.

Problem 10.22. Semi-circular beam with rigid arm
Consider the uniform, semi-circular beam with a rigid arm attached at its tip, as shown in
fig. 10.52. The beam is made of a linearly elastic material and the radius of its centerline
is R. A load of magnitude P acts at the tip of the rigid arm in the plane of the beam, but
its orientation in this plane is otherwise arbitrary. Prove that: (1) The displacement, ∆, of
point O is in the direction of the applied load for any arbitrary orientation of P , and (2) the
spring constant k = P/∆ is independent of the orientation of the load P . Hint: At first, study
the behavior of the beam under a horizontal force, H . Next, turn to a vertical force, V . The
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behavior of the system under a general loading is then obtained by invoking the principle of
superposition for a linear system. You should assume that only bending deformations will
contribute to the strain energy in the beam, i.e., ignore axial deformation.

Rigid
arm

P

R

O

Fig. 10.52. Semi-circular beam with a rigid
arm.

A O R

B
P

Fig. 10.53. Uniform spring under a vertical
load P .

Problem 10.23. Circular beam with vertical tip load
The uniform circular beam with centerline radius R shown in fig. 10.53 is clamped at point
A and constrained to move in the only in the vertical direction at point B, where it is also
subjected to an applied vertical load, P . (1) Find the displacement, ∆, in the direction of the
applied load. (2) Find the horizontal reaction Q at point B. (3) Find the equivalent spring
constant k = P/∆. Assume that only bending deformations are significant, i.e., ignore axial
deformation.

Problem 10.24. Deflection of 3-bar truss with different member properties
The three-bar, hyperstatic truss shown in fig. 10.36 is subjected to a tip vertical load P . The
three bars have a Young’s modulus E, bar 1 is of cross-sectional area A, while that bars 2 and
3 is 2A. (1) Determine the vertical deflection of the loaded joint. (1) Determine the horizontal
deflection of the loaded joint.

Problem 10.25. Deflection of cantilevered beam with simple support and con-
centrated load
A cantilevered beam with a mid-span support carries a tip concentrated load, P , as depicted
in fig. 10.38. (1) Compute the deflection at the beam’s tip.

10.10 Reciprocity theorems

For linearly elastic structures, a useful reciprocity exists between loads applied at one
set of locations and deflections produced at another set of locations. This reciprocity
can be stated in the form of two theorems that are developed in the following sections.

10.10.1 Betti’s theorem

Consider a properly constrained elastic body subjected to various concentrated loads
and couples, as shown in fig. 10.40. If the displacements of the points of application
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of these loads projected along their lines of action are denoted ∆
[1]
i , Clapeyron’s the-

orem, eq. 10.107, implies A[1] =
∑N

i=1 P
[1]
i ∆

[1]
i /2, where A[1] is the total strain en-

ergy of the system under this loading condition, denoted state 1. Let the magnitude of
the applied loads be changed to P

[2]
i and the corresponding projected displacements

will then be ∆
[2]
i . In this new state, denoted state 2, the points of application of the

loads and their lines of action are identical to those in state 1. The strain energy in
state 2 is A[2] =

∑N
i=1 P

[2]
i ∆

[2]
i /2. When going from state 1 to state 2, the added

work done by the applied loads equals the change in total strain energy

A[2] −A[1] =
N∑

i=1

P
[2]
i ∆

[2]
i

2
−

N∑

i=1

P
[1]
i ∆

[1]
i

2
. (10.115)

This difference can be computed in an alternative manner. It is possible to go
from state 1 to state 2 by gradually adding to the forces P

[1]
i of state 1 the forces

P
[2]
i − P

[1]
i with unchanged lines of action. During this transition, additional work

will be done by the forces P
[1]
i which remain constant, and the forces, P

[2]
i − P

[1]
i ,

which are allowed to increase gradually to state 2. The work done by P
[1]
i is∑N

i=1 P
[1]
i (∆[2]

i − ∆
[1]
i ), and the work done by the gradually increasing forces,

P
[2]
i − P

[1]
i , is

∑N
i=1(P

[2]
i − P

[1]
i )(∆[2]

i − ∆
[1]
i )/2. Thus, the change in strain en-

ergy between the two states is equal to the work done by these forces, and this can
be written as

A[2] −A[1] =
N∑

i=1

P
[1]
i (∆[2]

i −∆
[1]
i ) +

N∑

i=1

(P [2]
i − P

[1]
i )(∆[2]

i −∆
[1]
i )

2

=
1
2

N∑

i=1

(P [2]
i + P

[1]
i )(∆[2]

i −∆
[1]
i ).

(10.116)

Comparing eqs. (10.115) and (10.116) then yields

N∑

i=1

P
[1]
i ∆

[2]
i =

N∑

i=1

P
[2]
i ∆

[1]
i . (10.117)

This result be interpreted as follows

Theorem 10.5 (Reciprocity theorem or Betti’s theorem). A linearly elastic body
is subjected to two loading states characterized by loads of different magnitudes but
identical points of applications and lines of action. The sum of the product of the
loads in one state by the projected displacements of the other is identical to that
obtained when the two states are interchanged.

Because Betti’s theorem is a direct consequence of Clapeyron’s theorem, theo-
rem 10.1, both theorems are valid for the same loading cases. The loadings defining
states 1 and 2 can involve one or more of the following (1) a concentrated load and
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the projected displacement of its point of application, (2) a couple and the projected
rotation at its point of application, (3) two opposite forces of identical magnitude
sharing a common line of action and the projected relative displacement of their
points of application, and (4) two opposite couples of identical magnitude sharing a
common line of action and the projected relative rotation at their points of applica-
tion.

10.10.2 Maxwell’s theorem

Let the simply supported beam depicted in fig. 10.54 be subjected to two loading
states. State 1 consists of load P [1] applied at point 1, whereas state 2 consists of
load P [2] applied at point 2. For state 1, the displacements at points 1 and 2 will be
denoted ∆

[1]
1 and ∆

[1]
2 , respectively. Similarly, the corresponding displacements for

state 2 are ∆
[2]
1 and ∆

[2]
2 , respectively.

State 1

State 2

P
[1]

P
[2]

D1

[1]

D1

[2]

D2

[1]

D2

[2]

a2L

a1L
1

1

2

2

Fig. 10.54. Simply supported beam under two loading states.

If the structure is made of a linearly elastic material, Betti’s theorem, theo-
rem 10.5, is applicable and implies

P [1] ∆
[2]
1 = P [2] ∆

[1]
2 , or

∆
[2]
1

P [2]
=

∆
[1]
2

P [1]
. (10.118)

The influence coefficient is defined as the displacement at a point due to the ap-
plication of a unit load at another point. For instance, influence coefficient η12 gives
the displacement at point 1 due to the application of a unit load at point 2. Clearly,
η12 = ∆

[2]
1 /P [2] and η21, the displacement at point 2 due to a unit load applied at

point 1, is η21 = ∆
[1]
2 /P [1]. Eq. (10.118) becomes

η12 = η21. (10.119)

This result be interpreted as follows.

Theorem 10.6 (Maxwell’s theorem). For a linearly elastic structure, the influence
coefficient of point 1 on point 2 equals that of point 2 on point 1, for any choice of
points 1 and 2.
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Maxwell’s theorem is a simple corollary of Betti’s theorem, and applies to all the
loading conditions for which Betti’s theorem is valid. Hence, the concept of influence
coefficient should be understood as the projected displacement or rotation at a point,
relative displacement of two points, or relative rotation at two points due to any of
the following four loading types applied at another location: a concentrated load or
couple, or two opposite forces of identical magnitude sharing a common line, or two
opposite couples of identical magnitude sharing a common line of action.

Example 10.23. Simply supported beam
Consider a simply supported, uniform beam of length L as shown in fig. 10.54. Let
points 1 and 2 be located at distances α1L and α2L from the left end support.

The influence coefficient η12 can be evaluated from the exact solution of the
problem given in example 5.5. In this case, η12 is the displacement at point 1 when
the beam is subjected to a unit load at point 2. Equation (5.51) gives this displacement
as

η12 =
L3

6Hc
33

[−(1− α2)α3
1 + α2(2− α2)(1− α2)α1

]

=
L3

6Hc
33

[−α3
1 + α3

1α2 + 2α1α2 − 3α1α
2
2 + α1α

3
2

]
.

The following values are used in eq. (5.51): P = 1 because a unit load is applied,
α = α2 because this load is applied at η = α2, and η = α1 to find the displacement
ū2(α1).

The influence coefficient η21, corresponding to the displacement at point 2 when
the beam is subjected to a unit load at point 1 is evaluated in a similar manner, to find

η21 =
L3

6Hc
33

[
α1(α3

2 − 3α2
2) + α1(2 + α2

1)α2 − α3
1

]

=
L3

6Hc
33

[
α1α

3
2 − 3α1α

2
2 + 2α1α2 + α3

1α2 − α3
1

]
.

The following values are used in eq. (5.51): P = 1 because a unit load is applied,
α = α1 because this load is applied at η = α1, and η = α2 to find the displacement
ū2(α2). As expected, η12 = η21, in accordance with Maxwell’s theorem.

Example 10.24. Symmetry of the flexibility matrix
The concept of flexibility matrix is introduced in example 5.9 on page 203. Since the
flexibility matrix simply stores the influence coefficients, see eq. (5.58), Maxwell’s
theorem implies the symmetry of the flexibility matrix. In example 5.10 on page 204,
the flexibility matrix of a cantilevered beam is determined analytically, see eq. (5.60),
and is found to be symmetric, as expected.

Of course, if the flexibility matrix is determined experimentally according to
the procedure described in example 5.9, the symmetry condition will only be satis-
fied within the bounds of experimental errors. Consider the case of the cantilevered
beam depicted in fig. 5.28 on page 203. Table 10.2 lists the displacements mea-
sured on a cantilevered beam subjected to three loading cases. The first column of
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Table 10.2. Measured displacements for the three loading cases. Load are measured in kN,
displacements in mm.

P1 = 1.5 P2 = 1.0 P3 = 0.5

∆1 10.9 18.3 14.6
∆2 27.7 59.1 51.1
∆3 43.1 104. 98.5

this table lists the displacements at locations α1L, α2L, and α3L for P1 = 1.5 kN,
P2 = P3 = 0. The next two columns list the corresponding data for P2 = 1.0
kN, P1 = P3 = 0 and P3 = 0.5 kN, P1 = P2 = 0, respectively. The in-
fluence coefficients are easily obtained from the experimental data: for instance,
η11 = ∆11/P1 = 10.9 10−3/1.5 103 = 7.27 10−6 m/N. Proceeding similarly
with all other influence coefficients, the flexibility matrix is found as

F =




0.0073 0.0183 0.0292
0.0185 0.0591 0.1022
0.0287 0.1040 0.1970


 10−3 m/N,

which is not exactly symmetric. From the measurements, the influence coefficient,
η23, can be estimated by averaging the corresponding entries of the measured flex-
ibility matrix as η̄23 = η̄32 ≈ (0.1022 10−3 + 0.1040 10−3)/2 = 0.1031 10−3

m/N. The estimated displacements now becomes ∆̄23 = η̄23P3 = 51.6 mm
and ∆̄32 = η̄23P2 = 103.1 mm. The relative experimental error is now e =
|∆̄23 − ∆23|/∆23 ≈ 0.9% or e = |∆̄32 − ∆32|/∆32 ≈ 0.9%. An error estimation
using the other off-diagonal terms of the flexibility matrix reveals a relative error of
approximatively the same magnitude. Based on Maxwell’s theorem, the experimen-
tal error is of the order of one percent.

10.10.3 Problems

Problem 10.26. Direct proof of Maxwell’s theorem
Prove Maxwell’s theorem directly from the unit load method. Use the simply supported beam
depicted in fig. 10.54to support your reasoning.

Problem 10.27. Direct proof of Maxwell’s theorem
Prove Maxwell’s theorem directly from the dummy load method. Use the simply supported
beam depicted in fig. 10.54to support your reasoning.
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Variational and approximate solutions

11.1 Approach

In chapter 1, the fundamental equations of linear elasticity are developed, and fifteen
equations fully describe the mechanics of deformable bodies. Unfortunately, these
governing equations are partial differential equations in three dimensions, and al-
though of first order only, their solution cannot be completed in closed form for most
practical problems. Open form or series solutions have been developed for a limited
number of applications, but no general approach exists for solving these equations in
closed form. A barrier to the development of closed-form solutions to partial differ-
ential equations is the fact the arbitrary integration constants involved in the solution
of ordinary differential equations are now replaced by arbitrary integration functions.
Consequently, boundary conditions often play a greater role in the solution process
for partial differential equations.

A very successful approach for dealing with complex problems is to reduce their
geometric dimensionality from three to one, thereby replacing the governing partial
differential equations by ordinary differential equations for which general solution
procedures are available. A important example of this dimensional reduction proce-
dure is beam theory, which leads to the ordinary differential equations presented in
chapters 4 through 8. The reduction is based on the assumption that long, slender
beams have one dimension, their span, which is much larger than the cross-sectional
dimensions. Another important example of dimensional reduction is plate theory,
presented in chapter 16, which transforms the three-dimensional elasticity equations
into two-dimensional partial differential equations. In this case, the basic assumption
is that one of the plate’s geometric dimensions, its thickness, is much smaller than
the other two.

The geometric dimension of a problem refers to the number of variables used
to represent the displacement field: beam problems are one-dimensional because the
displacement field is expressed in terms of a single variable along the beam’s span.
On the other hand, beam problems are sometimes referred to as infinite-dimensional
because the solution of the problem requires the knowledge of the displacement field
at all points, i.e. at an infinite number points, along the beam’s span. To minimize
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confusion, this latter situation will also be referred to as a problem with an infinite
number of degrees of freedom for the displacement field.

Even within the framework of beam theory, closed-form solutions cannot read-
ily be developed for many practical problems. For instance, it is arduous to find
closed-form solutions for beams presenting sectional properties with arbitrary varia-
tions along their span, a situation commonly encountered for many practical aircraft
structures. Consequently, considerable effort has been devoted to the development of
approximate solution procedures.

In most approximate solution procedures, infinite degree of freedom problems
are reduced to finite degree of freedom problems. Three main approaches are used
to achieve this type of dimensional reduction. In the first approach, the solution is
sought at a finite number of discrete points of the structure; this approach is es-
sentially a discretization procedure, because it transforms the original problem, ex-
pressed in terms of continuous, infinite degree of freedom functions, into a discrete
problem involving the values of these functions at a finite number of points. The
derivatives appearing in the governing equations are then approximated using finite
difference techniques. The original equations are transformed into a set of algebraic
equations that is easily solved.

In the second approach, the solution of the problem is approximated by a finite
sum of continuous functions, each weighted by an unknown coefficient. The solution
of the problem then reduces to the determination of the unknown coefficients. It will
be shown in the present chapter that the combination of this approximation technique
with the energy methods developed in the previous two chapters yields powerful
tools for the systematic derivation of approximate solutions.

Finally, the last approach, called the finite element method, combines aspects of
the previous two. In this widely used approach, the solution domain is first divided
into a finite number of sub-domains called finite elements. Within each element, the
solution is then approximated by a finite number of continuous functions, based on
the value of these functions at discrete points, often called nodes, associated with the
element. The main advantage of this two-step approximation process is that many
aspects of the solution procedure can be carried out at the element level, i.e., by con-
sidering one single element at a time, independently of all others. The continuity of
the solution across elements can be guaranteed by the fact that neighboring elements
share common nodes. Here again, energy methods provide a systematic way of ob-
taining algebraic equations for the unknown values of the solution at the nodes. For
complex problems, very large sets of linear algebraic are obtained. To a large extent,
the success of the finite element method is due to the fact that computers can easily
solve these large sets of equations.

This chapter focuses on the development of approximate solutions for the types
of problems that are formulated in earlier chapters. The treatment begins with a re-
examination of the energy methods introduced in chapter 10 with emphasis on the
principle of minimum total potential energy. Specifically, several methods of deriving
approximate solutions from this principle are investigated. Fundamental concepts of
the calculus of variations [5, 6] are useful to streamline these formulations, which
are also called variational formulations. While a general formulation of the finite
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element method is beyond the scope of this book, the rudiments of the approach will
be presented for beam structures as an extension of the element-oriented approach
for trusses developed in section 10.7.

Finite element analysis is now a well established method, which has been the
subject of intense study over the past several decades, largely because of its many
successful applications. Although approximate, finite element procedures often yield
very accurate and reliable solutions. Powerful commercial software tools are now
widely available, and complex analysis can readily be handled on personal comput-
ers. In fact, contemporary structural analysis heavily relies on finite element analysis.

11.2 Rayleigh-Ritz method for beam bending

Approximate solutions of structural problems can be obtained through various ap-
proaches. The Rayleigh-Ritz approach is one of the simplest and will be introduced
first. In this approach, the displacement field is represented by a linear combina-
tion of preselected displacement shapes, or shape functions, defined over the entire
structure. This transforms the original, infinite dimensional problem into a finite di-
mensional problem. The principle of minimum total potential energy is then used to
obtain an approximate solution of the problem.

11.2.1 Statement of the problem

Consider the simply supported beam of length L subjected to a distributed transverse
loading, p2(x1), and concentrated transverse loads, Pa and Pb, applied at locations
x1 = a and x1 = b, respectively, along the beam’s span, as shown in fig. 11.1.
The Euler-Bernoulli formulation developed in chapter 5 is used to model transverse
bending deformations of the beam. Based on eq. (10.40), the strain energy stored in
the beam is expressed in terms of the transverse displacement field, ū2(x1), as

A =
1
2

∫ L

0

Hc
33

(
d2ū2

dx2
1

)2

dx1. (11.1)

The potential of the externally applied loads is obtained from eq. (10.59), which in
this case, reduces to

Φ = −
∫ L

0

p2 ū2(x1) dx1 − Pa ū2|x1=a − Pb ū2|x1=b .

The total potential energy of the system, Π = A + Φ, becomes

Π =
1
2

∫ L

0

Hc
33

(
d2ū2

dx2
1

)2

dx1−
∫ L

0

p2 ū2(x1) dx1−Paū2(a)−Pbū2(b), (11.2)

where ū2(x1) is the unknown displacement field of the beam.
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Fig. 11.1. Simply-supported beam subjected to distributed lateral load and.

The total potential energy is now a function of a function, ū2(x1), i.e., it is a
functional. As mentioned earlier, this is an infinite degree of freedom problem, or a
problem of infinite dimensionality because the definition of the transverse deflection
field, ū2(x1), requires the knowledge of this function for all points 0 ≤ x1 ≤ L,
i.e., for an infinite number of points. Rather than attempting to determine the exact
solution of the problem that minimizes the total potential energy, as will be done
in chapter 12, the present chapter seeks to construct approximate solutions of the
problem.

11.2.2 Description of the Rayleigh-Ritz method

The main steps of what is known as the Rayleigh-Ritz method will be described here
in a cursory manner. The first step of the solution procedure is to reduce the infinite
degree of freedom problem into a finite degree of freedom problem. This can be
done here by writing the solution for the transverse displacement field as a linear
combination of N suitably chosen shape functions

ū2(x1) =
N∑

i=1

hi(x1)qi. (11.3)

In this expression, the functions hi(x1), i = 1, 2, . . . , N , are known functions called
shape functions. Because the solution of the problem must satisfy the geometric
boundary conditions of the problem, it is convenient to impose this condition on
each of the shape functions which are otherwise arbitrarily chosen functions. The
unknown coefficients, qi, i = 1, 2, . . . , N , are called degrees of freedom. Expres-
sion (11.3) now only involves N unknown coefficients: it is a finite degree of free-
dom approximation to the exact, infinite degree of freedom solution of the problem.

The second step of the solution process is to introduce the approximate solution,
eq. (11.3), into the expression for the total potential energy, eq. (11.2), and perform
all indicated integrations over the span of the beam. This is now possible because
the solution is expressed in terms of shape function of known analytical form. Once
these integrations are performed, the total potential energy becomes a function of
the degrees of freedom, qi, i = 1, 2, . . . , N , i.e., Π(ū2(x1)) = Π(q1, q2, . . . , qN ).
Because the expression for the total potential energy is a quadratic function of the
displacement field, it now becomes a quadratic function of the degrees of freedom,
qi, i = 1, 2, . . . , N .

The last step of the process is to invoke the principle of minimum total potential
energy, requiring the total potential energy to be minimum. The total potential energy
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is now a function of N independent, unconstrained variables, and therefore calculus
requires its derivatives to vanish, see eq. (10.17), leading to

∂Π

∂qi
= 0, i = 1, 2, 3, . . . , N. (11.4)

Because the total potential energy is a quadratic expression of the degrees of free-
dom, its first derivatives are linear functions of the same variables, and hence, the
above equations form a set of linear equations that can be solved for the values of the
degrees of freedom that minimize the total potential energy.

11.2.3 Discussion of the Rayleigh-Ritz method

The solution obtained from eqs. (11.4) is not an exact solution. Indeed, by selecting
the solution to be of the form given by eq. (11.3), the ability of the structure to
deform is restricted; it can only deform in a finite number of allowable deformation
shapes, hi(x1), i = 1, 2, . . . , N . In effect, the structure is made artificially stiffer
than the real structure by limiting its deformation to be the linear combination of a
finite number of arbitrarily preselected deformation mode shapes. Of course, the real
structure is able to deform in an infinite number of deformation shapes.

In the above procedure, the shape functions are required only to satisfy the ge-
ometric boundary conditions and are otherwise arbitrary. If a different set of shape
functions is selected in eq. (11.3), a different solution will be found. These remarks
prompt the following question: how good is the approximate solution obtained from
this process?

Let Π be the total potential energy for the exact solution of the problem. Next, let
Π̃ be the total potential energy corresponding to an approximate solution, i.e., Π̃ =
Π(q1, q2, . . . , qN ), where qi, i = 1, 2, . . . , N are the solution of the linear system
defined by eqs. (11.4). Because Π is the minimum of the exact, infinite dimensional
problem, whereas Π̃ is the minimum of the approximate, finite dimensional problem,
it is clear that Π ≤ Π̃ . As the number of degrees of freedom of the approximate
solution increases, better and better solutions should be obtained and Π̃ → Π , but
Π̃ always remains larger or equal to Π .

Unfortunately there is no way, short of knowing the exact solution, of ascertain-
ing how close Π̃ is to Π , and hence, how good the approximate solution will be.
Furthermore, from a structural designer’s viewpoint, a good approximation is prob-
ably a safe approximation, i.e., a conservative solution, which over-estimates deflec-
tions and stresses. Unfortunately, the procedure described above guarantees only that
Π ≤ Π̃ , but little can be said about other characteristics of the solution.

In practice, this shortcoming is overcome by performing a convergence study:
a series of solutions is generated that involves an increasing number of degrees of
freedom. As N increases, Π̃ → Π and the solution converges to the exact solution.
Typically, the displacement and stress fields are monitored, and when further increase
in N has little effect on the solution, it is said to be converged. These statements can
be made more precise using advanced mathematical concepts that are beyond the
scope of this book. More details can be found in references [8, 9].
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From a practical viewpoint, it is desirable to select shape functions that closely
approximate the actual displacement field. This is, of course, not easily done, because
the solution is, in general, unknown. From a mathematical viewpoint, the shape func-
tions should form a complete set of functions. The precise mathematical definition
of this concept is beyond the scope of this book, but loosely speaking, it implies that
as N → ∞ a series of complete functions must be able to exactly reconstruct an
arbitrary continuous function. For instance, it is well known from Fourier expansion
theory that an arbitrary continuous function can be represented by an infinite series
of trigonometric functions; this implies that trigonometric functions form a complete
set. Selecting shape function that present orthogonality properties will also simplify
the solution process.

The discussion presented in the previous paragraphs underlines the importance
of a judicious choice of the shape function. In the procedure described here, the
principle of minimum total potential energy is used with kinematically admissible
virtual displacements. This means that all virtual displacements must satisfy the con-
straints of the problem, and in particular, the geometric boundary conditions. Each
shape function is, in fact, a virtual displacement field. In eq. (11.3), consider the case
where all degrees of freedom vanish except q1. Shape function h1(x1) then becomes
the only virtual displacement field and, hence, must satisfy the geometric boundary
conditions. By induction, it is easy to conclude that all shape functions must then
individually satisfy these conditions. It is not required, however, that the shape func-
tions satisfy the natural boundary conditions.

The following examples will focus on approximate solutions based on polyno-
mial and trigonometric expansions. Polynomials are, in fact, solutions of certain
beam problems. Trigonometric series are often convenient to use because they enable
the term-by-term satisfaction of many types of geometric boundary, and in addition,
the orthogonality properties of these series simplify the calculations of the degrees
of freedom.

Example 11.1. Polynomial solution for a cantilever beam with uniform load
Consider a cantilever beam of length L and bending stiffness Hc

33, subjected to a
uniform transverse loading distribution, p0, as shown in fig. 11.2. This problem is
treated using the classical differential equation approach in example 5.7 on page 200.

For this cantilevered beam, the geometric boundary conditions require both de-
flection and slope to vanish at the root of the beam: ū2(0) = dū2(0)/dx1 = 0. A
monomial approximation will be selected,

ū2(x1) = q2x
2
1,

where the first two terms of the series, q0 and q1x1, cannot be used because the
corresponding shape functions, 1 and x1, do not satisfy the geometric boundary con-
ditions.

Using this approximation, the total potential energy of the system, eq. (11.2),
becomes

Π =
1
2

∫ L

0

Hc
33(2q2)2 dx1 −

∫ L

0

p0q2x
2
1 dx1 =

1
2
Hc

33(2q2)2L− p0q2
L3

3
.
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Fig. 11.2. Cantilevered beam subjected to a uniform lateral load.

The principle of minimum total potential energy now requires Π(q2) to be a
minimum for the system to be in equilibrium. The necessary condition is: ∂Π/∂q2 =
4Hc

33q2L − p0L
3/3 = 0, and solving for q2 yields q2 = (p0L

2)/(12Hc
33). The

resulting solution for the transverse displacement field is then

ū2(x1) =
p0L

4

12Hc
33

η2,

where η = x1/L is the non-dimensional variable along the beam’s span.
A more accurate approximate solution can be developed by adding an additional

term to the approximation. To simplify the computation, it will be convenient to write
the approximation as

ū2(η) = q2η
2 + q3η

3,

where the shape functions are written in terms of the non-dimensional variable η.
Performing the change of variable x1 = ηL, the strain energy in the beam, given by
eq. (11.1), becomes

A =
1
2

∫ 1

0

Hc
33

L3
(ū′′2)2 dη, (11.5)

where the notation (·)′ is used to indicate a derivative with respect to η. Introducing
the assumed displacement field then yields the total potential energy as

Π =
1
2

Hc
33

L3

∫ 1

0

(4q2
2 + 36η2q2

3 + 24ηq2q3) dη − p0L

∫ 1

0

(q2η
2 + q3η

3) dη.

After integration, this expression becomes

Π =
1
2

Hc
33

L3

(
4q2

2 +
36
3

q2
3 +

24
2

q2q3

)
− p0L

(q2

3
+

q3

4

)
.

The total potential energy is now a function of the two degrees of freedom, q2 and q3,
i.e., Π = Π(q2, q3). Minimization of the total potential then requires ∂Π/∂q2 = 0
and ∂Π/∂q3 = 0, yielding (Hc

33/L3)[4q2+6q3]−p0L/3 = 0 and (Hc
33/L3)[12q3+

6q2] − p0L/4 = 0, respectively. These two algebraic equations form a set of linear
equations; this becomes more obvious when the two equations are recast in matrix
form as [

4 6
6 12

] {
q2

q3

}
=

p0l
4

Hc
33

{
1/3
1/4

}
.
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Solving this system of linear equations yields the two unknown coefficients, q2 and
q3, and hence, the following approximate solution for the non-dimensional transverse
displacement field is obtained

Hc
33ū2(η)
p0L4

=
1
24

(5η2 − 2η3).

A still more accurate approximate solution can be developed by including another
monomial in the approximation,

ū2(η) = q2η
2 + q3η

3 + q4η
4.

Note once again that each monomial individually satisfies the geometric boundary
conditions of the problem. Introducing this assumed displacement field in the ex-
pression for the total potential energy leads to

Π =
1
2

Hc
33

L3

∫ 1

0

(4q2 + 6ηq3 + 12η2q4)2 dη − p0L

∫ 1

0

(q2η
2 + q3η

3 + q4η
4) dη.

The first task is to expand the square under the first integral, and the second to eval-
uate all integrals. The total potential energy then becomes a quadratic expression of
the degrees of freedom, i.e., Π = Π(q2, q3, q4). Minimization of the total potential
requires conditions (11.4), leading to a set of three simultaneous linear equations of
the three degrees of freedom of the problem, q2, q3 and q4. Here again, it is conve-
nient to recast the resulting equations in a matrix form as




4 6 8
6 12 18
8 18 144/5








q2

q3

q4



 =

p0L
4

Hc
33





1/3
1/4
1/5



 .

Solving this system of linear equations yields the following approximate solution for
the transverse displacement field

ū2(η) =
1
24

p0L
4

Hc
33

(6η2 − 4η3 + η4).

Comparing this expression with that obtained in example 5.7 on page 200 using
the classical differential equation approach, it appears that the exact solution of the
problem has now been obtained. The principle of minimum total potential energy
does not actually indicate that an exact solution has been obtained; it is only possible
to ascertain this fact here because the exact solution for this problem was previously
obtained by another method. If additional terms are taken in the series solution, it will
be found that their coefficients are all zero. For instance, assuming a solution such
as ū2(η) = q2η

2 + q3η
3 + q4η

4 + q5η
5 will yield identical results to those found

above but with q5 = 0. The fact that an exact solution is found here is fortuitous; the
exact solution happens to be of a polynomial form, and that same form is used for
the assumed solution.



11.2 Rayleigh-Ritz method for beam bending 591

h

Fig. 11.3. Non-dimensional transverse displacement field for the cantilevered beam. Solid
line: three-term polynomial solution (exact solution); dashed line: two-term approximation;
dashed-dotted line: single-term approximation.

It is interesting to compare the solutions obtained from the three approximations
investigated here. Figure 11.3 shows the non-dimensional transverse displacement
fields, ū2H

c
33/(p0L

4), obtained with the three approximations. As expected, the sin-
gle term approximation is very inaccurate; the stiffness of the beam is overestimated
because it is limited to deform into the parabolic shape implied by the shape function
x2

1. In fact, the tip deflection is 33% smaller than that of the exact solution. The two
term approximation is noticeably better; at the tip of the beam, the transverse deflec-
tion is exact, although at all other points, the solution is not exact. The fact that the
exact solution is obtained at the tip of the beam is purely fortuitous.

Although the two-term approximation produces a transverse displacement field
that is in close agreement with the exact solution, as shown in fig. 11.3, the asso-
ciated predictions for the internal bending moment and shear force distributions are
not nearly as good. Figure 11.4 shows the distributions of non-dimensional bending
moments, M3/(p0L

2), obtained with the three approaches. Large errors are observed
over the entire span of the beam for the two approximate solutions. Furthermore, the
natural boundary condition at the tip of the beam, M3 = 0, is not satisfied by the ap-
proximate solutions. The same observations can be made concerning the distribution
of non-dimensional shear force, T2/(p0L), depicted in fig. 11.5.

Example 11.2. Simply supported beam under uniform loading
A simply supported beam of length L and bending stiffness Hc

33 is subjected to a
uniformly distributed load p0, as depicted in fig. 11.6. This problem is treated using
the classical differential equation approach in example 5.7 on page 200, which gives
the exact solution for the transverse displacement field in a simple polynomial form.

The geometric boundary conditions for this problem are ū2(0) = ū2(L) = 0,
and hence, the shape functions to be selected must satisfy the conditions hi(0) =
hi(L) = 0. The monomial shape functions selected in the previous example,
hi(x1) = xi

1, are not suitable for this problem because while hi(0) = 0i = 0, it
is clear that hi(L) = Li 6= 0. A convenient way to satisfy this requirement is to
select as the shape functions a set of periodic functions such as sine functions with
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h

Fig. 11.4. Non-dimensional bending moment
field for the cantilevered beam. Solid line:
three-term polynomial solution (exact solu-
tion); dashed line: two-term approximation;
dash-dotted line: single-term approximation.

h

Fig. 11.5. Non-dimensional shear force field
for the cantilevered beam. Solid line: three-
term polynomial solution (exact solution);
dashed line: two-term approximation; dash-
dotted line: single-term approximation.

increasing wave numbers

ū2(x1) =
N∑

n=1

qn sin
nπx1

L
=

N∑
n=1

qn sin nπη, (11.6)

where η = x1/L is the non-dimensional variable along the beam’s span.

p0

i2

L

i1

Fig. 11.6. Simply-supported beam subjected to a uniform lateral load.

With the help of eq. (11.5) and using the notation (·)′ to indicate a derivative with
respect to η, the strain energy in the beam becomes

A =
Hc

33

2L3

∫ 1

0

(ū′′2)2 dη =
Hc

33

2L3

∫ 1

0

[
−

N∑
n=1

qn(nπ)2 sinnπη

]2

dη

=
Hc

33

2L3

∫ 1

0

[
−

N∑
m=1

qm(mπ)2 sin mπη

] [
−

N∑
n=1

qn(nπ)2 sin nπη

]
dη

=
Hc

33

2L3

N∑
m=1

N∑
n=1

qmqn(mπ)2(nπ)2
∫ 1

0

sin mπη sin nπη dη.
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At first glance, this expression appears to be very complicated because of the
presence of the double summation. The sine functions, however, enjoy the orthogo-
nality property stated in eq. (A.45a), and hence, the strain energy in the beam reduces
to a single summation,

A =
Hc

33

4L3

N∑
n=1

(nπ)4q2
n.

The potential of the externally applied loads, p2(x1) = p0, is the negative of the
work done and can be written as

Φ = −
∫ L

0

p0 ū2 dx1 = −p0L

∫ 1

0

N∑
n=1

qn sin nπη dη = −2p0L

N∑

n=odd

qn

nπ
.

Note that for even wave numbers, i.e., for even values of n, the integrals of the sine
function from 0 to 1 vanish. Hence, only the odd values of n remain in the expression
for the potential.

The total potential energy, Π , now simply becomes a function of the degrees of
freedom, qi, i = 1, 2, . . . , N , and the principle of minimum total potential energy
requires that

∂Π

∂qi
=

∂A

∂qi
+

∂Φ

∂qi
=

{
Hc

33/(2L3)(iπ)4qi = 0, i even,

Hc
33/(2L3)(iπ)4qi − (2p0L)/(iπ) = 0, i odd.

This means that qi = 0 for all even values of i, whereas qi = 4(p0L
4/Hc

33)/(iπ)5

for all odd values of i. The transverse displacement field is then

ū2(η) =
4
π5

p0L
4

Hc
33

N∑

n=odd

1
n5

sin nπη.

Since | sin(nπη)| ≤ 1, the convergence of the series is very rapid, due to the presence
of the factor n5 in the denominator. It is interesting to note that the exact solution of
the problem given by eq. 5.48 is a simple polynomial, whereas the present approxi-
mate solution is in the form of an infinite series.

Intuitively, the maximum transverse deflection is found at the beam’s mid-span,
i.e., at η = 0.5, where the exact solution gives Hc

33ū2(0.5)/(p0L
4) = 5/384 =

0.01302. Considering a single term in the above series yields Hc
33ū2(0.5)/(p0L

4) =
4/π5 = 0.01307, which is only 0.39% from the exact solution. As additional terms
of the series are added, the solution rapidly converges to the exact answer, as shown
in fig. 11.7, which plots the relative error associated with the approximate solution as
N increases. Clearly, very accurate approximations are obtained with just a few terms
of the series. It should be noted that the shape functions selected here each satisfy
the natural boundary conditions of the problem, M3(0) = M3(L) = 0. While this
is not a requirement for the solution process, it generally leads to closer agreement
with the exact solution.
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Fig. 11.7. Relative error of the approxi-
mate solution compared to the exact solution.
Solid line: mid-span transverse displacement
(◦); dashed line: mid-span bending moment
(¤); dash-dotted line: root shear force (♦).

Fig. 11.8. Convergence of approximate solu-
tion as a function of the number of degrees of
freedom. Solid line: mid-span transverse dis-
placement (◦); dashed line: mid-span bend-
ing moment (¤); dash-dotted line: root shear
force (♦).

Once the transverse displacement field is found, the moment distribution is read-
ily obtained as

M3(η) =
Hc

33

L2
ū′′2(η) = − 4

π3
p0L

2
N∑

n=odd

1
n3

sin nπη.

The maximum bending moment is found at the beam’s mid-span, where the exact
solution gives M3(0.5)/(p0L

2) = −1/8 = −0.125. Considering a single term in the
series yields M3(0.5)/(p0L

2) = −4/π3 = −0.129, which is 3.2% from the exact
solution. As additional terms of the series are used, the error is reduced as shown
in fig. 11.7, although the convergence is not nearly as rapid as that observed for the
transverse deflection. Finally, the shear force distribution in the beam is obtained
from eq. (5.38) as

V2(η) = − 1
L

M ′
3(η) =

4
π2

p0L

N∑

n=odd

1
n2

cosnπη.

The maximum shear force is found at the end supports; for instance, at η = 0, the ex-
act shear force is V2/(p0L) = 0.5, whereas the single term in the above series yields
V2/(p0L) = 4/π2 = 0.405, which is 18.9% from the exact solution. Figure 11.7
shows the reduction in error of the root shear force predictions as an increasing num-
ber of terms is used in the series.

Clearly, the convergence rates of the bending moment and shear force predictions
are far slower than those observed for the transverse displacement. This is a general
feature of the approximate solutions obtained with the Rayleigh-Ritz method. This
is easily understood by noting that the internal forces and moments are obtained by



11.2 Rayleigh-Ritz method for beam bending 595

taking derivatives of the approximated displacement field. The bending moment is
a second derivative of the displacement field, the shear force a third derivative. The
accuracy of the predictions decreases as the order of the derivative increases. The
results shown in fig. 11.7 clearly demonstrate this effect.

Figure 11.7 is referred to as a convergence plot because it demonstrates the con-
vergence of the approximate solution to the exact solution of the problem. Such plot,
however, assumes that the exact solution is known, because the relative error, the
difference between the approximate and exact solutions, normalized by the exact so-
lution, must be evaluated. In practical situations, the exact solution is not known,
and hence, it is not possible to compute a relative error. In that case, approximate
solutions are evaluated based on an increasing number of shape functions and are
plotted against the number of degree of freedom. Figure 11.8 shows such a plot for
the problem at hand. As the number of degrees of freedom increases, the solutions
stabilize to a horizontal asymptote, which is presumed to be the exact solution.

If ū
(N)
2 is the approximate mid-span transverse displacement obtained with N

degrees of freedom, the accuracy of the approximate solution can be assessed in
an ad-hoc manner by considering the following convergence criterion (ū(N)

2 −
ū

(N−1)
2 )/ū

(N)
2 < ε, which compares the solutions obtained with N − 1 and N de-

grees of freedom; if ε is a small number, the satisfaction of the criterion implies
that increasing the number of degrees of freedom has little effect on the solution. It
is important to understand that such a criterion provides a good indication that the
approximate solution is close to the exact solution, but is by no means a proof.

Example 11.3. Discussion of the requirements for shape functions
The Rayleigh-Ritz method presented here relies on the principle of minimum to-
tal potential energy using kinematically admissible virtual displacements. Conse-
quently, the shape functions must satisfy the geometric boundary conditions of the
problem. If these conditions are not satisfied by the shape functions, erroneous solu-
tions will result.

Consider once again the simply supported beam of length L and bending stiffness
Hc

33 subjected to a uniformly distributed load p0, as depicted in fig. 11.6. In view of
the exact solution of this problem given by eq. (5.48), it is tempting to explore a
solution in the following polynomial form with η = x1/L

ū2(η) = q1η + q3η
3 + q4η

4.

Introducing this assumed displacement field in the expression for the total potential
energy leads to

Π =
1
2

Hc
33

L3

∫ 1

0

36(q3η + 2q4η
2)2 dη − p0L

∫ 1

0

(q1η + q3η
3 + q4η

4) dη.

Performing all integrations and imposing the conditions (11.4) for the minimization
of the total potential energy leads to the following set of linear equations




0 0 0
0 12 18
0 18 144/5








q1

q3

q4



 =

p0L
4

Hc
33


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1/2
1/4
1/5


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Obviously, it is not possible to solve this linear system because the system matrix
is singular: indeed, first row and column vanish. This arises because the first shape
function, η, represents a rigid body motion for the beam corresponding to a rotation
of the beam about the left support.

By definition, rigid body motions generate no strains, and hence, no strain energy.
Indeed, the associated curvature of the beam is κ3 = ū′′2/L2 = (η)′′/L2 = 0,
and hence, the first degree of freedom, q1, does not appear in the expression for the
strain energy, resulting in the vanishing of the first row and column of the system
matrix. Of course, selecting this rigid body motion as a shape function is not correct,
because this rigid body motion does not satisfy the geometric boundary condition
h(η = 1) = 0.

Consider next a solution of the following form: ū2(η) = q3η
3 + q4η

4, in which
the rigid body mode is ignored. Proceeding as above will lead to a system of two
linear equations for degrees of freedom q3 and q4. The corresponding system of
equations is obtained by eliminating the first row and column of the above system,
which is then readily solved for the unknowns and leads to the following approximate
solution: Hc

33ū2(η)/(p0L
4) = (12η3−7η4)/72. This solution is obviously incorrect

because it violates the geometric boundary condition at the beam’s tip: Hc
33ū2(η =

1)/(p0L
4) = 5/72 6= 0. Clearly, when deriving approximate solutions using the

principle of minimum total potential energy, the solution process is unaware of the
geometric boundary conditions applied to the problem unless they are specifically
imposed on each of the shape functions.

The exact solution of the problem, see eq. (5.48), can be written as
Hc

33ū2/(p0L
4) = (η − 2η3 + η4)/24. Note that the individual terms, η, η3, and

η4, do not satisfy the geometric boundary conditions, while the complete solu-
tion does: ū2(0) = ū2(1) = 0. It is interesting to factor the exact solution as
Hc

33ū2/(p0L
4) = η(1− η)(1+ η− η2)/24, which now shows the satisfaction of the

geometric boundary conditions, ū2(0) = ū2(1) = 0.
This suggests that the following polynomial approximation is suitable for the

application of the principle of minimum total potential energy to simply supported
beam problems: ū2(η) = η(1− η)q1 + η2(1− η)q2 + η3(1− η)q3 + . . ., where the
shape functions are selected as

hi = η(1− η) ηi−1, i = 1, 2, . . . , N. (11.7)

Clearly, each shape function now individually satisfies the requirements hi(0) =
hi(1) = 0 for all values of i. It will be left to the reader to verify that good solutions
are obtained with the above polynomial shape functions, and for N = 3, the exact
solution is recovered.

Consider next a beam clamped at both end. The associated geometric boundary
conditions are ū2(0) = ū′2(0) = 0, and ū2(1) = ū′2(1) = 0. Note that the sine
functions, hi(η) = sin iπη, are not admissible because although hi(0) = hi(1) = 0,
the slope is not zero: h′i(0) 6= 0 and h′i(1) 6= 0. Using cosine functions, hi(η) =
cos iπη, is not valid either, because hi(0) 6= 0 and hi(1) 6= 0, although h′i(0) =
h′i(1) = 0. By analogy to the polynomial shape functions proposed in eq. (11.7) for
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simply supported beams, a suitable set of shape functions for a beam clamped at both
ends is

hi = η2(1− η)2 ηi−1, i = 1, 2, . . . , N. (11.8)

If trigonometric shape functions are desired, it is easy to verify that the following
expressions satisfy the geometric boundary conditions

hi = cos(i− 1)πη − cos(i + 1)πη, i = 1, 2, . . . , N. (11.9)

It will be left to the reader to combine the shape function given in the previous
equations to find suitable shape functions to analyze problems involving a combina-
tion of the boundary conditions discussed above, for example, a cantilevered beam
with a tip support.

Example 11.4. Simply supported beam with concentrated load
Consider now a simply supported beam of length L subjected to a concentrated load
P at a distance αL from its root, as shown in fig. 11.9. This problem is treated using
the classical differential equation approach in example 5.5 on page 197, and then
again in example 5.6 on page 199 by first evaluating the bending moment distri-
bution. The concentrated load introduces a discontinuity in the shear force diagram
which complicates the classical differential equation approach by requiring the solu-
tion to be separately computed over two regions of the beam.

i2

L

i1
PaL

Fig. 11.9. Simply-supported beam subjected to a concentrated transverse load.

For this problem, the sine series,

ū2(η) =
N∑

n=1

qn sin nπη,

used in example 11.2 is suitable because each sine function satisfies the geometric
boundary conditions. The total potential energy of the system now becomes

Π =
Hc

33

2L3

∫ 1

0

[
−

N∑
n=1

qn(nπ)2 sin nπη

]2

dη − P

N∑
n=1

qn sin nπα.

Rather than performing the integrals indicated in this expression, it is also pos-
sible to first write the conditions for minimization of the total potential energy,
eqs. (11.4). This then leads to

∂Π

∂qi
=

Hc
33

2L3

∫ 1

0

2

[
N∑

n=1

qn(nπ)2 sin nπη

]
[
(iπ)2 sin iπη

]
dη − P sin iπα = 0,
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where the order of the partial derivative and integral operators have been inter-
changed according to Leibniz’ integral rule. Rearranging the individual terms then
yields

Hc
33

L3
(iπ)2

[
N∑

n=1

qn(nπ)2
∫ 1

0

sin nπη sin iπη dη

]
− P sin iπα = 0.

Again, because the sine functions enjoy the orthogonality properties expressed by
eq. (A.45a), the integral reduces to δni/2, where δni is the Kronecker delta defined
in eq. (A.44). Because the Kronecker delta vanishes for all values of n 6= i, only a
single term of the sum remains and the above expression reduces to

Hc
33

2L3
(iπ)4qi − P sin iπα = 0, i = 1, 2, . . . N.

These equations are readily solved to find qi, and the transverse deflection field is
now

ū2(x1) =
2
π4

PL3

Hc
33

N∑
n=1

1
n4

sin nπα sin nπη.

Figure 11.10 shows the transverse displacement field calculated using the above
series for N = 1, 3 and 24, when α = 0.25. Note the very rapid convergence of the
results to the exact solution provided by eq. (5.51).
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Fig. 11.10. Simply-supported beam subjected to a concentrated transverse load. Top figure:
transverse displacement, ū2H

c
33/(PL3); middle figure: bending moment, M3/(PL); lower

figure: shear force, V2/P . Exact solution: solid line; single term solution: dashed line; three-
term solution: dash-dotted line; 24-term solution: dotted line.

The bending moment and shear force distributions can be obtained from deriva-
tives of the displacement field and are also shown in fig. 11.10. As expected, the
convergence rates for the predictions of the internal bending moment and shear force
distributions are slower than those observed for the displacement field.

The shear force distribution presents a discontinuity at the location of application
of the concentrated force. The approximate solution is, of course, unable to capture
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this discontinuity, because the displacement field is assumed to be the superposition
of continuous, trigonometric functions; the bending moment and shear force distri-
butions, obtained by successive derivatives of the displacement field, are continuous
functions as well. Even when N = 24, large errors are still observed near the discon-
tinuity of the shear force. The slow convergence of Fourier series near a discontinuity
is known as the Gibbs phenomenon.

Example 11.5. Cantilever beam with tip support
Consider a cantilevered beam of length L with a tip support, subjected to a uniformly
distributed load, p0, as shown in fig. 11.11. This problem is treated using the classi-
cal differential equation approach in example 5.11 on page 205. Unlike the previous
examples, this problem is hyperstatic, but this does not affect the Rayleigh-Ritz ap-
proximation procedure.

p0

i2

L i1

p  (3 - 2 )1 h h
2 3

p1

Fig. 11.11. Cantilever beam with tip support subjected to two different loading conditions.

In view of the discussion presented in example 11.3, an appropriate set of shape
functions that satisfy the geometric boundary conditions for this problem is given by
hi = η2(1 − η)ηi−1, i = 1, 2, . . . , N . Two terms of this series will be used for this
problem

ū2(η) = η2(1− η) q1 + η2(1− η)η q2.

The total potential energy of the system is now evaluated using the approximate
solution to find

Π =
1
2

Hc
33

L3

∫ 1

0

[
(2− 6η)q1 + (6η − 12η2)q2

]2
dη

−p0L

∫ 1

0

[
(η2 − η3)q1 + (η3 − η4)q2

]
dη.

After expanding the square under the first integral, and evaluating all integrals, the
total potential energy becomes a quadratic expression of the degrees of freedom.

Minimization of the total potential leads to the conditions given in eq. (11.4), and
the following set of linear equations results

[
4 4
4 24/5

]{
q1

q2

}
=

p0L
4

Hc
33

{
1/12
1/20

}
.

Solving this system of linear equations yields the following approximate solution for
the transverse displacement field
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ū2(η) =
1
48

p0L
4

Hc
33

η2(1− η)(3− 2η).

In fact, this is the exact solution of the problem, as can be ascertained by comparing
this result to the exact solution given in eq. (5.61).

It is often the case that a particular structural problem must be solved for a variety
of loading conditions. For instance, the stresses in an aircraft wing must be computed
for level flight loading, but also for a variety of maneuver cases. The procedure devel-
oped here provides an elegant solution to this problem because if only the loading is
changed, only the external potential energy must be recalculated. To illustrate, let the
same beam be subjected to a new transverse distributed load, p2(η) = p1(3η2−2η3),
depicted in fig. 11.11. The total potential energy of the system is now evaluated as

Π =
1
2

Hc
33

L3

∫ 1

0

[
(2− 6η)q1 + (6η − 12η2)q2

]2
dη

−p0L

∫ 1

0

(3η2 − 2η3)
[
(η2 − η3)q1 + (η3 − η4)q2

]
dη.

Note that the expression for the strain energy in the structure is unchanged, and the
only difference is in the potential of the externally applied load. Proceeding as before,
the following set of linear equations for the degrees of freedom, q1 and q2, is found

[
4 4
4 24/5

]{
q1

q2

}
=

p0L
4

Hc
33

{
11/210
1/28

}
.

Comparing this system of equations to that obtained above, it is clear that chang-
ing the externally applied load only modifies the right-hand side of the equations,
which, for obvious reasons, is often called the load array. Within the framework of
this approach, different loading cases are associated with different load arrays. The
left-hand side system matrix needs to be inverted only once, and multiplication of
the inverse by the various different load arrays then yields the desired approximate
solutions for each of the loading cases. For the loading case at hand, the approximate
solution is

ū2(η) =
1

1680
p1L

4

Hc
33

η2(1− η)(57− 35η).

The exact solution of the problem can be obtained using the classical differential
equation approach as ū2 = p1L

4/Hc
33 η2(1−η)(2η4−5η3−5η2−5η+24)/840. It

is left to the reader to compare the exact and approximate solutions of this problem. If
necessary, the approximation could be improved by increasing the number of degrees
of freedom.

Example 11.6. Simply supported beam with two elastic springs
A simply supported beam of span L is supported by two springs of stiffness constant
k located at stations equidistant from the two ends, and it is subjected to a uniform
transverse loading, p0, as depicted in fig. 11.12. To simplify the formulation of the
shape functions, it will be convenient to locate the origin of the axes at the beam’s
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mid-span. The springs are located at stations x1 = ±(1− 2α)L/2 = ±βL/2, where
β = 1 − 2α is the non-dimensional location of the spring. The two springs model
intermediate supports for the beam that are not infinitely rigid, but rather, present a
flexibility that is modeled by the spring stiffness constant k; as k approaches infinity,
these intermediate supports become rigid supports.

p0
i2

aL aL

i1

k k

Fig. 11.12. Simply-supported beam with two elastic springs.

This hyperstatic problem is treated using the classical differential equation ap-
proach in example 5.13 on page 208. When using the Rayleigh-Ritz method, springs
are treated as elastic components much as the beam itself. The strain energy in the
structure is now the sum of the strain energy due to bending of the beam, Ab, and
that due to deformation of the springs, As. The total strain energy of the structure
becomes

A = Ab + As =
1
2

∫ L

0

Hc
33

(
d2ū2

dx2
1

)2

dx1 +
1
2
kū2

2

∣∣∣∣
−βL/2

+
1
2
kū2

2

∣∣∣∣
βL/2

,

where the last two terms represent the strain energy in the springs computed using
eq. (10.21).

For this problem, an approximate solution of the following form will be used

ū2(η) = (1− η2)q1 + (1− η2)η2q2 + (1− η2)η4q3,

where η = 2x1/L is the non-dimensional variable along the beam’s span. In view
of the symmetry of the problem, only the even powers of η are included. The strain
energy of the structure now becomes

A =
1
2

8Hc
33

L3

∫ +1

−1

[−2q1 + (2− 12η2)q2 + (12η2 − 30η4)q3

]2
dη

+
1
2
k(1− β2)2

(
q1 + β2q2 + β4q3

)2
+

1
2
k(1− β2)2

(
q1 + β2q2 + β4q3

)2
.

Note that the strain energies for the left and right springs are identical because of the
symmetry of the problem. The potential energy of the externally applied load can be
evaluated as is done in the previous examples.

After expanding the square under the first integral and evaluating all integrals,
the total potential energy becomes a quadratic expression of the three degrees of
freedom, i.e., Π = Π(q1, q2, q3). Minimization of the total potential energy leads to
eqs. (11.4), and finally, to the following set of linear equations
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where k̄ = kL3/Hc
33 is the non-dimensional spring stiffness constant.

Figure 11.13 shows the transverse displacement field for α = 0.3 and k̄ = 102;
a good correlation with the exact solution, see eq. (5.65), is obtained with the three-
term approximate solution derived here. As the stiffness constant increases, the ap-
proximation becomes increasingly poorer, as shown in fig. 11.14, which gives the
transverse displacement field for α = 0.3 and k̄ = 104. To remedy the situation, a
larger number of degrees of freedom would be needed in the approximate solution.
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Fig. 11.13. Transverse displacement over left
half-span of beam under uniform load for
k̄ = 102. Solid line: exact solution; dashed
line: three-term approximate solution.
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Fig. 11.14. Transverse displacement over left
half-span of beam under uniform load for
k̄ = 104. Solid line: exact solution; dashed
line: three-term approximate solution.

It is left to the reader to compute the bending moment and shear force distribu-
tions in the beam. Intuitively, the shear force distribution presents a discontinuity at
the location of the spring, and the discrete change in the shear force from the right to
the left of the spring equals the force in the spring. The approximate solution devel-
oped here is based on continuous shape functions, and hence, very slow convergence
should be expected for the approximate shear force distribution.

11.2.4 Problems

Problem 11.1. Beam with various end conditions
Consider a beam of length L extending from η = 0 to η = 1, where η = x1/L. At each
end of the beam, the boundary conditions could be cantilevered, simply-supported, or free,
for a total of nine possible combinations. (1) Write a set of polynomial shape functions that is
suitable for each of the nine cases. (2) If the beam of length L extends from η = −1 to η = 1,
where η = 2x1/L, write the corresponding shape functions for each case.
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Problem 11.2. Cantilever with tip load: polynomial solution
Consider a cantilever beam of length L and bending stiffness Hc

33 subjected to a trans-
verse concentrated load, P , acting at the beam’s tip. (1) Construct a one-term monomial
solution, ū2(η) = η2q1, and compare the computed tip displacement to the exact value of
PL3/(3Hc

33). (2) Construct a two-term monomial solution, ū2(η) = η2q1 + η3q2, and com-
pare this with the exact value. (3) Compute the bending moment M3 and the shear V2 at the
root using the two-term solution and compare these values to the exact values, which can
readily be determined from statics.

Problem 11.3. Cantilever with tip load: trigonometric solution
Consider a cantilever beam of length L and bending stiffness Hc

33 subjected to a trans-
verse concentrated load, P , acting at the beam’s tip. (1) Explain why the series, ū2(η) =∑N

i=1 qi(1−cos iπη/2), provides a good approximate solution. (2) Compute an approximate
solution to the problem based on this series for arbitrary N . (3) Compare your approximate
solution with N = 1 and 2 with the exact solution at the beam’s tip. (4) Compare the root
bending moments computed from the approximate solutions with the exact solution computed
directly from statics.

Problem 11.4. Cantilever beam with elliptical pressure load
Consider a cantilever beam of length L and bending stiffness Hc

33 subjected to a transverse
distributed load p2(η) = p0

√
1− η2 that simulates the aerodynamic load acting on an aircraft

wing of semi-span L. (1) Develop a one-term approximate solution and compare the tip deflec-
tion with the exact result determined using the unit load method. (2) Repeat the development
for a two-term solution. Hint: follow the approach and shape functions used in example 11.1

Problem 11.5. Cantilever with tip support and rotational tip spring
Consider a cantilever beam of length L and bending stiffness Hc

33 featuring a pinned tip sup-
port and rotational spring of stiffness constant k, as shown in fig. 11.15. (1) Develop a three-
term approximate solution. Use the non-dimensional tip rotational spring stiffness constant
k̄ = kL/Hc

33. Hint: follow the approach and shape functions used in example 11.5.

i1

i2

k

L

p0

Fig. 11.15. Cantilevered beam with tip support and rotational spring under uniform load.

11.3 The strong and weak statements of equilibrium

When dealing with elastic structures, Newtonian equilibrium conditions typically are
in the form of differential equations which impose the vanishing of the sums of all
forces and moments on a differential element of the structure. This direct application
of Newton’s law leads to equilibrium equations that are referred to the strong state-
ment of equilibrium. Equations (1.4) represent the strong statement of equilibrium
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for a three-dimensional solid, and the strong statement of equilibrium for a beam
under axial loads is given by eq. (5.18). In the next section, the weak statement of
the equilibrium will be developed for a beam under axial loading. The term “weak”
does not imply a less rigorous formulation, but rather refers to the fact that solutions
may be found with less demanding, or weaker continuity requirements.

11.3.1 The weak form for beams under axial loads

Consider a beam fixed at one end and subjected to distributed axial loads, p1(x1),
and a concentrated load, P1, at the free end as depicted in fig 11.16. In section 5.4,
the differential equation of equilibrium of a beam under axial loads is derived as
eq. (5.18) which holds for all points over the span of the beam, i.e., for 0 ≤ x1 ≤
L. At the loaded end of the beam, equilibrium requires the internal force to equal
the externally applied load, N1(L) = P1. These two equilibrium requirements, one
applicable over the entire span of the beam the other at its tip, are known as the strong
statement of equilibrium,

dN1

dx1
= −p1, for 0 ≤ x1 ≤ L, (11.10a)

N1 = P1, for x1 = L. (11.10b)

i1

i2

L

P1

p (x )1 1

Fig. 11.16. Beam subjected to distributed axial load and tip load.

The following statement is now constructed

∫ L

0

w(x1)
[
p1 +

dN1

dx1

]
dx1 + w(L) [P1 −N1]x1=L = 0, (11.11)

where w(x1) is an arbitrary function referred to as a weighting function or test func-
tion. If the beam is in equilibrium, eqs. (11.10) must hold, and therefore, eq. (11.11)
is satisfied for all arbitrary functions w(x1). Indeed, the two bracketed terms, when
set equal to zero, express the equilibrium equations of the problem.

Next, an integration by parts is performed on the first term appearing in the inte-
gral ∫ L

0

w(x1)
dN1

dx1
dx1 = −

∫ L

0

dw

dx1
N1 dx1 + [wN1]

L
0 , (11.12)

and introducing this result into eq. (11.11) leads to
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−
∫ L

0

dw

dx1
N1 dx1 +

∫ L

0

wp1 dx1 + w(L)P1 − w(0)N1(0) = 0. (11.13)

The last term in this statement is the product of the root reaction force, N1(0), by
the value of the test function at the same location, w(0). To eliminate the reaction
force from the formulation, the test function is required to vanish at the beam’s root,
w(0) = 0. The statement now reduces to

−
∫ L

0

dw

dx1
N1 dx1 +

∫ L

0

wp1 dx1 + w(L)P1 = 0,

for all arbitrary w(x1) such that w(0) = 0.
(11.14)

This integral is known as the weak statement of equilibrium. The strong state-
ment, eq. (11.10), implies the weak statement, eq. (11.14). On the other hand, it is
easily shown that the weak statement implies the strong statement. Indeed, the weak
statement implies eq. (11.13), which in turn, implies eq. (11.11) by reversing the
integration by parts process. Finally, the strong statement of equilibrium is implied
by eq. (11.11) because if the test function, w(x1), is entirely arbitrary, the bracketed
terms must vanish.

In summary, the strong statement, eq. (11.10), and the weak statement,
eq. (11.14), are two entirely equivalent statements that both express the equilibrium
conditions for the beam under axial loads. The weak statement of equilibrium is often
referred to as a variational statement.

Comparison of the strong and weak statements

At this point, it is not clear what the advantages the weak statement might present
over the strong statement. If the goal is to determine the exact solution for the inter-
nal forces and transverse displacement fields, little difference exists between these
two entirely equivalent statements. If the goal, however, is to develop approximate
solutions, the weak statement provides significant advantages.

When using the strong statement, it is necessary for the derivative of the axial
force to exists because it appears in this statement. Consequently, the axial force
must be continuous to use the strong statement. When using the weak statement,
however, the only requirement is for the product of axial force by the derivative of the
weighting function be integrable over the beam’s span. Hence, the weak statement
can be used with an axial force field that satisfies weaker continuity requirements.

The integration by parts is an essential part of the derivation of the weak state-
ment of equilibrium. It is responsible for the decreased (or weakened) continuity
requirement for the axial forces, but this is achieved at the expense of increasing
the continuity requirements on the test function. The boundary terms generated by
the integration by parts also affect the formulation of the boundary conditions of the
problem.
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Sign conventions

The particular sign convention employed in this development deserves further com-
ment. When formulating the weak statement in eq. (11.11), the bracketed expres-
sions must both vanish, and therefore, an arbitrary sign can be assigned to each
expression. Either positive or negative sign is possible, but to simplify the devel-
opment, the following sign convention will be adopted. Each bracketed equilibrium
equations appearing in the weak statement, eq. (11.11), will be constructed using a
positive sign for the products of the test functions by externally applied loads acting
in a positive axis direction. For instance, the term under the integral is written as
+w(x1) [p1 + . . .] and the boundary terms as +w(L) [P1 + . . .].

Geometric boundary conditions

In the preceding development, the test function is chosen to satisfy the condition
w(0) = 0. This choice eliminates the reaction force at the root of the beam from the
weak statement of equilibrium. Reaction forces are the forces that appear at the loca-
tions where geometric boundary conditions are enforced. More generally, geometric
boundary conditions, sometimes referred to as essential boundary conditions, are
defined as those boundary conditions that restrict allowable displacements, such as
the clamping of the beam at a point. For the problem depicted in fig. 11.16, the geo-
metric boundary condition is ū1(0) = 0, and the associated reaction force is the root
reaction force, N1(0). If the test function is chosen to satisfy the geometric boundary
condition, w(0) = 0, the corresponding reaction force is eliminated from the weak
statement of equilibrium.

Beam fixed at both ends

To further illustrate the concept of geometric boundary conditions, consider a beam
fixed at both ends and subjected to a distributed axial load p1(x1). The differential
equation of equilibrium is still given by eq. (5.18), however, because the beam is
fixed at both ends, no additional equilibrium conditions can be stated at these ends.
The following statement is now constructed

∫ L

0

w(x1)
[
dN1

dx1
+ p1

]
dx1 = 0,

that must be satisfied for all arbitrary functions w(x1). Next, an integration by parts
is performed on the first term appearing in the integral, and the above statement
becomes

−
∫ L

0

dw

dx1
N1 dx1 +

∫ L

0

wp1 dx1 + [wN1]
L
0 = 0.

Because w(x1) is an entirely arbitrary function, it is chosen to vanish at the points
where geometric boundary conditions are imposed, i.e., w(0) = w(L) = 0. The
above statement then reduces to
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−
∫ L

0

dw

dx1
N1 dx1 +

∫ L

0

wp1 dx1 = 0,

for all arbitrary w(x1) such that w(0) = w(L) = 0.

This integral is the weak statement of equilibrium for this problem.

Concentrated loads at an interior point

In the previous cases, a concentrated load, P1, is applied at the beam’s tip, and is
introduced in the strong statement as an equilibrium condition at that location. Con-
centrated loads, however, may also be applied at any point along the span of the
beam. To illustrate this situation, consider a beam fixed at both ends, subjected to a
distributed axial load, p1(x1), and a concentrated axial load, P1, applied at location
x1 = αL, as shown in fig. 11.17.

i1

i2

L

aL
P1 P1

N ( L)1

R
aN ( L)1

L
a

p (x )1 1

Fig. 11.17. Beam fixed at both ends and subjected to distributed axial load and concentrated
load.

For this configuration, the presence of the concentrated load, P1, creates a dis-
continuity in the axial loading applied along the beam, and consequently, the strong
statement of equilibrium can no longer be formulated as a single differential equation
over the entire span of the beam. Instead, the strong statement, eq. (11.10a), must be
split into two separate differential equations over the left and right portions of the
beam, leading to

dNL
1

dx1
= −p1, 0 ≤ x1 ≤ αL, (11.15a)

dNR
1

dx1
= −p1, αL ≤ x1 ≤ L, (11.15b)

NR
1 (αL) + P1 −NL

1 (αL) = 0, (11.15c)

where the symbols NL
1 and NR

1 denote the axial forces over the left and right por-
tions of the beam, respectively. Equation (11.15c) expresses axial force equilibrium
at the point of application of the concentrated load, as illustrated in the expanded
detail shown in fig. 11.17. The boundary conditions at the ends are both geometric
constraints, ū1(0) = ū1(L) = 0.

A weak statement of equilibrium is now constructed
∫ αL

0

w(x1)
[
p1 +

dNL
1

dx1

]
dx1 +

∫ L

αL

w(x1)
[
p1 +

dNR
1

dx1

]
dx1

+ w(αL)
[
NR

1 (αL) + P1 −NL
1 (αL)

]
= 0,
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that must be satisfied for all arbitrary w(x1). As before, the bracketed expressions
are simply the equilibrium equations of the problems, eqs. (11.15).

Next, an integration by parts is performed for the terms involving the derivatives
of the axial force to find

−
∫ αL

0

dw

dx1
NL

1 dx1 +
[
wNL

1

]αL

0
−

∫ L

αL

dw

dx1
NR

1 dx1 +
[
wNR

1

]L

αL
+

∫ L

0

p1dx1

+ w(αL)
[
NR

1 (αL) + P1 −NL
1 (αL)

]
= 0.

Because the test function is arbitrary, it can be chosen to satisfy the geometric bound-
ary conditions, w(0) = w(L) = 0, and then all boundary terms vanish except for
w(αL)P1. The two integral can be recombined to yield the following statement

−
∫ L

0

dw

dx1
N1dx1 +

∫ L

0

p1dx1 + w(αL)P1 = 0,

for all arbitrary w(x1) such that w(0) = w(L) = 0.

(11.16)

Because the derivatives of the axial force have been eliminated through the inte-
gration by parts, it is no longer necessary to distinguish between the left and right
portions of the beam, as is the case for the strong statement, see eqs. (11.15).

The weak statement of equilibrium for the present configuration is very similar
to that obtained for a beam with an axial tip load, see in eq. (11.14). For the present
configuration, the applied concentrated load is multiplied by the test function evalu-
ated at the point of application of the concentrated load. For the strong formulation,
the discontinuity of the axial force requires splitting the problem into two separate
portions, see eqs. (11.15). In the weak formulation, the continuity requirement on the
axial force is relaxed and the presence of concentrated loads has little effect on the
weak statement of equilibrium, see eq. (11.16).

11.3.2 Approximate solutions for beams under axial loads

The weak statement of equilibrium takes the form of a weighted integral that is par-
ticularly well suited for obtaining approximate solutions. In the case of the axially
loaded beam examined above, the product of the axial force distribution by the test
function needs to be integrable over of the beam’s span and the test functions must
satisfy the geometric boundary conditions. These are weaker requirements than those
imposed by the differential equation in the strong statement of equilibrium.

At this point, a subtle but important distinction must be made. While the strong
and weak statements of equilibrium are equivalent (meaning that one can be de-
rived from the other), not all solutions to the weak statement are solutions to the
strong statement. In particular, those solutions that do not meet the continuity re-
quirements imposed by the strong statement may, in fact, be acceptable solutions to
the weak form. In this sense, these solutions, while exactly satisfying the weak form,
are nonetheless approximate solutions to the strong form. This versatility makes the
weak form attractive for developing approximate solutions.
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As discussed in chapter 3, the solution of elasticity problems requires the simul-
taneous solution of three groups of equations: the strain-displacement equations, the
constitutive laws, and the equilibrium equations. The weak and strong statements of
equilibrium are shown in section 11.3.1 to be entirely equivalent to Newton’s law.
Both strain-displacement equations and constitutive laws must be added to the weak
statement to solve general elasticity problems. For a beam under axial loading, the
constitutive law is given by eq. (5.16) as N1 = S ε̄1, and the strain-displacement re-
lationship by eq. (5.6) as ε̄1 = dū1/dx1. Substituting these equations into the weak
statement of equilibrium, eq. (11.14), yields

−
∫ L

0

dw

dx1
S

dū1

dx1
dx1 +

∫ L

0

wp1 dx1 + w(L)P1 = 0. (11.17)

Note that the use of the strong statement of equilibrium leads to a second order
differential equation for the axial displacement field, see eq. (5.19), whereas only
first order derivatives of the same displacement field appear in the above statement,
implying weaker continuity requirements.

An approximate solution of the problem is now selected in the following form

ū1(x1) =
N∑

i=1

hi(x1)qi, (11.18)

where the hi(x1), i = 1, 2, . . . , N , are known shape functions, and qi, i =
1, 2, . . . , N , unknown degrees of freedom. This approximation is identical to that
used earlier in the Rayleigh-Ritz method, see eq. (11.3). Here again, the shape func-
tions must individually satisfy the geometric boundary conditions.

The weak statement of equilibrium, see eq. (11.14), also involves a set of arbi-
trary functions, w(x1), which must satisfy the geometric boundary conditions. In a
similar manner, these test functions can be approximated as

w(x1) =
N∑

i=1

gi(x1)wi, (11.19)

where the gi(x1), i = 1, 2, . . . , N , are known shape functions, and wi, i =
1, 2, . . . , N , a set of arbitrary coefficients.

The test functions, w(x1), must satisfy the geometric boundary conditions. If
each of the shape functions, gi(x1), individually satisfies the same conditions, the
coefficients, wi, become entirely arbitrary coefficients, i.e., are not subjected to any
restriction.

The shape functions, hi(x1), used to approximate the axial displacement field in
eq. (11.18), and gi(x1), used to approximate the test functions must all satisfy the
geometric boundary conditions, but are otherwise arbitrary and unrelated. It is pos-
sible, and often convenient, to select hi(x1) = gi(x1) but this is not a requirement.
When selecting hi(x1) = gi(x1), the procedure is called Galerkin’s method.
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Example 11.7. Beam under a uniform axial load
Consider the uniform, cantilevered beam of length L subjected to a uniform axial
loading, p1(x1) = p0, as depicted in fig. 11.16. For simplicity, no concentrated load
is applied to the beam, i.e., P1 = 0. The solution of this problem presented in sec-
tion 5.4 is based on the strong statement of equilibrium.

The solution of the same problem will now be derived with the help of the weak
statement of equilibrium, eq. (11.17), which is now written as

−
∫ L

0

dw

dx1
S

dū1

dx1
dx1 +

∫ L

0

wp0 dx1 = 0. (11.20)

This statement must vanish for all arbitrary functions, w(x1), that satisfy the geo-
metric boundary condition, w(0) = 0. A suitable approximation to the solution, see
eq. (11.18), is selected as

ū1(x1) = x1q1 + x2
1q2, (11.21)

where h1(x1) = x1 and h2(x1) = x2
1 are the shape functions, and q1 and q2 the

two degrees of freedom. The two shape functions individually satisfy the geomet-
ric boundary condition. Next, the test functions are approximated in the form of
eq. (11.19), using shape functions g1(x1) = x1 and g2(x1) = x2

1 as

w(x1) = x1w1 + x2
1w2. (11.22)

Note that h1 = g1 and h2 = g2, i.e., Galerkin’s method is used here.
Given these approximations, separate expressions of the weak statement can be

written for test functions h1 and h2 as

−
∫ L

0

1 S(q1 + 2q2x1) dx1 +
∫ L

0

p0x1 dx1 = 0,

−
∫ L

0

2x1S(q1 + 2q2x1) dx1 +
∫ L

0

p0x
2
1 dx1 = 0,

respectively. The weak statement must be satisfied for each of the two test functions,
h1 and h2, because because coefficients w1 and w2 are entirely arbitrary. Also, for
this reason, the number of test functions must be equal to the number of shape func-
tions.

After carrying out the integrations, these two equations are cast in the following
matrix form

S

[
1 1
1 4/3

]{
q1

Lq2

}
= p0L

{
1/2
1/3

}
.

Solving this set of linear equations yields q1 = p0L/S and Lq2 = −p0L/(2S), and
the axial displacement field now becomes

ū1(x1) =
p0L

2

S

(
η − 1

2
η2

)
, (11.23)
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where η = x1/L is a non-dimensional variable along the beam’s span.
The solution is identical to that found with the strong equilibrium statement,

eq. (5.26). Nevertheless, the solution processes for the two approaches are strikingly
different. The strong equilibrium statement leads to a second order differential equa-
tion that must be solved to obtain the axial displacement. On the other hand, solution
of the problem based on the weak statement involves the evaluation of integrals over
the beam’s span and the solution of a set of linear, algebraic equations. In this case,
the two solutions are identical because the approximate solution selected for this
example is, in fact, the exact solution.

Example 11.8. Bar with a concentrated axial load
Consider the bar fixed at both ends and carrying a concentrated axial load, P1, at
location x1 = αL, as shown in fig. 11.17. An exact solution of this problem us-
ing the classical differential equation approach developed in section 5.4 will require
separate axial displacement fields to be evaluated over the left and right portions of
the beam, denoted ūL

1 (x1) and ūR
1 (x1), respectively. Boundary conditions are used

at the two fixed ends, and at the point of application of the concentrated load, two
compatibility conditions must be imposed between the two separate solutions. The
first compatibility condition is the continuity of displacement, ūL

1 (αL) = ūR
1 (αL)

and the second is the equilibrium condition, NL
1 (αL) = P1 + NR

1 (αL).
The weak statement given by eq. (11.16) reduces the solution process to the eval-

uation of a much simpler integral form over the beam’s span. A single degree of
freedom approximation is selected for this problem, ū1(η) = q1h1(η), with the fol-
lowing shape function,

h1(η) =

{
η/α, 0 ≤ η ≤ α,

(1− η)/(1− α), α ≤ η ≤ 1,

where η = x1/L is the non-dimensional variable along the beam’s span. As required,
this shape function satisfies the geometric boundary conditions of the problem. Using
Galerkin’s method, the test function is selected to be identical to the shape function,
g1(η) = h1(η), and w(η) = w1g1(η). The weak statement, eq. (11.16), becomes

−
∫ L

0

dw

dx1
S

dū1

dx1
dx1 + w(αL)P1 =

−
∫ 1

0

w′
S

L
ū′1dη + w(αL)P1 = w1

[
−S

L
q1

1
α(1− α)

+ P1

]
= 0,

where the notation (·)′ is used to indicate a differentiation with respect to η.
Since coefficient w1 is entirely arbitrary, the bracketed expression must vanish,

leading to q1 = α(1− α)P1L/S, and finally

ū1(η) =
P1L

S

{
(1− α)η, 0 ≤ η ≤ α,

α(1− η), α ≤ η ≤ 1.

The axial force is given by N1 = Sdū1/dx1 = Sū′1/L and this leads to
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N1(η) = P1

{
(1− α), 0 ≤ η ≤ α,

−α, α ≤ η ≤ 1.

This solution consists of a linearly varying displacement in each portion of the beam.
The axial strain, ε̄1, and the axial force, N1 are constant with each portion of the
beam. At η = α, the axial force is discontinuous, NL

1 (αL) = P1 + NR
1 (αL), as

required by equilibrium. A complete solution of the problem using the classical dif-
ferential equation approach will reveal that the present solution is, in fact, the exact
solution of the problem.

Example 11.9. Beam under a uniform axial load: a more formal presentation
In the previous examples, Galerkin’s method is used to solve simple problems that
only required limited algebraic manipulations. As the number of degrees of freedom
increases, a more systematic approach will be needed to obtain a streamlined pro-
cedure. A compact matrix notation will be introduced; in particular, the important
concepts of stiffness matrix and load array will enable a more formal presentation
of Galerkin’s method. Furthermore, this matrix algebra presentation of the method is
readily implemented on computers.

The polynomial forms used for approximate displacements in the previous exam-
ples will be used here again, see eq. (11.21) for the assumed solution and eq. (11.22)
for the assumed test functions. The degrees of freedom of the problem are q1 and q2,
whereas w1 and w2 are arbitrary coefficients. With these approximations, the weak
statement of equilibrium, eq. (11.20), becomes

−
∫ L

0

S(w1 + 2w2x1)(q1 + 2q2x1) dx1 +
∫ L

0

p0(w1x1 + w2x
2
1) dx1 = 0.

Expansion and integration then leads to

−S

(
w1q1L + 2w1q2

L2

2
+ 2w2q1

L2

2
+ 4w2q2

L3

3

)
+ p0

(
w1

L2

2
+ w2

L3

3

)
= 0.

It is customary to write this equation in a matrix form as

−{
w1, w2

}
SL

[
1 L
L 4L2/3

]{
q1

q2

}
+

{
w1, w2

}
p0L

2

{
1/2
L/3

}
= 0. (11.24)

The 2 × 2 matrix of stiffness coefficients is called the stiffness matrix, K, and the
array of loading coefficients the load array, Q, which are defined as

K = SL

[
1 L
L 4L2/3

]
, Q = p0L

2

{
1/2
L/3

}
.

The array of degrees of freedom is called the solution array, q, and the array of
arbitrary coefficients the test array, w,

q =
{

q1

q2

}
, w =

{
w1

w2

}
.
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With these definitions, the weak statement, eq. (11.24), takes the following com-
pact form

wT
[
K q −Q

]
= 0. (11.25)

Coefficients w1 and w2 are entirely arbitrary, i.e., can be assigned any value. In par-
ticular, the following choices will be used here: wT =

{
1, 0

}
and wT =

{
0, 1

}
,

leading to {
1, 0

} [
K q −Q

]
= 0,

{
0, 1

} [
K q −Q

]
= 0.

Combining these two equations yields

I
[
K q −Q

]
= 0,

where I is the 2 × 2 identity matrix. Of course, because the identity matrix is never
singular, it can be dropped to yield a set of algebraic equations for the solution array

K q = Q. (11.26)

The solution of this equation is simply q = K−1Q, or

{
q1

q2

}
=

1
SL

[
1 L
L 4L2/3

]−1

p0L
2

{
1/2
L/3

}
,

which yields the solution array as q1 = p0L/S, and q2 = −p0/(2S). Substituting
these coefficients into the assumed solution, eq. (11.21), leads to

ū1 =
p0L

S
x1 − p0

2S
x2

1 =
p0L

2

S

(
η − 1

2
η2

)
,

where η = x1/L is a non-dimensional variable along the beam’s span. As expected,
this solution is identical to that obtained in the previous example 11.8.

Example 11.10. Tapered beam under centrifugal load
In the previous examples, the solutions developed based on the weak statement of
equilibrium are exact solutions. This occurs because the assumed form of the solution
could represent the exact solution. In general, the exact solution is not known, and
the assumed form of the solution cannot represent the exact solution.

Consider a helicopter blade of length L rotating at an angular velocity Ω about
axis ı̄2, as depicted in fig. 11.18. This problem is treated using the classical differen-
tial equation approach in example 5.2 on page 184. The rotor blade is homogeneous
and its cross-section tapers linearly from an area A0 at the root to A1 = A0/2 at the
tip, and hence, its axial stiffness is S = EA(x1) = A0 (1− x1/2L).

For this problem, the weak statement of equilibrium becomes

−
∫ L

0

dw

dx1
S(x1)

dū1

dx1
dx1 +

∫ L

0

wρA(x1)Ω2x1 dx1 = 0.

Introducing the non-dimensional span variable, η = x1/L, then leads to



614 11 Variational and approximate solutions
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Fig. 11.18. A helicopter blade rotating at an angular speed Ω.

−EA0

L

∫ 1

0

w′
(
1− η

2

)
ū′1 dη + ρA0Ω

2L2

∫ 1

0

w

(
η − η2

2

)
dη = 0,

where the notation (·)′ indicates a derivative with respect to η.
An approximate solution for the axial displacement field is assumed in the fol-

lowing simple polynomial form, which satisfies the only geometric boundary condi-
tion of the problem, ū1(0) = 0,

ū1(η) = q1η + q2η
2. (11.27)

Using Galerkin’s method, an identical form is selected for the weighting function,
w(η) = w1η + w2η

2, and the weak statement becomes

−EA0

L

∫ 1

0

(w1 + 2w2η)(1− η

2
)(q1 + 2q2η) dη

+ρA0Ω
2L2

∫ 1

0

(w1η + w2η
2)

(
η − η2

2

)
dη = 0.

After expansion and integration, this expression can be recast into a matrix form
following a procedure similar to that used in example 11.9, leading to

−{
w1, w2

} EA0

L

[
3/4 2/3
2/3 5/6

] {
q1

q2

}
+

{
w1, w2

}
ρA0Ω

2L2

{
5/24
3/20

}
= 0.

As before, it is convenient to define a stiffness matrix, K, and a loading array, Q, as

K =
EA0

L

[
3/4 2/3
2/3 5/6

]
, and Q = ρA0Ω

2L2

{
5/24
3/20

}
.

With these definitions, the weak statement is again in the form of eq. (11.25).
Following the same steps as those detailed in the previous example, the weak

statement then leads to a set of linear equations, eq. (11.26). These can be solved to
yield the solution array

{
q1

q2

}
= K−1Q =

L

EA0

[
3/4 2/3
2/3 5/6

]−1

ρA0Ω
2L2

{
5/24
3/20

}
.

Inverting the 2 × 2 stiffness matrix yields the degrees of freedom as q1 =
53ρΩ2L3/(130E) and q2 = −19ρΩ2L3/(130E). Introducing these coefficients
into the assumed solution, eq. (11.27), leads to
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ū1 =
ρΩ2L3

E

(
53
130

η − 19
130

η2

)
. (11.28)

This solution is clearly different from that obtained based on the strong statement
of equilibrium, eq. (5.27). Indeed, eq. (5.27) is an exact solution of the problem,
whereas eq. (11.28) is an approximate solution. The approximation is introduced by
assuming the form of the solution and weighting function in eq. (11.27).

Clearly, the assumed polynomial form of the solution cannot possibly represent
the exact solution of the problem, eq. (5.27), which involves transcendental func-
tions. Furthermore, the weak statement, eq. (11.14), requires the vanishing of an in-
tegral for all arbitrary choices of the test function, but the two polynomials selected
here to represent the test function cannot possibly represent all arbitrary choices of
this function.

Within the framework of this approximation, the solution process determines the
degrees of freedom, q1 and q2, which provide the “best overall match” with the exact
solution. Detailed mathematical analysis of the solution procedure [8, 9] can be used
to prove that under certain restrictions, the approximate solution does converge to
the exact solution as the number of degrees of freedom increases.

Fig. 11.19. Non-dimensional axial displace-
ment, ū1E/(ρA2

0L
3), versus η. Strong state-

ment of equilibrium: solid line; weak state-
ment: dashed line.
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Fig. 11.20. Non-dimensional axial force,
N1/(ρA0Ω

2L2), versus η. Strong statement
of equilibrium: solid line; weak statement:
dashed line.

Although only two unknown coefficients are used here, it is interesting to note
that the approximate solution is in close agreement with the exact solution, as shown
in fig. 11.19, which depicts the distribution of non-dimensional axial displacement
over the beam’s span. Table 11.1 compares the predictions of the two approaches at
two locations along the span of the blade.

Finally, the axial force in the blade is obtained by introducing eq. (11.28) into
eq. (5.16) to find

N1 =
ρA0Ω

2L2

260
(
106− 129η + 38η2

)
. (11.29)
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Table 11.1. Comparison of the exact and approximate solutions.

ū1E/(ρΩ2L3) ū1E/(ρΩ2L3) N1/(ρA0Ω
2L2) N1/(ρA0Ω

2L2)
η = 0.8 η = 1.0 η = 0.5 η = 0.8

Strong statement 0.2426 0.2601 0.2292 0.0987
Weak statement 0.2326 0.2615 0.1962 0.1043

Error (%) -4.1% 0.54% -14% 5.6%

Figure 11.20 compares the axial forces predicted by the two approaches. This result
is, of course, different from that obtained from the strong statement, eq. (5.28). The
two solutions, however, are in reasonable agreement, as shown in fig. 11.20, which
depicts the distribution of non-dimensional axial force along the span of the blade.
Table 11.1 lists the predictions of the two approaches at two locations along the span
of the blade.

11.3.3 Problems

Problem 11.6. Rotating helicopter blade with tip mass
A helicopter blade of length L and with a tip mass M0 is rotating at an angular velocity Ω
about axis ı̄2, see fig 11.21. The blade is homogeneous and its cross-section linearly tapers
from an area A0 at the root to A1 at the tip so that A(x1) = A0 + (A1 − A0)x1/L. Select
A0 = 2A1. The tip mass M0 = ζρA0L, where ζ = 0.2 and ρ is the material mass density. (1)
Solve the governing differential equations of this problem to find the axial displacement ū(x1)
and the axial load N1(x1). (2) Find an approximate solution for the axial displacement ū1(x1)
using a weak formulation. Select the following forms for the displacement field, ū1(x1) =
q1x1 + q2x

2
1, and weighting function, w(x1) = w1x1 + w2x

2
1. (3) Determine the axial force

N1(x1). (4) On the same graph, plot the non-dimensional displacement fields for the exact
and approximate solutions. (5) On the same graph, plot the non-dimensional axial force for
the exact and approximate solutions. (6) How would you improve the approximate solution?
Hint: A mass M rotating about axis ı̄2 at an angular velocity Ω is subjected to a centrifugal
force Fc = MΩ2r, where r is the distance between the mass and the axis of rotation. Hence,
the helicopter blade is subjected to an axial load per unit span p1(x1) = ρA(x1)Ω

2x1, where
ρ is the material density. In a similar way, the tip mass M0 creates a concentrated tip force
M0Ω

2L.

W

L

A0

M0

A A1 0= /2

i1

i2

Fig. 11.21. A helicopter blade with a tip mass
rotating at an angular speed Ω.

i1

L

r = r /20

r = r0

g

Fig. 11.22. Tapered beam subjected to grav-
ity loads
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Problem 11.7. Tapered beam under gravity load
Consider the tapered beam of circular cross-section subjected to gravity loads, as shown in
fig. 11.22. The root section is of radius r0, whereas the tip section has a radius r0/2. The
radius linearly tapers along the length of the beam, r(x1) = r0[1−x1/(2L)]. The acceleration
of gravity is g, the material Young’s modulus E, and the material density ρ. (1) Solve the
governing differential equations of this problem to find the axial displacement ū(x1) and the
axial load N1(x1). (2) Find an approximate solution of the problem using a weak formulation.
Select the following forms for the displacement field ū1(x1) = q1x1 + q2x

2
1 and test function

w(x1) = w1 x1+w2 x2
1. (3) On the same graph, plot the non-dimensional displacement fields

for the exact and approximate solutions. (4) On the same graph, plot the non-dimensional axial
force for the exact and approximate solutions.

Problem 11.8. Tapered beam with mid-span axial load
Consider the axially loaded beam shown in fig. 11.17, but assume now that the beam is tapered
uniformly from a radius, r0, at x1 = 0 to a radius, r0/2, at the right end, x1 = L. The
concentrated axial load, P1, is applied at x1 = αL. (1) Using the same assumed linear form
for the axial displacement field used in example 11.8, develop an approximate solution for the
axial displacement, ū1(x1) in each portion of the beam. (2) Calculate the axial force, N1, in
each portion of the beam. (3) Determine if equilibrium is satisfied at the load point by this
approximate solution and comment on your results.

11.3.4 The weak form for beams under transverse loads

The differential equation of equilibrium of a cantilever beam subjected to distributed
transverse loading and a concentrated transverse tip load, P2, as shown in fig. 11.23,
is derived in section 5.5.3, and the equilibrium equation is given by eq. (5.39). This
equation holds at all points over the span of the beam, i.e., for 0 ≤ x1 ≤ L.

At the loaded tip of the beam, equilibrium requires the shear force to equal the
applied transverse load, V2(L) = P2, and the bending moment must vanish, M3 = 0.
These three equilibrium requirements are summarized as

d2M3

dx2
1

= p2, for 0 ≤ x1 ≤ L, (11.30a)

V2 = P2, M3 = 0, for x1 = L, (11.30b)

and are known as the strong statement of equilibrium for this problem.

i1

i2

i3

L

p (x )2 1 P2

Fig. 11.23. Beam subjected to transverse loads.

These three equilibrium equations are used to construct the following integral
statement using the sign convention described in section 11.3.1
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−
∫ L

0

w(x1)
[
d2M3

dx2
1

− p2

]
dx1 + w(L) [P2 − V2]L +

dw(L)
dx1

[0−M3]L = 0.

(11.31)
The second boundary equilibrium equation is multiplied by the derivative of the test
function to preserve the dimensionality of the overall equation. If the beam is in
equilibrium, eqs. (11.30) hold, and eq. (11.31) must be satisfied for all arbitrary
functions w(x1).

Next, to reduce or weaken the continuity requirements on the bending moment
distribution and to reveal the boundary conditions, an integration by parts is per-
formed on the first term appearing in the integral

∫ L

0

w(x1)
d2M3

dx2
1

dx1 = −
∫ L

0

dw

dx1

dM3

dx1
dx1 +

[
w

dM3

dx1

]L

0

.

The integration by parts is repeated for the first term on the right-hand side of the
equation and eq. (5.38) is introduced in the boundary term to find

∫ L

0

w(x1)
d2M3

dx2
1

dx1 =
∫ L

0

d2w

dx2
1

M3 dx1 −
[

dw

dx1
M3

]L

0

− [wV2]
L
0 . (11.32)

Introducing this result into eq. (11.31) leads to

−
∫ L

0

d2w

dx2
1

M3 dx1 +
∫ L

0

wp2 dx1 +w(L)P2 +
dw

dx1
(0) M3(0)+w(0)V2(0) = 0.

(11.33)
At the root, the beam is clamped, giving rise to two geometric boundary condi-

tions, ū2(0) = 0 and dū2(0)/dx1 = 0. Since w(x1) is an entirely arbitrary function,
it is possible to choose w(0) = dw/dx1(0) = 0. This choice causes w(x1) to sat-
isfy the geometric boundary conditions and eliminates the root reaction force and
moment from the formulation. This leads to

−
∫ L

0

d2w

dx2
1

M3 dx1 +
∫ L

0

wp2 dx1 + w(L)P2 = 0,

for all arbitrary w(x1) such that w(0) = dw/dx1(0) = 0.

(11.34)

This integral is known as the weak statement of equilibrium. The strong state-
ment, eq. (11.30), implies the weak statement, eq. (11.34). On the other hand, it is
easily shown that the weak statement implies the strong statement. Indeed, the weak
statement implies eq. (11.33), which in turn, implies eq. (11.31) by reversing the in-
tegration by parts processes. Finally, the strong statement of equilibrium is implied
by eq. (11.31) because this equation must hold for all arbitrary choices of the test
function, w(x1).

The above reasoning still holds if different boundary conditions are imposed to
the problem. The test function, or its derivative, must vanish at those locations where
the transverse displacement, or rotation, of the beam are prescribed, respectively.
More generally, the integral appearing in the weak statement must vanish for all test
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functions that satisfy the geometric boundary conditions, i.e., for all arbitrary test
functions that vanish at the points where geometric boundary conditions are applied.
As before, these are also referred to as the essential boundary conditions.

In summary, the strong statement, eq. (11.30), and the weak statement,
eq. (11.34), are two entirely equivalent statements that both express the equilibrium
conditions for the beam under transverse loads.

Simply supported beam under a uniform load

To illustrate the effect of geometric boundary conditions on the weak form state-
ment, consider a simply supported beam subjected to a distributed transverse load
p2(x1) = p0, as depicted in fig 11.24 and treated earlier in example 11.2. The differ-
ential equilibrium equation is still given by eq. (5.39), and the equilibrium conditions
at the ends of the beam are M3(0) = M3(L) = 0.

The following statement is now constructed using the sign convention defined in
section 11.3.1

−
∫ L

0

w(x1)
[
d2M3

dx2
1

− p0

]
dx1 −

[
dw

dx1
M3

]L

0

= 0. (11.35)

that is satisfied for all arbitrary functions, w(x1). The last term is a statement of
moment equilibrium at the ends, i.e., M3(0) = M3(L) = 0, while ū2(0) = ū2(L) =
0 are the geometric boundary conditions.

p0

i2

L

i1

Fig. 11.24. Simply supported beam under a uniform transverse load.

Next, two integrations by parts are performed on the first term appearing in the
integral, and the above statement becomes

−
∫ L

0

d2w

dx2
1

M3 dx1 +
∫ L

0

wp0 dx1 +
[

dw

dx1
M3

]L

0

+ [wV2]
L
0 −

[
dw

dx1
M3

]L

0

= 0.

Since w(x1) is an entirely arbitrary function, it is selected to vanish at the points
where geometric boundary conditions are applied, i.e., w(0) = w(L) = 0, to yield

−
∫ L

0

d2w

dx2
1

M3 dx1 +
∫ L

0

wp0 dx1 = 0,

for all arbitrary w(x1) such that w(0) = w(L) = 0.

This integral is the weak statement of equilibrium for this problem.
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Simply supported beam under a concentrated load

Consider the simply supported beam subjected to a concentrated load, P , applied
at location x1 = αL, as shown in fig. 11.25. When using the classical differential
equation approach, the beam must be split into two portions, one to the left, the
other to the right of the point of application of the concentrated load, as is done
in example 5.5 on page 197. Superscripts (·)L and (·)R will be used to indicate
quantities associated with the left and right portions of the beam, respectively.

i2

i1

aL
P

P
V2

L

V2

R

dx1

M3

L
M3

R

Fig. 11.25. Simply supported beam with one concentrated load.

At the point of application of the concentrated load, two conditions arise, ML
3 =

MR
3 and V R

2 +P−V L
2 = 0, corresponding to moment and vertical force equilibrium

equations of the differential element shown in fig 11.25, respectively. The geometric
boundary conditions of the problem are ū2(0) = ū2(L) = 0.

The strong statement of equilibrium for this problem is

d2ML
3

dx2
1

= 0, for 0 ≤ x1 ≤ αL,

d2MR
3

dx2
1

= 0, for αL ≤ x1 ≤ L.

Equilibrium conditions at the beam’s root and tip are ML
3 = 0 and MR

3 = 0, respec-
tively, and at x1 = αL, ML

3 = MR
3 and V R

2 + P − V L
2 = 0.

The following statement is now constructed,

−
∫ αL

0

w(x1)
[
d2ML

3

dx2
1

]
dx1 −

∫ L

αL

w(x1)
[
d2MR

3

dx2
1

]
dx1

+
dw(αL)

dx1

[
MR

3 −ML
3

]
+ w(αL)

[
V R

2 + P − V L
2

]−
[

dw

dx1
M3

]L

0

= 0.

Each of the bracketed terms represents one the equilibrium equations of the prob-
lem. If the beam is in equilibrium, the above statement is satisfied for all arbitrary
functions, w(x1).

Next, two integrations by parts are performed on the first two integrals to weaken
the continuity requirements on the bending moment distribution and reveal the re-
maining boundary conditions, leading to



11.3 The strong and weak statements of equilibrium 621

−
∫ αL

0

d2w

dx2
1

ML
3 dx1 +

[
dw

dx1
M3

]αL

0

+
[
wV L

2

]αL

0

−
∫ L

αL

d2w

dx2
1

MR
3 dx1 +

[
dw

dx1
M3

]L

αL

+
[
wV R

2

]L

αL

+
dw(αL)

dx1

[
MR

3 −ML
3

]
+ w(αL)

[
V R

2 + P − V L
2

]−
[

dw

dx1
M3

]L

0

= 0.

The first two integrals can be combined and many of the boundary terms cancel out,
leaving the following statement

−
∫ αL

0

d2w

dx2
1

M3 dx1 + w(αL)P − w(0)V L
2 (0) + w(L)V R

2 (L) = 0.

Because w(x1) is an entirely arbitrary function, it can be chosen to satisfy the
geometric boundary conditions, w(0) = w(L) = 0, thereby eliminating the reaction
forces at the two end supports from the formulation. The only remaining terms are

−
∫ L

0

d2w

dx2
1

M3 dx1 + w(αL)P = 0.

This is the weak statement of equilibrium for the problem. In contrast with the strong
statement of equilibrium, it is not necessary to write two distinct statements over
the left and right portions of the beam, because the continuity requirements for the
bending moment distribution have been weakened.

11.3.5 Approximate solutions for beams under transverse loads

Approximate solutions for the transverse displacement field of a beam under trans-
verse loads can be developed from the weak statement of equilibrium in a manner
similar to that used for axially loaded beams in section 11.3.2. Because the objective
is to determine the displacement field, the equilibrium equations must be expressed
first in terms of sectional strains using the sectional constitutive laws, eq. (5.37),
then in terms of transverse displacement using the strain-displacement relationship,
eq. (5.6).

The weak statement of equilibrium, eq. (11.34), applied to the cantilever beam
shown in fig. 11.23 can now be written as

−
∫ L

0

d2w

dx2
1

H33
d2ū2

dx2
1

dx1 +
∫ L

0

wp2 dx1 + w(L)P2 = 0. (11.36)

Because the beam is cantilevered, this integral must vanish for all arbitrary test func-
tions that satisfy the geometric boundary conditions, w(0) = dw(0)/dx1 = 0.

At this point, the continuity requirements on the test function and displacement
field are identical. Whereas the strong statement of equilibrium leads to a fourth order
differential equation for the displacement field, see eq. (5.40), the weak statement
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involves only second order derivatives for both the transverse displacement field and
test functions.

Approximate solutions for the transverse displacement field are constructed as
before,

ū2(x1) =
N∑

i=0

qihi(x1), (11.37)

where the assumed shape functions, hi(x1), must individually satisfy the geometric
boundary conditions. Similarly, the test functions will be approximated as

w(x1) =
N∑

i=0

wigi(x1), (11.38)

where the assumed shape functions, gi(x1), must also individually satisfy the geo-
metric boundary conditions. Otherwise, the two sets of shape functions are unrelated.
In Galerkin’s method, both sets of shape functions are selected to be identical, i.e.,
hi(x1) = gi(x1).

Example 11.11. Simply supported beam under a uniform load
Consider a simply supported, uniform beam of length L subjected to a uniform trans-
verse loading p2(x1) = p0, as depicted in fig. 11.24. The exact solution of this prob-
lem, based on the classical differential equation approach, is presented in example 5.4
on page 196.

An approximate solution of the same problem will now be derived using the weak
statement of equilibrium, eq. (11.36),

−
∫ L

0

d2w

dx2
1

H33
d2ū2

dx2
1

dx1 +
∫ L

0

wp0 dx1 = 0.

This integral must vanish for all test functions that satisfy the geometric boundary
conditions, w(0) = w(L) = 0.

Using Galerkin’s method, the transverse displacement field and test function are
assumed to be of the following respective forms

ū2(x1) = q1 sin
πx1

L
+ q3 sin

3πx1

L
, w(x1) = w1 sin

πx1

L
+ w3 sin

3πx1

L
,

where q1 and q3 are two degrees of freedom, and w1 and w3 two arbitrary coeffi-
cients. The selection of sine functions for the shape functions guarantees the satis-
faction of the geometric boundary conditions of the problem. With these approxima-
tions, the weak statement becomes

−
∫ L

0

[
−w1

(π

L

)2

sin
πx1

L
− w3

(
3π

L

)2

sin
3πx1

L

]

H33

[
−q1

(π

L

)2

sin
πx1

L
− q3

(
3π

L

)2

sin
3πx1

L

]
dx1

+
∫ L

0

p0

(
w1 sin

πx1

L
+ w3 sin

3πx1

L

)
dx1 = 0.
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After expanding, integrating, and using the orthogonality properties of the sine
functions, see eqs. (A.45a), this equation can be recast into a matrix form as

−{
w1, w2

} π4H33

2L3

[
1 0
0 81

]{
q1

q3

}
+

{
w1, w2

} 2p0L

π

{
1

1/3

}
= 0.

If the stiffness matrix, K, and the load array, Q, are defined as

K =
π4H33

2L3

[
1 0
0 81

]
, and Q =

2p0L

π

{
1

1/3

}
,

respectively, the weak statement can again be written in the form of eq. (11.25),
leading to a set of linear equations, eq. (11.26). These can be solved for the solution
array to find {

q1

q3

}
=

2L3

π4H33

[
1 0
0 81

]−1 2p0L

π

{
1

1/3

}
.

The degrees of freedom are then q1 = 4p0L
4/(π5H33) and q3 =

4p0L
4/(243π5H33). Introducing these coefficients into the assumed solution leads

to

ū2 =
4p0L

4

π5H33

(
sin

πx1

L
+

1
243

sin
3πx1

L

)
. (11.39)

This solution is clearly different from that obtained from the classical differential
equation approach, eq. (5.48), which is the exact solution of the problem, whereas
eq. (11.39) is an approximate solution.
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Fig. 11.26. Top figure: transverse displace-
ment ū2; bottom figure: error. Exact solution:
solid line; Approximate solution: dashed line
(case 1), dash-dotted line (case 2).
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Approximate solution: dashed line (case 1),
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Figure 11.26 depicts the distribution of non-dimensional transverse displacement
ū2H33/(p0L

4) over the span of the beam for both exact and approximate solutions.
Two approximate solutions are shown: Case 1 includes only the term sin πx1/L in
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eq. (11.39), whereas Case 2 includes both terms. At the scale of the figure, the ex-
act and approximate solutions are indistinguishable. The lower portion of the figure
shows the discrepancy between the approximate and exact solutions. The excellent
agreement between the various solutions is also apparent in table 11.2.

Table 11.2. Comparison of the exact and approximate solutions at the quarter- and mid-points.

ū2H33/(p0L
4) ū2H33/(p0L

4) M3/(p0L
2) M3/(p0L

2)
η = 0.25 η = 0.5 η = 0.25 η = 0.5

Exact solution 0.009277 0.01302 0.09375 0.125
Approximation (Case 1) 0.009243 0.01307 0.09122 0.129

Relative error -0.4% 0.4% -2.7% 3.2%
Approximation (Case 2) 0.009281 0.01302 0.0946 0.124

Relative error 0.04% -0.03% 0.9% -0.8%

Finally, the bending moment distribution is obtained by introducing eq. (11.39)
into eq. (5.37) to find

M3 = −4p0L
2

π3

(
sin

πx1

L
+

1
27

sin
3πx1

L

)
. (11.40)

Figure 11.27 compares the bending moments predicted by the two approaches. Here
again, excellent agreement is observed between the various solutions, as confirmed
by table 11.2.

11.3.6 Problems

Problem 11.9. Uniformly loaded simply supported beam
Consider a simply supported, uniform beam of length L subjected to a uniform transverse
loading p2(x1) = p0, as depicted previously in fig. 11.24. (1) Solve the governing dif-
ferential equations of this problem to find the transverse displacement ū2(x1), the bend-
ing moment M3(x1), and the shear force V2(x1). (2) Find an approximate solution of the
problem using a weak formulation. Select the following forms for the displacement field
ū2(x1) =

∑N
i=1 qi sin(2i−1)πx1/L and test function w(x1) =

∑N
i=1 wi sin(2i−1)πx1/L.

(3) Plot the exact and approximate transverse displacement fields ū2(x1) on the same plot. For
the approximate solutions use N = 1, 2, 3, 4, and 5. (4) Plot the exact and approximate bend-
ing moments M3(x1) on the same plot. (5) Plot the exact and approximate shear forces V2(x1)
on the same plot.

Problem 11.10. Simply supported beam with concentrated load
Consider a simply supported beam with a concentrated load, P , applied at a point x1 = αL
from the left support as illustrated in fig. 5.23 on page 197. This configuration is solved using
the classical differential equation approach in example 5.5, and the transverse displacement is
found to be given by eq. (5.51). The solution presents a discontinuity in the transverse shear
force, and solutions are developed separately for the portions of the beam to the left and right
of the concentrated load. Using the weak statement, it is possible to develop a single expres-
sion that approximates the deflection over the entire span of the beam, because the continuity
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requirements associated with this approach are lower than those required for the differential
equation approach. (1) Find an approximate solution of the problem using a weak formulation.
Select the following forms for the displacement field ū2(x1) =

∑N
i=1 qi sin iπx1/L and test

function w(x1) =
∑N

i=1 wi sin iπx1/L. (2) On one graph, plot the exact and approximate
transverse displacement fields, Hc

33ū2(x1)/(PL3). For the approximate solutions, use N =
1, 2, 3, 4, and 5. (3) On one graph, plot the exact and approximate bending moment distribu-
tions, M3(x1)/(PL). (4) On one graph, plot the exact and approximate shear force diagrams,
V2(x1)/P .

11.3.7 Equivalence with energy principles

The weak statement of equilibrium developed in the previous sections is equivalent
to the statement of equilibrium cast in the form of the principle of virtual work de-
veloped in chapter 9 and recast in terms of work and energy in chapter 10. This
equivalence will be demonstrated in the following sections. Consequently, it is clear
that all approaches are equally valid, and all lead to effective ways of developing
approximate solutions to structural problems.

The principle of virtual work

The weak statement of equilibrium is introduced in section 11.3.1 through a purely
mathematical process, and consequently, its physical interpretation is not clear at this
point. In particular, this approach is based on the introduction of a test or weighting
function, w(x1), that is entirely arbitrary except that it must satisfy the geometric
boundary conditions for the problem.

To help cast the weak statement of equilibrium in a more physical framework,
the test functions are now interpreted as follows

w(x1) ≡ δu(x1), (11.41)

where the right-hand side can be read as: arbitrary variation in displacement or, us-
ing the concepts introduced in chapter 9, as virtual displacement. The equivalence
stated in eq. (11.41) is purely a matter of notation: the test functions are arbitrary
functions that must satisfy only the geometric boundary conditions, and equivalently,
the virtual displacements defined in section 9.3.4, are arbitrary displacements that
must satisfy only the geometric boundary conditions. The two notations are entirely
equivalent, although virtual displacements afford a more direct physical interpreta-
tion.

In chapter 9, the principle of virtual work for a single particle is introduced by
using an arbitrary fictitious displacement, s, multiplying the strong statement of equi-
librium,

∑
F = 0, to find (

∑
F ) · s = 0, see eq. (9.8). Later in that chapter, the

concept of virtual displacement is introduced by setting s = δu, see eq. (9.13),
leading to a more physical interpretation of the principle of virtual work based on
the concepts of internal and external virtual work. A similar thought process is fol-
lowed here. The weak statement of equilibrium is introduced by using an arbitrary
test function (equivalent to the arbitrary fictitious displacement, s), multiplying the
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strong statement of equilibrium of the problem. The weak statement of equilibrium
is difficult to interpret physically, but by introducing the virtual displacement defined
in eq. (11.41) it will become possible establish the equivalence of the weak statement
of equilibrium with the principle of virtual work.

Beam under axial load

To illustrate this equivalence, the equilibrium of an axially loaded beam examined in
section 11.3.1 will now be recast using virtual displacements rather than weight-
ing functions. Introducing this notation into the weak statement of equilibrium,
eq. (11.14), yields

−
∫ L

0

dδū1

dx1
N1 dx1 +

∫ L

0

δū1p1 dx1 + δū1(L)P1 = 0,

for all arbitrary δū1 satisfying the geometric boundary conditions.
(11.42)

The first integral in this statement can be written as − ∫ L

0
N1δε̄1 dx1 and repre-

sents the internal virtual work, δWI , in a beam subjected to axial loads only, see
eq. (9.79a).

The last two terms in this equation are the product of forces by virtual displace-
ments and hence, are naturally interpreted as virtual work quantities. More specifi-
cally, the last term is the work done by the concentrated tip force, P1, acting through
a virtual displacement, δū1(L). Similarly, the middle term is the work done by
the distributed axial load, p1(x1)dx1, acting through the virtual axial displacement,
δū1(x1); the integral then sums up the virtual work done by the force distributed all
along the beam’s span to find the total virtual work done by the distributed force. The
sum of these two terms defines the virtual work done by the externally applied loads
acting on the beam, and following the notation in chapter 9, it is called the external
virtual work, δWE .

With these interpretations, eq. (11.42) is recast in a more physically meaningful
manner as

δWI + δWE = δW = 0, (11.43)

which is immediately recognized as a restatement of the principal of virtual work.
The principle of work is therefore entirely equivalent to the weak statement of equi-
librium, which in turn, is entirely equivalent to the equilibrium conditions for the
beam.

Beam under transverse load

In a similar manner, a more physical interpretation of the weak statement of equilib-
rium for beams under transverse loads given by eq. (11.34) can be obtained by intro-
ducing virtual transverse displacements, δū2(x1), in place of test functions, w(x1).
This leads to
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−
∫ L

0

d2δū2

dx2
1

M3 dx1 +
∫ L

0

δū2p2 dx1 + δū2(L)P2 = 0,

for all arbitrary δū2 satisfying the geometric boundary conditions.
(11.44)

The first integral in this statement can be written as− ∫ L

0
M3δκ3 dx1 and represents

the internal virtual work, δWI , in a beam subjected to transverse loads only, see
eq. (9.79a).

Using the same reasoning as before, the second and third terms in eq. (11.44)
represent the virtual work done by the applied distributed transverse load, p2, and
concentrated tip load, P2. This is the total work done by the externally applied loads,
δWE .

In summary, eq. (11.44) can now be restated as, δWI + δWE = δW = 0, which
is simply a statement of the principal of virtual work. Although the expressions of
the principle of virtual work for beams under axial and transverse loads, eqs. (11.42)
and (11.44), respectively, are different, their physical interpretation is identical.

Approximate solutions

Approximate solutions for beam problems can be obtained from the principle of
virtual work by following a procedure identical to that used with the weak statement
of equilibrium in section 11.3.2. Consider, for instance, the beam under a uniform
axial load treated in example 11.7. The principal of virtual work can be written for
this problem as

δW = −
∫ L

0

dδū1

dx1
S

dū1

dx1
dx1 +

∫ L

0

δū1(x1)p0 dx1 = 0.

The following forms are then assumed for the solution, ū1(x1), and for the virtual
displacements, δū1(x1),

ū1(x1) = q1x1 + q2x
2
1; δū1(x1) = δq1x1 + δq2x

2
1, (11.45)

where q1 and q2 are two unknown coefficients, and δq1 and δq2 are arbitrary virtual
coefficients since the virtual displacement is itself arbitrary.

These expressions should be compared with eq. (11.21). The only difference is
one of notation: w1 = δq1 and w2 = δq2. The rest of the procedure is identical to
that outlined in section 11.3.4, and identical results are obtained.

A similar approach can also be taken for bending of a beam subjected to trans-
verse loads as treated in section 11.3.5.

11.3.8 The principle of minimum total potential energy

The principle of virtual work is solely a statement of equilibrium. Equations (11.42)
and (11.44) are statements of this principle for beams under axial and transverse
loads, respectively, and do not involve the beam’s sectional strains or stiffness char-
acteristics. Clearly, the principle is unaware of the strain-displacement relationships
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and constitutive laws. These two sets of equations will now be combined with the
principle of virtual work.

Consider an axially loaded beam. Introducing the axial constitutive law,
eq. (5.16), and the axial strain-displacement relationship, eq. (5.6), into eq. (11.42)
yields

−
∫ L

0

d δū1

dx1
S

dū1

dx1
dx1 +

∫ L

0

δū1(x1)p1 dx1 + δū1(L)P1 = 0. (11.46)

The beam is now assumed to be made of a linearly elastic material, resulting in the
sectional constitutive law give by eq. (5.16). Hence, the developments that follow
apply only to linearly elastic materials, whereas the principle of virtual work, which
is equivalent to Newton’s law, is not limited by any such restrictions.

The last two terms in eq. (11.46) can still be interpreted as the virtual work done
by the externally applied loads, whereas the first term is the virtual work done by the
internal axial forces. As observed before, the variational operator, δ, and the deriva-
tive operator, d, commute, and hence, the internal virtual work can be manipulated
as follows

∫ L

0

(
dδū1

dx1

)
S

dū1

dx1
dx1 =

∫ L

0

δ

(
dū1

dx1

)
S

dū1

dx1
dx1

=
∫ L

0

δ

[
1
2

S

(
dū1

dx1

)2
]

dx1 = δ

∫ L

0

1
2
Sε̄21 dx1.

The second equality is the direct result of treating the variational operator, δ,
as a differential operator, and the third equality follows from the definition of the
sectional axial strain, ε̄1, see eq. (5.6). Note that in the third equality, the integral sign
and the variational operator are assumed to commute, by analogy with the differential
operator, which enjoys this property according to Leibnitz’ integral rule.

The quantity 1/2 Sε̄21 is the strain energy density function, a(ε̄1), defined in
eq. (10.34), which represents the elastic energy stored in a deformed differential
slice of the beam, as discussed in section 10.4.1. The total elastic energy stored in
the deformed beam, A(ε̄1), is then found by integrating the strain energy density
function over the beam’s span. The previous equation can now be written as

∫ L

0

δ

(
dū1

dx1

)
S

dū1

dx1
dx1 = δ

∫ L

0

a(ε̄1) dx1 = δA(ε̄1).

Using this result, eq. (11.46) now becomes

δA(ε̄1)− δWE = 0, (11.47)

and is interpreted as follows. A beam is in equilibrium if and only if virtual changes in
the total strain energy equal the virtual work done by the externally applied loads, for
all arbitrary virtual displacements that satisfy the geometric boundary conditions.

An even more compact statement can be obtained if the externally applied loads
are assumed to be conservative and can therefore be derived from a potential,
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p1(x1) = − ∂φ

∂ū1
and P1 = − ∂Ψ

∂ū1
, (11.48)

where φ is the potential of the distributed loads, and Ψ the potential of the concen-
trated load. The virtual work done by the externally applied loads now becomes

∫ L

0

p1 δū1(x1) dx1 + P1δū1(L) = −
∫ L

0

∂φ

∂ū1
δū1(x1) dx1 − ∂Ψ

∂ū1
δū1(L)

= −δ

[∫ L

0

φ dx1 + Ψ

]
= −δΦ,

where Φ is the total potential of the externally applied loads. Introducing this result
in eq. (11.47) yields δA(ε1) + δΦ = 0.

Finally, if the total potential energy, Π , of the system is defined as

Π = A + Φ, (11.49)

it then follows that
δΠ = 0. (11.50)

This result is the statement of the principle of stationary total potential energy
developed in section 10.2 as principle 8. It states: a beam is in equilibrium if and only
virtual changes in the total potential energy vanish for all virtual displacements.

For beams subjected transverse loads, the total potential energy is still given by
eq. (11.49). The strain energy is now due to curvature, and the total strain energy in
the beam is given by eq. (10.39). The total potential of the applied load combines the
potentials of the distributed and concentrated transverse loads as follows

p2(x1) = − ∂φ

∂ū2
; P2 = − ∂Ψ

∂ū2
, (11.51)

respectively. The statement of the principle of stationary total potential energy, prin-
ciple 8, remains unchanged.

11.3.9 Treatment of the boundary conditions

In the weak statement of equilibrium and in the principle of virtual work, the geomet-
ric and natural boundary conditions are treated in a different manner. Test functions
or virtual displacements are introduced, which are required to satisfy the geomet-
ric boundary conditions. On the other hand, the natural boundary conditions are not
mentioned in the statement of these principles.

Although this distinction is generally made in presentations of energy and vari-
ational principles, it is an unnecessary distinction as will be demonstrated in the
following sections through a number of examples. Beams under both axial and trans-
verse loads will be considered.
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Beams under axial loads

Consider a cantilever beam subjected to distributed axial loads, p1(x1), and a con-
centrated axial load, P1, at the free end as depicted in fig 11.28. In section 11.3.1, the
weak statement of equilibrium is formulated for this problem. A similar reasoning
will be presented here; the concept of virtual displacements rather than that of test
functions will be used. Furthermore, the treatment of the boundary conditions will
be fundamentally altered.

i1

i2

L

P1

p (x )1 1R

Fig. 11.28. Simple cantilevered beam.

The equations of equilibrium of the problem are in two parts: the differential
equilibrium condition that holds for all points along the beam’s span, eq. (11.10a),
and the equilibrium conditions that apply at the beam’s boundaries. At the beam’s
tip, eq. (11.10b) states that N1(L) = P1. As indicated in fig. 11.28, a reaction force,
R, acts at the root end of the beam, and equilibrium implies N1(0) = R.

The forces acting at the two ends of the beam are often regarded as being of a
different nature, and distinct names are used for the two types of forces: the root
force, R, is called a reaction force, whereas the tip load, P1, is called an externally
applied load. When it comes to Newton’s law, however, this distinction is irrelevant:
the “sum of the forces must vanish” applies to all forces including reaction forces
and externally applied loads.

Equilibrium is the most fundamental condition in structural analysis, and it must
always be satisfied. The two equilibrium equations, N1(0) = R and N1(L) = P1,
are both correct, and equally important. In view of this discussion, the strong state-
ment of equilibrium is recast as follows,

dN1

dx1
+ p1 = 0, for 0 ≤ x1 ≤ L, (11.52a)

N1 = R, for x1 = 0, (11.52b)
N1 = P1, for x1 = L. (11.52c)

The following integral statement can now be constructed, again using the sign
convention defined in section 11.3.1

∫ L

0

δū1

[
dN1

dx1
+ p1

]
dx1 + δū1(0) [N1 −R]0 − δū1(L) [N1 − P1]L = 0,

where δū1(x1) is an arbitrary virtual displacement field.
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If the beam is in equilibrium, eqs. (11.52) must hold, and therefore the above
equation is satisfied for all arbitrary virtual displacements. Indeed, the three brack-
eted terms are simply the equilibrium equations of the problem.

Next, an integration by parts is performed on the first term appearing in the above
integral, see eq. (11.12), leading to the following statement

−
∫ L

0

δ
dū1

dx1
N1 dx1 +

∫ L

0

δū1p1 dx1 − δū1(0)R + δū1(L)P1 = 0,

for all arbitrary virtual displacements.
(11.53)

As discussed in section 11.3.7, the first integral can be interpreted as the internal
virtual work, δWI , done by the axial force acting within the beam. The last three
terms form the virtual work, δWE , done by the externally applied loads. The integral
is the virtual work done by the distributed load, p1, and the last two terms are the
virtual work done by the root reaction and tip load, respectively.

Clearly, the above statement is, once again, a statement of the principle of vir-
tual work. This new statement should be compared to that given in eq. (11.42). Two
crucial differences can be observed. In eq. (11.53), the virtual work done by the
externally applied forces includes the work done by the root reaction, and the vir-
tual displacements are entirely arbitrary. In contrast, in eq. (11.42), the root reaction
does not appear in the expression for the virtual work done by the externally applied
forces, and the virtual displacements must satisfy the geometric boundary conditions
but are otherwise arbitrary.

The principle of virtual work as stated in eq. (11.53) is more general than that ex-
pressed by eq. (11.42). In eq. (11.53), virtual displacements are entirely arbitrary, and
hence it is always possible to select δū1(0) = 0, i.e., to restrict the virtual displace-
ments to those that satisfy the geometric boundary conditions. The second virtual
work term now vanishes, δū1(0)R = 0, and the principle of virtual work stated by
eq. (11.42) is recovered.

Clearly, the vanishing of the virtual work done by the root reaction force does
by no means imply the vanishing of the reaction force itself. Restricting virtual
displacements to those that satisfy the geometric boundary conditions, i.e., setting
δū1(0) = 0, implies δū1(0)R = 0 although R 6= 0. Restricting the virtual dis-
placements to those that satisfy the geometric boundary conditions does, however,
eliminate the reaction force from the statement of the principle of virtual work be-
cause the virtual work it performs vanishes.

This discussion underlines an important feature of the principle of virtual work
as stated by eq. (11.42): because virtual displacements are restricted to those satis-
fying the geometric boundary conditions, the reaction forces are eliminated from the
statement of the principle. This simplifies the problem because it is no longer neces-
sary to even identify the reaction forces which therefore, do not enter the formulation
of the problem. On the other hand, the principle provides no information about the
reaction forces which are often quantities of primary interest to structural analysts.

At this point in the discussion, the relationship between geometric boundary con-
ditions and reaction forces can be clarified: reaction forces are those arising from the
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enforcement of geometric boundary conditions. At any point on a structure’s outer
surface, it is possible to prescribe either a displacement or an externally applied force.
It is, however, impossible to prescribe both at the same time. If the displacement is
prescribed at a point i.e., a geometric boundary condition is imposed, an unknown
force (the reaction force) will arise at that point. If a force is applied at a point (an
externally applied force), an unknown displacement will arise at that point. The prin-
ciple of virtual work as stated by eq. (11.42) will provide equations to evaluate the
displacements at all points where external forces are applied, but it will yield no
information concerning the reaction forces.

In contrast, the principle of virtual work stated by eq. (11.53) allows the use of
any arbitrary virtual displacements, including those that violate the geometric bound-
ary conditions. The reactions forces, however, must be included the formulation of
the virtual work done by the externally applied loads and the reaction forces should
be treated as externally applied loads.

This view is consistent with Newtonian mechanics: when formulating equilib-
rium equations, no distinction is made between externally applied loads and reaction
forces. Since the principle of virtual work is entirely equivalent to Newton’s law, it
should also treat externally applied loads and reaction forces in identical ways. This
slightly complicates problem formulations because all reaction forces must be prop-
erly identified, and the virtual work they perform must be accurately accounted for
in the statement of the principle. On the other hand, the principle will then provide
the necessary equations to compute these reaction forces.

This discussion mirrors the developments presented in chapter 9, where the use of
kinematically admissible virtual displacements and arbitrary virtual displacements is
contrasted in sections 9.5.3 and 9.5.4, respectively. Kinematically admissible virtual
displacements satisfy the geometric boundary conditions, whereas arbitrary virtual
displacements do not.

Beams under transverse loads

The reasoning presented in the previous section for beams under axial loads will be
repeated here for beam under transverse loads. Consider a cantilevered beam with
a tip support subjected to a uniform transverse load, p0, and a tip moment, QT ,
as depicted in fig. 11.29. In section 11.3.4, the weak statement of equilibrium is
developed for this problem. A very similar reasoning will be presented here, with
special attention devoted to the treatment of the boundary conditions.

i1

i2

L

p0

R
VR

MR QT

Fig. 11.29. Cantilevered beam with a tip support.
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The differential equation of equilibrium of a beam under bending is developed
in section 5.5.3, and the equilibrium equation is given by eq. (5.39). This equation
holds at all points over the span of the beam, i.e., for 0 ≤ x1 ≤ L.

As indicated in fig. 11.29, several reaction forces will also develop. At the beam’s
root, a shear reaction, VR, and a bending moment, MR, will appear, while at the
beam’s tip, a vertical force, R, arises. As expected, each of these forces is associated
with a specific geometric boundary condition. At the beam’s root, the vanishing of
the displacement and rotation generates the reaction shear force, VR, and moment,
MR, respectively, while at the beam’s tip, the vanishing of the vertical displacement
causes the vertical reaction, R. The complete set of equilibrium equations is now

d2M3

dx2
1

= p2, for 0 ≤ x1 ≤ L, (11.54a)

V2 = VR, M3 = MR, for x1 = 0, (11.54b)
V2 = R, M3 = QT , for x1 = L. (11.54c)

Next, the following integral statement is constructed using the sign convention
defined in section 11.3.1
∫ L

0

−δū2

[
d2M3

dx2
1

− p2

]
dx1 + δū2(0) [V2 − VR]0 + δ

(
dū2

dx1

)

0

[M3 −MR]0

− δū2(L) [V2 −R]L − δ

(
dū2

dx1

)

L

[M3 −QT ]L = 0.

where δū2(x1) is an arbitrary virtual displacement field.
If the beam is in equilibrium, eqs. (11.54) must hold, and therefore, the above

equation is satisfied for all arbitrary virtual displacements. Indeed, the five bracketed
terms set equal to zero are simply the equilibrium equations of the problem.

Next, two integrations by parts are performed on the first term appearing in the
above integral, and the δ and d operators are interchanged, see eq. (11.32), leading
to the following statement

−
∫ L

0

δ

(
d2ū2

dx2
1

)
M3 dx1 +

∫ L

0

δū2p2 dx1

−δū2(0)VR − δ

(
dū2

dx1

)

0

MR + δū2(L)R + δ

(
dū2

dx1

)

L

QT = 0,

for all arbitrary virtual displacements.

(11.55)

As discussed in section 11.3.7, the first integral can be interpreted as the virtual
work, δWI , done by the bending moment acting within in the beam. The remaining
five terms form the virtual work, δWE , done by the externally applied loads. The
integral is the virtual work done by the distributed load, p2, and the last four terms
are the virtual work done by the root reaction shear force, root reaction bending
moment, tip reaction and applied tip moment, respectively.
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The above statement once again expresses the principle of virtual work and
should be compared to that given by eq. (11.44). Here again, two crucial differ-
ences are observed. In eq. (11.55), the virtual work done by the externally applied
forces includes the work done by all reaction forces and moments, and the virtual
displacements are entirely arbitrary. In contrast, in eq. (11.44), the reaction forces
and moments do not appear in the expression for the virtual work done by the ex-
ternally applied forces, because the virtual displacements must satisfy the geometric
boundary conditions and are therefore zero at the reaction points.

It is easy to derive statement (11.44) from eq. (11.55). Indeed, in eq. (11.55),
virtual displacements are entirely arbitrary, and hence, it is always possible to select
δū2(0) = δ (dū2(0)/dx1) = δū2(L) = 0, i.e., to restrict the virtual displacements
to those that satisfy the geometric boundary conditions. Introducing these three con-
ditions into eq. (11.55) then leads to statement (11.44).

Restricting the virtual displacements to only those that satisfy the geometric
boundary conditions implies that the reaction forces and moments no longer ap-
pear in the statement of the principle of virtual work, because the virtual work they
performs does vanish.

In summary, the principle of virtual work stated by eq. (11.53) allows the use
of any arbitrary virtual displacements, including those that violate the geometric
boundary conditions. The reactions forces and moments, however, must be included
in the statement of the virtual work done by the externally applied loads, i.e., reaction
forces and moments should be treated as externally applied loads.

Example 11.12. Cantilevered beam with tip support. Case 1
To illustrate the treatment of the boundary conditions discussed in the previous
sections, consider a cantilevered beam with a tip support, subjected to a uniform
transverse load, p0, as depicted in fig. 11.29. The tip moment, QT , will be set
to zero in this example. The geometric boundary conditions for this problem are
ū2(0) = dū2/dx1(0) = ū2(L) = 0. This problem is treated in example 5.11 on
page 205 using the classical differential equation approach.

The principle of virtual work will be used to find an approximate solution of this
problem, starting with the following assumed displacement field

ū2(η) = h1(η)q1+h2(η)q3+h3(η)q3 = η2(1−η)q1+η2(1−η)ηq2+η2q3, (11.56)

where η = x1/L is the non-dimensional variable along the beam’s span. Note that
the first two shape functions, h1 = η2(1− η) and h2 = η2(1− η)η, satisfy all three
boundary conditions, whereas the last shape function, h3 = η2, satisfies the first two,
but not the last, because h3(1) = 1 6= 0. Consequently, the appropriate statement of
the principle of virtual work is

−
∫ L

0

δ

(
d2ū2

dx2
1

)
M3 dx1 +

∫ L

0

δū2p2 dx1 + δū2(L)R = 0.

Because all shape functions satisfy the two geometric boundary conditions at the
beam’s root, the virtual work done by the root reaction force and bending moment
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vanish, and hence, do not appear in the above statement. On the other hand, because
one of the shape functions violates the geometric boundary condition at the beam’s
tip, the virtual work done by the tip reaction force does not vanish and must be
included in the principle.

Introducing the assumed displacement field along with the moment-curvature
expression, M3 = Hc

33ū
′′
2/L2, and using Galerkin’s approach then leads to

− Hc
33

L3

∫ 1

0

[h′′1δq1 + h′′2δq2 + h′′3δq3] [h′′1q1 + h′′2q2 + h′′3q3] dη

+ p0L

∫ 1

0

[
(η2 − η3)δq1 + (η3 − η4)δq2 + η2δq3

]
dη + δq3R = 0.

Introducing the derivatives of the shape functions, h′′1 = 2 − 6η, h′′2 = 6η − 12η2,
and h′′3 = 2, and evaluating all integrals leads to

−{
δq1, δq2, δq3

} Hc
33

L3




4 4 −2
4 24

5 −2
−2 −2 4








q1

q2

q3



+

{
δq1, δq2, δq3

}




p0L/12
p0L/20

p0L/3 + R



 = 0.

Because the virtual displacements are arbitrary coefficients, they can be selected as{
δq1, δq2, δq3

}
=

{
1, 0, 0

}
,
{
δq1, δq2, δq3

}
=

{
0, 1, 0

}
, and

{
δq1, δq2, δq3

}
={

0, 0, 1
}

. The resulting three equations then form a set of linear equations

Hc
33

L3




4 4 −2
4 24

5 −2
−2 −2 4








q1

q2

q3



 =





p0L/12
p0L/20

p0L/3 + R



 . (11.57)

This system is a set of three equations for four unknowns, q1, q2, q3, and the tip
reaction force, R.

At this point it is important to remember that the assumed solution, eq. (11.56),
does not satisfy the geometric boundary condition at the beam’s tip, ū2(1) = q3 6= 0.
In other words, the solution process is not “aware” of the fact that the beam’s tip
deflection must vanish.

To proceed further, the tip boundary condition, i.e., q3 = 0, must now be en-
forced. It then becomes possible to solve the first two equations of system (11.57) to
find q1 = 3p0L

4/(48Hc
33) and q2 = −2p0L

4/(48Hc
33). The transverse displacement

field, eq. (11.56), is found as

ū2 =
1
48

p0L
4

Hc
33

η2(1− η)(3− 2η).

This result matches the exact solution given by eq. (5.61).
Next, the last equation of system (11.57) is solved for the tip reaction force to

yield

R = −p0L

3
− 2

Hc
33

L3
(q1 + q2) = −3p0L

8
,



636 11 Variational and approximate solutions

which matches the exact solution, eq. (5.62). The use of a virtual displacement that
does not satisfy the geometric boundary condition at the beam’s tip provides an ad-
ditional equation that can be solved for the reaction force, R.

As mentioned earlier, at any point along the beam’s span, either displacement
or external force can be prescribed, but not both at the same time. The structure
of system (11.57) reflect this fact: it features three equations linking four variables.
If the tip deflection is prescribed, q3 = 0, and the remaining three variables can
be found, as is done in the previous paragraph. If the tip force is prescribed, R is
a known quantity, and the solution of system (11.57) for q1, q2, and q3, yields the
transverse displacement field as

ū2 =
p0L

4

48Hc
33

η2(1− η)(3− 2η) +
RL3

6Hc
33

η2(3− η).

The first term corresponds to the deflection of the cantilevered beam under the uni-
form load, and the second is that due to the externally applied tip load, R. In this
case, the tip support is not present, and the tip boundary condition is not imposed.

Finally, it should be noted that system (11.57) can also be used to find the re-
sponse of the structure under a prescribed displacement, ∆, at the tip. In this case,
q3 = ∆, and the system is solved for the remaining variables to find the transverse
displacement field

ū2 =
p0L

4

48Hc
33

η2(1− η)(3− 2η) +
∆

2
η2(3− η).

The last equation of system (11.57) is then solved for the reaction force R =
3p0L/8 + 3Hc

33∆/L3.

Example 11.13. Cantilevered beam with tip support. Case 2
Consider a cantilevered beam with a tip support subjected to a uniform transverse
load, p0, as depicted in fig. 11.29. The tip moment, QT , shown in the figure will
again be set to zero in this example. The geometric boundary conditions for this
problem are ū2(0) = dū2/dx1(0) = ū2(L) = 0.

The principle of virtual work will be used to find an approximate solution of
this problem, starting with the following assumed displacement field that is slightly
different from the one used in the previous example

ū2(η) = h1q1 +h2q2 +h3q3 = η2(1−η)q1 +η2(1−η)ηq2 +η(1−η)q3, (11.58)

where η = x1/L is the non-dimensional variable along the beam’s span. Note that
the first two shape functions, h1 = η2(1− η) and h2 = η2(1− η)η, satisfy all three
boundary conditions, whereas the last shape function, h3 = η(1 − η), satisfies the
zero deflection conditions at the beam’s root and tip, but the vanishing of the root
rotation is not satisfied because h′3(0) = 1 6= 0.

An appropriate statement of the principle of virtual work is, therefore,

−
∫ L

0

δ

(
d2ū2

dx2
1

)
M3 dx1 +

∫ L

0

δū2p2 dx1 − δ

(
dū2

dx1

)

0

MR = 0.
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In this case, the virtual work done by the root reaction moment must be included in
the statement of the principle because the third shape function does not satisfy the
zero slope condition at the beam’s root.

Introducing the assumed displacement field and using Galerkin’s approach then
leads to

− Hc
33

L3

∫ 1

0

[h′′1δq1 + h′′2δq2 + h′′3δq3] [h′′1q1 + h′′2q2 + h′′3q3] dη

+ p0L

∫ 1

0

[
(η2 − η3)δq1 + (η3 − η4)δq2 + η(1− η)δq3

]
dη − δq3MR/L = 0.

After introducing the derivatives of the shape functions, h′′1 = 2 − 6η, h′′2 = 6η −
12η2, and h′′3 = −2, and evaluating of all integrals, the following system of equations
is found

Hc
33

L3




4 4 2
4 24

5 2
2 2 4








q1

q2

q3



 =





p0L/12
p0L/20

p0L/6−MR/L



 . (11.59)

This system is a set of three equations for four unknowns, q1, q2, q3, and the root
reaction moment, MR.

The assumed solution, eq. (11.58), does not satisfy one of the geometric bound-
ary conditions at the beam’s root, dū2(0)/dx1 = q3/L 6= 0. To proceed, this root
boundary condition, i.e., q3 = 0, must now be enforced. It then becomes possible
to solve the first two equations of system (11.59) to find q1 = 3p0L

4/(48Hc
33) and

q2 = −2p0L
4/(48Hc

33). Once again, this leads to the exact solution for the trans-
verse displacement field, which is given by eq. (5.61). Finally, the last equation of
system (11.59) is solved for the root reaction moment, to yield

MR =
p0L

2

6
− 2

Hc
33

L3
L(q1 + q2) =

p0L
2

8
.

Elementary statics arguments reveal that this result is exact. Clearly, the use of a
virtual displacement that does not satisfy the rotation geometric boundary condition
at the beam’s root yields an additional equilibrium equation that can be solved for
the root reaction moment, MR.

If the root moment, MR, is assumed to be known, system 11.59 can then be
solved directly for q1, q2, and q3. In this case, the vanishing of the root rotation is not
enforced, and the problem now consists of a beam simply supported at both ends and
subjected to a uniform transverse loading and the root bending moment, MR. The
transverse displacement field is found as

ū2 =
p0L

4

24Hc
33

η(1− η)(1 + η − η2)− MRL2

6Hc
33

η(1− η)(2− η).

The first term corresponds to the deflection of the simply supported beam under the
uniform load, see eq. (5.48), and the second is that due to the externally applied root
moment, MR.
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11.3.10 Summary

Equilibrium formulations

The three equilibrium formulations derived thus far all express the equilibrium con-
ditions for a beam because all are derived from the weak statement of equilibrium.
However, these formulations are not all equivalent.

The weak statement of equilibrium and the principle of virtual work are entirely
equivalent to Newton’s law and express the equilibrium conditions for the beam;
they provide no information about either constitutive laws or strain-displacement re-
lationships. Newton’s law expresses the vanishing of all forces and moments acting
on each differential element of the structure, and so do the weak statement of equi-
librium and the principle of virtual work. Because Newton’s law always applies to
any structure, so do the weak statement of equilibrium and the principle of virtual
work.

The principle of minimum total potential energy is the third statement of equi-
librium, but both constitutive laws and strain-displacement relationships are incorpo-
rated into this principle. The principle can be expressed in a single, concise statement
that encapsulates the three groups of equations required for the solution of structural
problems. It is, however, important to note that two fundamental assumptions are
made in the derivation of this principle and restrict its applicability. First, the ex-
istence of a strain energy density function is assumed and second, the externally
applied loads are assumed to be conservative. These two assumptions are discussed
in section 10.2. A hybrid form, principle 10, is useful when a strain energy function
exists but applied loads are nonconservative and therefore cannot be derived from a
potential.

Variational operator

In making the connection between the weak statement of equilibrium and the princi-
ple of virtual work, the variational operator, δ, is introduced, and several properties of
the this operator are used in this section. Clearly, this operator can be used in much
the same way as the differential operator, d, although its physical interpretation is
quite different. Using the variational operator, virtual displacements are introduced
in eq. (11.41) as being simply equivalent to arbitrary functions. A formal mathemat-
ical treatment of the variational operator can be found in several textbooks [6, 5] and
is beyond the scope of this book.

11.4 Formal procedures for the derivation of approximate
solutions

The examples presented in the previous sections demonstrate that approximate solu-
tions of structural problem can be derived from either the weak statement of equi-
librium, the principle of virtual work, or the principle of minimum total potential
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energy. To extend this approach to more complex structures, a formal procedure for
constructing approximate solutions based on these concepts is now introduced.

Approximate solutions are generally implemented in computer programs, and
for this reason, it will be convenient to recast all quantities in the form of arrays or
matrices to enable the systematic use of linear algebra methods.

After presentation of the basic approximation approach, procedures based on the
principle of virtual work and principle of minimum total potential energy will then
be described separately.

11.4.1 Basic approximations

The problem of a beam under axial loads will be used once again to illustrate the
process. The first step of the solution procedure is to assume the displacements and
virtual displacements fields to be of the following forms

ū1(x1) =
N∑

i=1

hi(x1)qi, (11.60a)

δū1(x1) =
N∑

i=1

gi(x1)wi, (11.60b)

respectively, where the coefficients qi, i = 1, 2, . . . , N , are unknown coefficients,
often called degrees of freedom, which determine the solution of the problem, and the
coefficients wi, i = 1, 2, . . . , N , a set of arbitrary coefficients reflecting the arbitrary
nature of the virtual displacements.

Functions hi(x1) and gi(x1) are sets of arbitrary functions called shape func-
tions, each of which must satisfy the geometric boundary conditions of the problem.
Polynomials or trigonometric functions can be selected as shape functions; transcen-
dental functions can also be used as long as they form a set of linearly independent
functions that each satisfy the geometric boundary conditions.

In Galerkin’s approach, the same shape functions are selected for both displace-
ments and virtual displacements, i.e., hi(x1) = gi(x1). Although this is a common
and convenient choice, it is not required by any of the approaches.

Equation (11.60a) represents an approximate solution of the problem because
it combines a finite number, N , of preselected shape functions. Each coefficient,
qi, indicates how much the corresponding shape function contributes to the final
solution; hence, these coefficients are also called participation factors. If a complete
series of shape functions is selected, the approximate solution should converge to the
exact solution as an increasing number of shape functions is used. The finite series
limit in eq. (11.60a) reduces the number of degrees of freedom from infinity to N
and results in an approximate solution. The same remarks can be made about the
assumed form of the virtual or test displacements, eq. (11.60b).

All three principles considered here require an integral statement to hold “for
all arbitrary choices of the virtual displacements that satisfy the geometric bound-
ary conditions.” This calls for virtual displacements or test functions involving an
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infinite number of degrees of freedom: “for all arbitrary choices” clearly means
“for an infinite number of arbitrary choices.” Here again, the assumption implied
by eq. (11.60b) reduces the number of choices for the virtual displacements from in-
finity to N ; hence, “for all arbitrary choices” is replaced by “for N arbitrary choices.”

It is convenient to recast the expressions for the assumed displacements and vir-
tual displacements, eqs. (11.60), into a matrix form as

ū1(x1) = HT (x1)q; and δū1(x1) = HT (x1)w, (11.61)

where q =
{
q1, q2, · · · , qN

}T
is an array of size N that stores the participation fac-

tors, and w =
{
w1, w2, · · · , wN

}T an array of arbitrary coefficients. The assumed
displacements and virtual or test displacements are scalar quantities expressed as the
scalar product of a row and a column array. The displacement interpolation array,
H(x1), also of size N , stores the selected shape functions,

H =
{
h1(x1), h2(x1), h3(x1), · · · , hN (x1)

}T
. (11.62)

When using Galerkin’s approach, identical shape functions are chosen for both dis-
placements and virtual displacements, leading to identical interpolation arrays for
both quantities.

Next, the assumed displacements are introduced in the strain-displacement rela-
tionship for a beam under axial load, eq. (5.6), to find the corresponding axial strain
distribution

ε̄1(x1) =
∂ū1

∂x1
=

∂

∂x1
HT (x1) q = BT (x1) q. (11.63)

The strain interpolation array of size N is defined as

B(x1) =
{

dh1

dx1
,

dh2

dx1
,

dh3

dx1
, · · · ,

dhN

dx1

}T

, (11.64)

The virtual strains can be written in a similar manner as

δε̄1(x1) = δ

(
dū1

dx1

)
=

d
dx1

δū1 = BT (x1) w. (11.65)

11.4.2 Principle of virtual work

All terms appearing in the principle of virtual work are virtual work quantities ex-
pressed as the product of forces by virtual displacements or stresses by virtual strains.
In the present formalism, the virtual work is expressed as the scalar product of a
row, representing forces, and a column, representing virtual displacements, i.e., FT d,
where F and d represent the force and virtual displacement array, respectively. The
factors of a scalar product commute, and the virtual work can be expressed as either
FT d or as (FT d)T = dT F .
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Beam under axial load

Consider a beam under axial loads and the corresponding statement of the principle
of virtual work given by eq. (11.42), repeated here for reference

−
∫ L

0

N1δε̄ dx1 +
∫ L

0

δū1(x1)p1 dx1 + δū1(L)P1 = 0.

Introducing the approximations presented in the previous section, and using the ap-
propriate constitutive law, N1 = Sε̄1, leads to

−
∫ L

0

(
BT w

)T
S

(
BT q

)
dx1 +

∫ L

0

(
HT w

)T
p1 dx1 +

(
HT (L)w

)T
P1

= −
∫ L

0

wT BSBT q dx1 +
∫ L

0

wT H p1 dx1 + wT H(L) P1 = 0,

where each term in this expression evaluates to a scalar, as expected.
The arrays of coefficients, q and w, do not depend on variable x1 and can be

extracted from the integrals, to yield

−wT

[∫ L

0

BSBT dx1

]
q + wT

[∫ L

0

Hp1 dx1

]
+ wT H(L)P1 = 0. (11.66)

To simplify the above equation, two important quantities are defined. First, the
stiffness matrix, which is the bracketed matrix in the first term of the equation, is
defined as

K =
∫ L

0

B(x1)S(x1)BT (x1) dx1, (11.67)

and is of size N × N . Each entry of the stiffness matrix is an average of the axial
stiffness distribution weighted by a product of the strain interpolation array. For a
given choice of the shape functions, each entry of the stiffness matrix can be obtained
by integration along the beam’s span. Moreover, the stiffness matrix is symmetric,
KT = K.

Second, the load array of size N is defined as

Q =
∫ L

0

H(x1)p1(x1) dx1 + H(L)P1. (11.68)

Here again, for a given choice of the shape functions, the entries of the load array can
be obtained by integration along the beam’s span. Each entry of the load array corre-
sponds to an average of the applied load distribution weighted by the displacement
interpolation array.

With these two definitions, eq. (11.66) can be recast in a compact form as

wT
[
K q −Q

]
= 0. (11.69)
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Because the N entries of the array of arbitrary coefficients, w, can be selected at will,
N convenient choices will be used: w =

{
1, 0, 0, · · · , 0

}T , w =
{
0, 1, 0, · · · , 0

}T ,

w =
{
0, 0, 1, · · · , 0

}T , · · · , and finally w =
{
0, 0, 0, · · · , 1

}T . Each new choice
gives rise to a new equation, and this collection of N equations can be written as

I
[
K q −Q

]
= 0,

where I is the N ×N identity matrix. Because the identity matrix is never singular,
N algebraic equations for the solution array are obtained

K q = Q. (11.70)

This equation expresses the relationship between the externally applied loads
represented by the load array, Q, and the resulting structural displacements repre-
sented by the solution array, q. Because the structure is assumed to behave in a linear
manner, a linear relationship exists between the applied loads and the resulting dis-
placements. In the present linear algebra formalism, this proportionality takes the
form of set of linear equations.

The solution of the above set of equations is q = K−1Q. Once the solution array
is found, the displacement field follows from eq. (11.60a). Next, the strain field is
evaluated with the help of eq. (11.63), and finally, the constitutive law, N1 = Sε̄1,
yields the internal force.

The general solution procedure using the principle of virtual work can be sum-
marized by the following steps,

1. Select a set of N shapes functions that satisfy the geometric boundary condi-
tions.

2. Construct the displacement interpolation array, eq. (11.62), and strain interpola-
tion array, eq. (11.64).

3. Compute the stiffness matrix according to eq. (11.67) and load array from
eq. (11.68).

4. Solve the set of N simultaneous linear equations, K q = Q, for the solution
array, q.

5. Determine the strain distribution from eq. (11.63), and the internal forces from
the constitutive law, eq. (5.16).

From a mathematical standpoint, this procedure involves the following types of
operation: integrations over the beam’s span for evaluating the stiffness matrix and
load array, the solution of a set of linear algebraic equations to obtain the solution
array, and linear algebra operations for the determination of the strain and internal
force distributions. Of course, the process becomes increasingly tedious as the num-
ber of degrees of freedom increases. All the required operations, however, are easily
performed on computers using numerical integration procedures for the evaluation
of the stiffness matrix and load array, and standard linear algebra software packages
for all remaining operations. This makes such methods very attractive for implemen-
tation on a computer.
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Beam under transverse load

A process nearly identical to that presented above can be developed for beams sub-
jected to transverse loads. To start, specific forms for the transverse displacements
and virtual displacements fields are assumed to be in the following form

ū2(x1) =
N∑

i=1

hi(x1)qi; and δū2(x1) =
N∑

i=1

hi(x1)wi. (11.71)

The displacement field can then be expressed as ū2(x1) = HT (x1)q, where the
displacement interpolation array is given by eq. (11.62). Next, the curvatures are
computed from eq. (5.6) to find κ3 = BT (x1)q where the curvature interpolation
array is

B(x1) =
{

d2h1

dx2
1

,
d2h2

dx2
1

,
d2h3

dx2
1

, · · · d2hN

dx2
1

}T

. (11.72)

The rest of the procedure mirrors that presented above for the beam under axial
load with the stiffness matrix and load array defined as

K =
∫ L

0

B(x1)H33(x1)BT (x1) dx1, (11.73)

and

Q =
∫ L

0

H(x1)p2(x1) dx1 + H(L)P2, (11.74)

respectively.
It is interesting to note that the entire solution process can be automated once

the particular shape functions have been selected. For instance, example 11.7 is
an axial load problem and is characterized by a displacement interpolation ar-
ray H(x1) =

{
x1, x2

1

}T
and corresponding strain interpolation array B(x1) ={

1, 2x1

}T
. On the other hand, example 11.11 is a transverse load (bending) problem

with corresponding quantities H(x1) =
{
sin πx1/L, sin 3πx1/L

}T
and B(x1) =

−(π/L)2
{
sin πx1/L, 9 sin 3πx1/L

}T
. The remaining solution steps are identical

for both problems.

11.4.3 The principle of minimum total potential energy

A formal solution procedure can also be developed based on the principle of min-
imum total potential energy to obtain approximate solutions of structural problem.
The methodology closely mirrors that used in conjunction with the principle of vir-
tual work for axially loaded beams and for beams under transverse loads.

Axially loaded beams will be considered first. The first step of the solution pro-
cedure is to assume a specific form for the displacement field
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ū1(x1) =
N∑

i=1

hi(x1) qi = HT q.

Next, the strains are expressed in terms of the assumed displacements, resulting in
eq. (11.63), with the strain interpolation array defined in eq. (11.64). Using these, the
total strain energy in the beam can now be written as

A(ε̄1) =
1
2

∫ L

0

Sε̄21 dx1 =
1
2

∫ L

0

S(BT q)T (BT q)dx1

=
1
2

qT

[∫ L

0

S B BT dx1

]
q =

1
2

qT K q,

(11.75)

where the stiffness matrix is identical to that defined in eq. (11.67).
Next, the total potential of the externally applied loads becomes

Φ =
∫ L

0

φ dx1 + Ψ = −
[∫ L

0

HT (x1)p1(x1) dx1

]
q −HT (L)P1q = −QT q.

(11.76)
Here again, the load array, Q, is the same as that found earlier, eq. (11.68). The total
potential energy of the system, Π = A + Φ, can now be written as

Π(q) =
1
2

qT K q −QT q. (11.77)

According to the principle of stationary total potential energy, principle 8, ex-
pressed by eq. (10.17), the derivatives of the total potential energy with respect to
the degrees of freedom, q, must vanish, leading to

∂Π

∂q
=

∂

∂q

(
1
2

qT K q −QT q

)
= K q −Q = 0. (11.78)

where eqs. (A.29) and (A.27) are used to compute the derivatives of the strain en-
ergy and potential of the externally applied loads, respectively. The final equilibrium
equations of the problem are

K q −Q = 0. (11.79)

The general solution procedure using the principle of minimum total potential
energy can be summarized by the following steps.

1. Select N shapes functions that satisfy the geometric boundary conditions.
2. Construct the displacement interpolation array, eq. (11.62), and strain interpola-

tion array, eq. (11.64).
3. Compute the stiffness matrix according to eq. (11.67) and load array from

eq. (11.68).
4. Compute the total potential of the externally applied loads, Φ(q) = −qT Q,

where the load array, Q, is given by eq. (11.68).
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5. Solve the set of N simultaneous linear equations, K q = Q, for the solution
array, q.

6. Determine the strain distribution from eq. (11.63), and the internal forces from
the constitutive law, eq. (5.16).

Clearly, the solution procedures based on the principle of virtual work and prin-
ciple of minimum total potential energy are closely related. Although the physical
interpretation of the intermediate quantities is different, the major elements of the
two procedures, the stiffness matrix and load array, are identical, and so are the final
solutions.

The general method presented here for beams under axial loads can be readily
applied to beams subjected to transverse loads by using the appropriate expressions
for the stiffness matrix, eq. (11.73), and load array, eq. (11.74).

When the structural system to be analyzed comprises several elastic components,
such as beams and springs, the strain energies of the various elastic elements are
simply added together to find the total strain energy. This additive property of strain
energy is one of the key simplifications inherent to variational and energy methods.

Consider, for instance, a cantilevered beam with a spring of stiffness constant k
connected to the ground at location x1 = αL. The elastic components of the system
are the beam and spring, and the total strain energy can be written as

A =
1
2

∫ L

0

H33

(
d2ū2

dx2
1

)2

dx1 +
1
2

kū2
2(αL),

where the first term corresponds to the strain energy stored in the beam, and the
second represents that stored in the spring. The stiffness matrix is now K = K

b
+K

s
,

where K
b

is associated with the strain energy of the beam and Ks with that stored
in the spring. Matrix K

b
is given by eq. (11.73), and the strain energy in the spring

gives rise to K
s

1
2

k ū2
2(αL) =

1
2
k(HT (αL)q)T (HT (αL)q)

=
1
2

qT
[
H(αL)kHT (αL)

]
q =

1
2

qT K
s

q.

Several examples will now be used to illustrate the formal solution procedure for
beams under transverse loading.

Example 11.14. Simply supported beam with two elastic spring supports
Figure 5.31 on page 208 depicts a simply supported beam of span L supported by
two spring of stiffness constant k located at stations x1 = αL and (1 − α)L, and
subjected to a uniform transverse loading p0. The exact solution of this problem
is obtained using the classical differential equation approach in example 5.13 on
page 208. This problem will now be analyzed with the principle of minimum total
potential energy.

The system under consideration consists of an elastic beam and two elastic
spring. The strain energy for beam in bending is given by eq. (10.39), and the strain
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energy for the springs is As = 1/2 kū2
2(αL)+1/2 kū2

2[(1−α)L]. The strain energy
for the entire system is then the sum to the strain energies for the various components
of the system

A =
1
2

∫ L

0

Hc
33

(
d2ū2

dx2
1

)2

dx1 +
1
2
kū2

2(αL) +
1
2
kū2

2((1− α)L).

Next, the displacement interpolation array is selected as

H =
{
sin πη, sin 3πη, sin 5πη

}T
,

where η = x1/L is a non-dimensional span variable. The shape functions each sat-
isfy the geometric boundary conditions hi(0) = hi(1) = 0.

The corresponding strain interpolation array becomes

B = −π2
{
sin πη, 32 sin 3πη, 52 sin 5πη

}T
.

and the stiffness matrix for the beam is then

K
b

=
Hc

33

L3

∫ 1

0

B(η)BT (η) dη =
Hc

33π
4

2L3




1 0 0
0 34 0
0 0 54


 (11.80)

The stiffness matrix associated with the springs is

K
s

=k H(α) HT (α) + k H(1− α)HT (1− α)

=2k




sin2 πα sin πα sin 3πα sin πα sin 5πα
sin 3πα sin πα sin2 3πα sin 3πα sin 5πα
sin 5πα sin πα sin 5πα sin 3πα sin2 5πα


 .

Finally, the stiffness matrix for the entire structure, K = K
b
+ K

s
, becomes

K =
Hc

33

L3




π4/2 + 2k̄ sin2 πα 2k̄ sin πα sin 3πα 2k̄ sin πα sin 5πα
2k̄ sin 3πα sin πα 34π4/2 + 2k̄ sin2 3πα 2k̄ sin 3πα sin 5πα
2k̄ sin 5πα sin πα 2k̄ sin 5πα sin 3πα 54π4/2 + 2k̄ sin2 5πα


 ,

where k̄ = kL3/Hc
33 is the non-dimensional spring stiffness constant.

Next, the load array associated with the uniform transverse load is computed as

Q = p0L

∫ 1

0

H(η) dη =
2p0L

π

{
1, 1/3, 1/5

}T
.

The solution of this problem is obtained by solving the linear set of equations
K q = Q to find the solution array. This step is most easily performed numerically
because the inversion of the 3 × 3 stiffness matrix is a rather arduous task to do by
hand.

If a single shape function is selected, i.e., if H =
{
sin πη

}T
, then q and Q

contain only a single term and K is a 1× 1 matrix leading to
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q1 =
p0L

4

Hc
33

2
π(π4/2 + 2k̄ sin2 πα)

.

The exact solution of the problem, given by eq. (5.65), will now be com-
pared with this approximate solution. Three cases, denoted cases 1, 2, and 3 cor-
respond to the following displacement interpolation arrays: H =

{
sin πη

}T , H ={
sin πη, sin 3πη

}T , and H =
{
sin πη, sin 3πη, sin 5πη

}T , respectively.
Figure 11.30 shows the non-dimensional transverse displacement ū2H

c
33/(p0L

4)
for the exact and approximate solutions with the following choice of the parameters:
α = 0.3 and k̄ = 104. Due to the symmetry of the problem, the solution is presented
over a half-span only. Excellent correlation is observed between the exact and ap-
proximate solutions. At the scale of the figure, the predictions for cases 2 and 3 are
in close agreement with the exact solution. Table 11.3 quantifies the observed errors
for the various approximations.
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Fig. 11.30. Transverse displacement ū2H
c
33/(p0L

4) for the exact and approximate solutions
versus non-dimensional span. Exact solution: solid line; approximate solution case 1: dashed
line, case 2: dash-dotted line, case 3: dotted line.

The exact distribution of bending moment is given by eq. (5.66), and fig. 11.31
depicts the non-dimensional bending moment M3/(p0L

2) for the various solutions.
Note that the exact solution presents a cusp at η = 0.3. This feature is not reproduced
by the approximate solutions that consist of a sum of smooth functions. As the num-
ber of degrees of freedom increases, the quality of the approximation improves, as
detailed in table 11.3. The errors in bending moment predictions are much larger
than those observed for the transverse displacements.

Finally, fig. 11.32 shows the non-dimensional shear force V2/(p0L) for the exact
solution, eq. (5.67), and the approximate solutions. The exact shear force distribu-
tion presents a discontinuity at η = 0.3 corresponding to the concentrated force
the spring applies to the beam. Here again, this feature cannot be reproduced by
the approximate solutions that consist of a sum of smooth functions. As the number
of degrees of freedom increases, the approximate solution converges to shear force
value corresponding to the average of the exact shear forces to the left and right of
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Table 11.3. Comparison of the exact and approximate solutions.

Exact Case 1 Case 2 Case 3
solution error error error

Transverse displacement [10−05]
η = 0.15 5.6351 3.9% -0.50% -0.050%
η = 0.30 3.9068 0.03% 0.003% 0.0001%
η = 0.45 11.882 -2.6% -0.3% -0.08%

Bending moment [10−03]
η = 0.15 -5.1476 -1.9% -7.5% 3.6%
η = 0.30 12.205 -42.% -19.% -14.%
η = 0.45 -6.5452 6.1% -3.6% 2.4%

Shearing force [10−02]
η = 0.15 -4.0683 64.% -4.9% 5.7%
η = 0.30 0.9320 -160.% 14.% 35.%
η = 0.45 5.000 95.% 6.9% 9.75%

η

Fig. 11.31. Bending moment M3/(p0L
2) for

the exact and approximate solutions versus
non-dimensional span. Exact solution: solid
line; approximate solution case 1: dashed
line, case 2: dash-dotted line, case 3: dotted
line.

η

Fig. 11.32. Shear force V2/(p0L) for the ex-
act and approximate solutions versus non-
dimensional span. Exact solution: solid line;
approximate solution case 1: dashed line,
case 2: dash-dotted line, case 3: dotted line.

the discontinuity. This convergence, however, is quite slow, as detailed in table 11.3.
The larger errors observed in the predictions of bending moments and shear forces
are expected since these quantities are obtained from higher order derivatives of the
approximate displacement field.

Example 11.15. Simply supported beam on an elastic foundation
Consider a simply supported beam of length L subjected to a uniform transverse
load p0 and supported by an elastic foundation of distributed stiffness constant k, as
depicted in fig. 5.32 on page 209. The exact solution of the problem, obtained from
the classical differential approach, is presented in example 5.14 on page 209.

The strain energy for the complete system is
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A = Ab + Aef =
1
2

∫ L

0

Hc
33

(
d2ū2

dx2
1

)2

dx1 +
1
2

∫ L

0

kū2
2(x1) dx1.

where the first term is the strain energy in the beam due to bending given by
eq. (10.39), and the second term is the strain energy in the elastic foundation.

Here again, the displacement interpolation array is selected as H ={
sin πη, sin 3πη, sin 5πη

}T , where η is the non-dimensional variable along the
beam’s span. Note that each of the shape functions satisfies the geometric bound-
ary conditions, hi(0) = hi(1) = 0. The corresponding strain interpolation array
becomes B = −π2

[
sin πη, 32 sin 3πη, 52 sin 5πη

]T
.

The beam’s stiffness matrix is identical to that found in the previous example,
see eq. (11.80), and the stiffness matrix associated with the elastic foundation is

K
ef

=
∫ L

0

k(HT q)T (HT q)dx1 = kL

∫ 1

0

H(η)HT (η) dη =
kL

2




1 0 0
0 1 0
0 0 1


 .

The stiffness matrix for the entire structure is now

K = K
b
+ K

ef
=

Hc
33

L3

1
2




π4 + k̄ 0 0
0 34π4 + k̄ 0
0 0 54π4 + k̄


 ,

where k̄ = kL4/Hc
33 is the non-dimensional stiffness constant of the elastic founda-

tion and expresses this relative to the bending stiffness.
Next, the load array associated with the uniform transverse load is found as

Q = p0L

∫ 1

0

H(η) dη =
2p0L

π

{
1, 1/3, 1/5

}T
.

The solution of the problem is then obtained by solving the linear set of equations
K q = Q. The solution for the transverse displacement is

ū2(η) =
4
π

p0L
4

Hc
33

[
sin πη

π4 + k̄
+

sin 3πη

3(34π4 + k̄)
+

sin 5πη

5(54π4 + k̄)

]
.

The exact solution of the problem, given by eq. (5.71), will now be com-
pared with the above approximate solution. Case 1 and 2, corresponding to
the displacement interpolation arrays H =

{
sin πη, sin 3πη

}T
, and H ={

sin πη, sin 3πη, sin 5πη
}T

, respectively, will be examined. Figure 11.33 shows the
non-dimensional transverse displacement, ū2H

c
33/(p0L

4), for the exact and approx-
imate solutions when k̄ = 8 × 103. Good correlation is observed and quantitative
results are listed in table 11.4.

The exact distribution of bending moment is given by eq. (5.72), and fig. 11.34
depicts the non-dimensional bending moment, M3/(p0L

2), for the various solutions.
Here again, the errors in bending moment predictions are much larger than those ob-
served for those of the transverse displacement. As the number of degrees of freedom
increases, the quality of the approximation improves, as shown in table 11.4.
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Fig. 11.33. Transverse displacement
ū2H

c
33/(p0L

4) for the exact and approxi-
mate solutions versus non-dimensional span.
Exact solution: solid line; approximate solu-
tion case 1: dashed line, case 2: dash-dotted
line.
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Fig. 11.34. Bending moment M3/(p0L
2) for

the exact and approximate solutions versus
non-dimensional span. Exact solution: solid
line; approximate solution case 1: dashed
line, case 2: dash-dotted line.

Table 11.4. Comparison of the exact and approximate solutions.

Exact Case 1 Case 2
solution error error

Transverse displacement
η = 0.50 1.3364× 10−4 -2.3% 0.4%

Bending moment
η = 0.10 −3.5381× 10−3 -32.% -6.4%

11.4.4 Problems

Problem 11.11. Cantilever with nonuniform bending stiffness
Consider the cantilevered beam subjected to a tip load P as shown in fig. 11.35. The bending
stiffness of the beam’s left half is 3H0, while that of the right half is H0, as shown in the
figure. Develop an approximate solution for the transverse deflection of the entire beam using
the principle of minimum total potential energy with a two-term polynomial. Compare your
solution at the tip with the exact solution computed using the unit load method.

Problem 11.12. Simply-supported beam with nonuniform bending stiffness
Consider the cantilever beam shown in fig. 11.35 but now assume that both ends are simply
supported instead. The bending stiffness of the beam’s right half is H0 while that of the left
half is βH0 where β = 3. Develop an approximate solution for the transverse deflection
of the entire beam using the principle of minimum total potential energy with a two-term
trigonometric approximate solution. Compare your solution at the mid-span with the exact
solution computed using the unit load method.

Problem 11.13. Simply-supported beam with two mid-span springs
A simply supported beam of span L is supported by two spring of stiffness k located at sta-
tions x1 = αL and (1−α)L, and is subjected to a uniform transverse loading p0, as depicted
in fig. 11.36. (1) Find the exact solution of the problem from the solution of the governing
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i2

i13H0 H0

L L

P

Fig. 11.35. Cantilevered beam with nonuni-
form bending stiffness.

i1

i2

p0

aL aL
k k

Fig. 11.36. Simply supported beam with two
mid-span springs.

differential equation and associated boundary conditions. (2) Find approximate displacement
solutions for the problem using the principle of minimum total potential energy with the fol-
lowing assumed shape functions: hi(x1) = sin(2i−1)πx1/L. Construct 5 separate solutions
for n = 1, 2, 3 term approximations. (3) On a single graph, plot the exact solution and the 3
approximate solutions. Also construct a single plot of the error in maximum displacement for
each of the 3 cases. Use k̄ = kL3/Hc

33 = 104 and α = 0.3. (4) Find the bending moment
distribution for each of the approximate solutions. On a single graph, plot the exact solution
and the approximate solutions. Also construct a single plot of the error in maximum bending
moment for each of the 3 cases. (5) Check the overall equilibrium of the problem for both the
exact and approximate solutions. In view of the symmetry of the problem, overall equilibrium
implies p0L = 2R + 2kū2(L/3), where R is the reaction at either end of the beam, and
kū2(L/3) the force either elastic spring. Comment on your results. (6) Based on a simple
free body diagram, show that for the exact solution the shear force presents a discontinuity at
the elastic springs. What happens in your approximate solution? Comment and explain your
results. On a single graph, plot the exact solution and the approximate shear force distribution.
Quantify the error in maximum bending moment as the number of terms in the approximate
solution increases.

Problem 11.14. Simply-supported beam with two mid-span springs
Consider a simply supported, uniform beam of length L with two end point torsional springs of
stiffness k1 and a mid-span spring of stiffness k2. The beam, shown in fig. 11.37, is subjected
to a uniform transverse loading p2(x1) = p0. (1) Solve the governing differential equations
of this problem to find the transverse displacement ū2(x1), the bending moment M3(x1),
and the shear force V2(x1). (2) Find an approximate solution of the problem using the prin-
ciple of minimum total potential energy. Select the following form for the displacement field:
ū2(x1) = q1 sin πx1/L + q3 sin π3x1/L. (3) On the same graph, plot the exact and approx-
imate transverse displacement fields, Hc

33ū2/(p0L
4). (4) On the same graph, plot the exact

and approximate bending moment distributions, M3/(p0L
2). (5) On the same graph, plot the

exact and approximate shear force distributions, V2/(p0L). (6) Explain why the approxima-
tion is so poor. Hint: look at the bending moment plots. It will be convenient to work with
non-dimensional spring stiffnesses k̄1 = k1L/Hc

33 and k̄2 = k2L
3/Hc

33. For your plots,
select k̄1 = 10.0 and k̄2 = 100.0.

Problem 11.15. Two parallel simply supported beams with interconnecting
springs
Figure 11.38 depicts a system consisting of two simply supported beams connected by two
elastic springs of stiffness k. The upper and lower beam have the same bending stiffness H33

and the upper beam is subjected to a uniform load distribution p0. (1) Find the exact solu-
tion of the problem. Determine the deflection and bending moment distributions in the upper
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Fig. 11.37. Simply supported beam with
mid-span and end point springs.
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Fig. 11.38. Two simply supported beams
with interconnecting springs.

and lower beams and the force in the connecting springs. (2) Find an approximate solution
of the problem based on the principle of minimum total potential energy. Used the following
interpolation array H =

{
sin πη, sin 3πη, sin 5πη

}T , where η = x1/L, for the upper and
lower beams. This gives a total of six degrees of freedom. (3) Plot the exact and approxi-
mate displacements for the upper and lower beams on the same graph. (4) Plot the exact and
approximate bending moments for the upper and lower beams on the same graph.

Use the following data for the plots: α = 0.3, k̄ = kL3/Hc
33 = 10, 100, 1000.

Problem 11.16. Simply supported beam with variable bending stiffness
A simply supported beam of span L is subjected to forces of magnitude P located at stations
x1 = αL and (1−α)L, as depicted in fig. 11.39. The beam has a bending stiffness H0 and is
reinforced in its central portion where its bending stiffness is H1. (1) Find the exact solution
of the problem from the solution of the governing differential equation and associated bound-
ary conditions. (2) Use the principle of minimum total potential energy to find approximate
solutions for this problem using the following shape functions: hi(x1) = sin(2i − 1)πx1/L
using the first 1, 2 and 3 terms. On a single graph, plot the exact solution and the 3 approximate
solutions. Also, construct a single plot of the error in maximum displacement for the 3 approx-
imate solutions. Use H1/H0 = 2 and α = 0.3. (3) Find the bending moment distribution for
the problem. On a single graph, plot the exact solution and the 3 approximate solutions using.
Also, construct a single plot of the error in maximum bending moment for the approximate
solutions. (4) Based on a simple free body diagram, show that for the exact solution the shear
force presents a discontinuity at the point of application of the transverse loads P . What hap-
pens in your approximate solution? Comment and explain your results. On a single graph, plot
the exact solution and the approximate shear force distribution for the approximate solutions.

Problem 11.17. Cross-supported beams
The lower beam depicted in fig. 11.40 is of length 2L and is simply supported at both ends.
The upper beam of length L + a is cantilevered from C, supported by the lower beam at
point A, and subjected to a uniform transverse loading p0. Both upper and lower beams have
a uniform bending stiffness H0. (1) Find the exact solution for the transverse deflection of the
lower beam under a mid-span concentrated load. Show that the lower beam can be replaced by
a spring of stiffness keq = 6H0/L3. (2) Find the exact solution for the transverse deflection of
the upper beam from the governing differential equation and associated boundary conditions.
Replace the lower beam by the equivalent spring of stiffness constant given above. Model
the interaction between the upper beam and equivalent spring by a force X , yet unknown.
The magnitude of this force is found by equating the displacements of the upper beam and
spring at point A. (3) Find an approximate displacement solution for the upper beam. Use
the principle of minimum total potential energy with the following assumed shape functions:
hi(x1) = x2+i

1 . Use L/a = 2. On a single graph, plot the exact and approximate solutions
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for 3 cases with the first 1, 2, 3 and 4 terms. Quantify the error in maximum displacement
for each case. (4) Find the approximate bending moment distribution for the problem. On a
single graph, plot the exact and approximate solutions for each case. Quantify the error in
maximum bending moment for each case. (5) Based on a simple free body diagram, show that
for the exact solution the shear force presents a discontinuity at point A. What happens in your
approximate solution? Comment and explain your results. On a single graph, plot the exact
and approximate shear force distributions for each case. Quantify the error in maximum shear
force for each case.

Problem 11.18. Cantilever beam with uniform load and spring
The cantilever beam depicted in fig. 11.41 is of length L, uniform bending stiffness, Hc

33 =
H0, and is subjected to a uniform distributed load p0. A spring of stiffness k is connected to the
beam at a distance a from its root. (1) Find the exact solution of the problem from the solution
of the governing differential equations and associated boundary conditions for the cantilever
beam. It will be necessary to solve the problem in two parts for the segments to the right and
left of the spring using the continuity conditions at this point. It will be convenient to define
the non-dimensional spring constant k̄ = ka3/H0 (2) Find an approximate displacement
solution for the beam. Use the principle of minimum total potential energy with the following
shape functions: hi(x1) = x2+i

1 . Use L/a = 3 and k̄ = 100. On a single graph, plot the
exact and approximate solutions using the first 1, 2, 3 and 4 terms. Quantify the error in
maximum displacement for each case. (3) Find the approximate bending moment distribution
for the problem. On a single graph, plot the exact and approximate solutions for each case.
Quantify the error in maximum bending moment for each case. (4) Based on a simple free
body diagram, show that for the exact solution the shear force presents a discontinuity at the
connection point for the spring. What happens in your approximate solution? Comment and
explain your results. On a single graph, plot the exact and approximate shear force distributions
for each case. Quantify the error in maximum shear force for each case.

Problem 11.19. Simply supported beam on elastic foundation
Consider the simply supported beam of length L depicted in fig. 11.42. The beam rests
on an elastic foundation of stiffness k and is subjected to a concentrated load P acting
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Fig. 11.42. Beam with elastic foundation
subjected to a concentrated load.

at a distance βL from the left support. Use the principle of minimum total potential en-
ergy to find an approximate solution for this problem using the following shape functions:
hi(x1) = sin(2i− 1)πx1/L. (1) Find the exact solution of the problem from the solution of
the governing differential equation and associated boundary conditions. (2) Find the approx-
imate displacement solution for the problem. On a single graph, plot the exact solution and
the approximate solutions using 1, 2 and 3 terms in the shape function series. Quantify the
error in maximum displacement for each case. Use k̄ = kL4/Hc

33 = 8 103 and β = 0.5. (3)
Find the approximate bending moment distribution for the problem. On a single graph, plot
the exact solution and the approximate solutions for each case. Quantify the error in maximum
bending moment for each case. (4) Based on a simple free body diagram, show that for the
exact solution the shear force presents a discontinuity at point of application of the load. What
happens in your approximate solution? Comment and explain your results. On a single graph,
plot the exact solution and the approximate shear force distribution for each case. Quantify the
error in maximum bending moment for each case.

11.5 A finite element formulation for beams

In the previous sections, approximate solutions for the axial and lateral transverse
displacement fields of beams are developed using both the weak statement of equilib-
rium, and work and energy methods. In each case, the starting point of the approach
is the selection of shape functions used to approximate the beam’s displacement
field; typically, these shape functions are required to satisfy the geometric boundary
conditions. For the simple problems considered thus far, the selection of appropriate
shape functions is a relatively simple task because geometric boundary conditions
are typically imposed at one or both ends of the beam.

In practice, however, a variety of more complex problem must be solved. Typi-
cal beam structures involve multiple supports or sectional properties with span-wise
variations. Furthermore, loading conditions often involve complex distributed loads
or multiple concentrated forces. In such cases, the classical differential equation ap-
proach becomes very tedious, if not impossible to manage, and more often than not,
no closed-form solutions exist to practical problems of interest. Even the approxi-
mate solution procedures presented earlier in this chapter become more difficult to
apply because the selection of a set of suitable shape function becomes very arduous.
Furthermore, discrete supports or applied concentrated loads generate discontinuities
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in the solution. If continuous shape functions are used, the resulting approximate so-
lutions are expected to yield poor accuracy in the neighborhood of the discontinu-
ities.

The work and energy methods developed earlier lack the generality required to
solve the various types of problems listed above. The main reason for this weakness
is that the selection of the shape functions is problem dependent. Indeed, the presence
of specific boundary conditions, multiple supports, or applied concentrated loads
impacts the choice of suitable shape functions. Many of these problems stem from
the fact that the shape functions used thus far are continuous functions defined over
the entire span of the beam.

To overcome these deficiencies, the complete beam structure is first broken into
a finite number of short segments, and simple polynomial shape functions are used
to approximate the beam’s displacement over that segment only. Of course, appro-
priate conditions must be imposed to preserve the continuity of the displacement and
rotation fields between neighboring segments. These segments are commonly called
finite elements; the complete structure is said to be divided in a number of finite
elements. The approach outlined here is called the finite element method.

The approach to be presented here is very similar to that developed in section 10.7
for planar trusses. When dealing with trusses, each bar is a finite element, and within
this element, the strain field is assumed to be constant. A stiffness matrix and a load
array are then computed for each bar, and the contributions of all bars are then as-
sembled into a global problem. The finite element method for beams follows the
same pattern, although a preliminary discretization step is required. Because the dis-
placement and strain fields vary within each element, a procedure must be devised to
approximate theses fields within each element.

To underline the close connection between the finite element method for trusses
developed in section 10.7 and that for beams, the notation used here echoes that used
for truss problems.

The finite element formulation for beam bending is based on the Euler-Bernoulli
assumptions presented in chapter 5 and for simplicity, axial deformations are ig-
nored. Figure 11.43 depicts the problem under investigation. The axis of the bean
coincides with axis ı̄1, and plane (̄ı1, ı̄2) is a plane of symmetry of the problem. Con-
sequently, the beam deflects in the transverse direction along axis ı̄2, and the cross-
section rotates about axis ı̄3. The transverse displacement field is denoted ū2(x1),
and the cross-sectional rotation field is denoted Φ3(x1). The beam is subjected to
distributed loads and concentrated forces. Of course, the method can be general-
ized to deal with three-dimensional, anisotropic, curved beams with unsymmetrical
cross-sections under arbitrary loading, but this is beyond the scope of this introduc-
tory treatment.

11.5.1 General description of the problem

In the first step of the approach, the beam is subdivided into a number of segments
or finite elements, as depicted in fig. 11.43. Two neighboring elements are connected
together at common point called a node. The illustration shown in fig. 11.43 depicts
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seven finite elements and the eight nodes that connect them. While nodes can be
located at any span-wise location along the axis of the beam, it will be convenient to
locate nodes at the locations of the supports, and at the points of application of the
concentrated loads. As illustrated in fig. 11.43, nodes 1, 6 and 8 are located at the
supports, while the locations of nodes 3 and 5 coincide with the point of applications
of the two concentrated forces. Additional node locations are selected to create a
nearly uniform distribution of nodes along the beam’s span.

i1

i2 P1

P1

P2

P2

4

7
1 2 3 4 5 6 7 86 75321 4

Node
number

Element
number

Finite
element
discretization
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Fig. 11.43. Discretization of a beam into finite elements connected together at nodes.

The geometry of the beam is defined by the coordinates of its eight nodes. For
instance, the components of the position vector of node 1 with respect to the origin
of the coordinate system are denoted x1 and y1, along unit vectors ı̄1 and ı̄2, respec-
tively, and stored in array p

1
=

{
x1, y1

}T . Similar arrays1 can be defined for all the
nodes of the beam,

p
1

=
{

x1

y1

}
, p

2
=

{
x2

y2

}
, . . . , p

8
=

{
x8

y8

}
. (11.81)

The subscript (·)i will be used to indicate quantities pertaining to the ith node.
The generalized coordinates of the problem will be selected as the vertical dis-

placement and rotation components of each of the 8 nodes, denoted vi and φi, re-
spectively. The following nodal displacement arrays will be used

q
1

=
{

v1

φ1

}
, q

2
=

{
v2

φ2

}
, . . . , q

8
=

{
v8

φ8

}
. (11.82)

Array q
1

stores the two degrees of freedom at node 1, while array q
i

stores those at
node i. It will also be necessary to define a global displacement array, q, that stores

1 This notation uses symbols x, y, and z, to denote position components, instead of x1, x2,
and x3, which are used throughout this book. Notations with multiple subscripts, such as
x1i to indicate the position component of node i along axis ı̄1 are thus avoided.
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all the nodal displacement arrays in a single column as

q =
{
qT
1
, qT

2
, qT

3
, qT

4
, qT

5
, qT

6
, qT

7
, qT

8

}T
. (11.83)

As mentioned earlier, the finite element method first focuses on a generic finite
element of the system, in this case, a generic element of the beam, to evaluate the
strain energy stored in that specific element. Each element is connected to two nodes:
a root node, denoted Node 1, and a tip node, denoted Node 2. These nodes are referred
to as local nodes, and are used when focusing on a single element of the system.

On the other hand, when the complete beam is considered, global nodes must be
used. For instance, referring to fig. 11.43, element 3 has two local nodes, denoted
Node 1 and Node 2, whereas its global nodes are nodes 3 and 4. Similarly, element
7 has two local nodes, denoted Node 1 and Node 2, whereas its global nodes are
nodes 7 and 8. Since the local nodes are denoted Node 1 and Node 2 for each and
every element, they are not indicated on the figure as it would lead to confusion. This
distinction between local and global nodes is important for the development of the
method.

11.5.2 Kinematics of an element

The kinematics of a specific element of the beam will be studied first. Figure 11.44
depicts a single beam element of length ˆ̀ with local nodes at each end denoted as
Node 1 and Node 2. A local coordinate system is centered at the mid-point of the
element and defined by unit vector ̄1 aligned with the axis of the beam and ̄2 normal
to the beam. Only horizontal beams in two dimensions will be considered in this
development, and therefore the local coordinate system, J = (̄1, ̄2), is aligned
with the global coordinate system, I = (̄ı1, ı̄2). If the beam is not aligned with the
global axis system, the two systems will differ, requiring a coordinate transformation
similar to that used for bar elements, see section 10.7.2.

The position vectors of the two local nodes

Node 1 Node 2

v  ,1 f1

^^ v  ,2 f2

^^

?1 , m1

^ ^ ?2 , m2

^ ^ j1

j2

l/2 l/2

Fig. 11.44. Kinematic of a beam ele-
ment.

of an element are denoted as

p̂
1

=
{

x̂1

ŷ1

}
, and p̂

2
=

{
x̂2

ŷ2

}
, (11.84)

where in this case ŷ1 = ŷ2 = 0. For clarity,
the quantities pertaining to an element will be
indicated with a caret (̂·) to distinguish them
from their global counterparts. For example, it
is important to distinguish the position vector of node 1, denoted p

1
as defined by

eq. (11.81), from p̂
1
, which indicates the position vector of Node 1 of a generic bar

element.
Similarly, the displacements and rotations of the two nodes of an element can be

expressed in global axis system, (̄ı1, ı̄2) as

q̂
1

=
{

v̂1

φ̂1

}
, q̂

2
=

{
v̂2

φ̂2

}
. (11.85)
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Because the global and local coordinate coincide, the displacements and rotations
resolved in the two systems are identical. It will be convenient to combine the dis-
placements and rotations of the element’s two nodes into single array, called the
element displacement array,

q̂ =
{

q̂
1

q̂
2

}
. (11.86)

Finally, the length of the beam element, ˆ̀, can be computed from the position
vectors of its end nodes as follows,

ˆ̀= ‖p̂
2
−p̂

1
‖ =

√
(x̂2 − x̂1)2 + (ŷ2 − ŷ1)2 =

√
(x̂2 − x̂1)2 = |x̂2−x̂1|. (11.87)

11.5.3 Element displacement field

The displacement and slope fields in the beam element must be continuous over the
entire span of the element. At this point, however, displacements and rotations have
been specified only at the nodes: eq. (11.85) defines the displacements and rotations
at the element’s two end points, but the displacement and rotation fields within the
element remain unknown. If −ˆ̀/2 ≤ x̂ ≤ ˆ̀/2 is the variable that describes position
along the axis of the beam element, the displacement field within the element, v̂(x̂),
is as yet unknown. The displacement and rotation fields will be continuous over the
entire span of the beam if the nodal displacement and rotation values for elements
that share a common node match. Consequently, the displacement and rotation fields
within the element must interpolate the values specified at its two nodes, as expressed
by the following relationship

v̂(η̂) = v̂1h1(η̂) +
ˆ̀φ̂1

2
h2(η̂) + v̂2h3(η̂) +

ˆ̀φ̂2

2
h4(η̂), (11.88)

where η̂ = 2x̂/ˆ̀ is a non-dimensional variable along the span of the beam el-
ement, and hi(η̂) are shape functions. The four degrees of freedom are the two
nodal displacements, v̂1 and v̂2, and the two nodal rotation, φ̂1 and φ̂2; the factor
ˆ̀/2 is used to keep the shape functions non-dimensional. Variable x̂ is dimensional:
−ˆ̀/2 ≤ x̂ ≤ ˆ̀/2 between Node 1 and Node 2 of a typical beam element. Variable η̂

is non-dimensional:−1 ≤ η̂ ≤ +1 between the same nodes. Note that dx̂/dη̂ = ˆ̀/2.
Equation (11.88) defines the displacement field within the element based solely

on the four degrees of freedom. For eq. (11.88) to be correct, the interpolated dis-
placement field must yield the nodal displacements, v̂1 and v̂2, and rotations, φ̂1 and
φ̂2, when evaluated at the nodes, η̂ = ±1. These requirements define 4 boundary
conditions for the displacement field of the element

v̂(−1) = v̂1, and
dv̂

dx̂

∣∣∣∣
−ˆ̀/2

=
2
ˆ̀ v̂′(−1) = φ̂1 at Node 1, and

v̂(+1) = v̂2, and
dv̂

dx̂

∣∣∣∣
+ˆ̀/2

=
2
ˆ̀ v̂′(+1) = φ̂2 at Node 2,

(11.89)
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where the notation (·)′ indicates differentiation with respect to η.
At this point, the shape functions are not yet defined. All that is known, is that

the displacement field, v̂(x̂), and rotation field, φ̂(x̂) = dv̂/dx̂, must satisfy the
four boundary conditions expressed by eqs. (11.89). These conditions alone do not
uniquely define the shape functions. It is, however, convenient to select the displace-
ment field, v̂(x̂), in the form of a cubic polynomials because a cubic polynomial
presents four unknown coefficients which can be uniquely determined by the four
boundary conditions expressed by eqs. (11.89).

The element displacement field is assumed to be a cubic polynomial

v̂(x̂) = c1η̂
3 + c2η̂

2 + c3η̂ + c4, (11.90)

where c1, c2, c3, and c4 are four unknown coefficients. The boundary conditions
expressed by eqs. (11.89) imply the following equations

v̂(−1) = −c1 + c2 − c3 + c4 = v̂1, v̂′(−1) = 3c1 − 2c2 + c3 =
ˆ̀

2
φ̂1,

v̂(+1) = c1 + c2 + c3 + c4 = v̂2, v̂′(+1) = 3c1 + 2c2 + c3 =
ˆ̀

2
φ̂2,

(11.91)

which form a set of four linear equations for the four unknown coefficients. The
solution of this system yields the coefficients c1, c2, c3, and c4, and eq. (11.90) then
gives the displacement field in the element as

v̂(x̂) =
1
4
(−1 + η̂)2(2 + η̂)v̂1 +

1
4
(−1 + η̂)2(1 + η̂)

ˆ̀

2
φ̂1

+
1
4
(1 + η̂)2(2− η̂)v̂2 +

1
4
(1 + η̂)2(−1 + η̂)

ˆ̀

2
φ̂2

=h1(η̂)v̂1 + h2(η̂)
ˆ̀

2
φ̂1 + h3(η̂)v̂2 + h4(η̂)

ˆ̀

2
φ̂2.

(11.92)

The shape functions of an element, hi(η̂), are given as

h1(η̂) =
1
4
(1− η̂)2(2 + η̂), h2(η̂) =

1
4
(1− η̂)2(1 + η̂),

h3(η̂) =
1
4
(1 + η̂)2(2− η̂), h4(η̂) = −1

4
(1 + η̂)2(1− η̂).

(11.93)

The derivatives of the shape functions are

h′1(η̂) = −3
4
(1− η̂2), h′2(η̂) = −1

4
(1− η̂)(1 + 3η̂),

h′3(η̂) =
3
4
(1− η̂2), h′4(η̂) = −1

4
(1 + η̂)(1− 3η̂).

(11.94)

The polynomial shape functions and their derivatives are shown in figs. 11.45
and 11.46, respectively.
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ĥ

Fig. 11.45. Beam element shape functions.
h1: solid line; h2: dashed line; h3: dash-
dotted line; h4: dotted line.

ĥ

Fig. 11.46. Derivatives of the beam element
shape functions. h′1: solid line; h′2: dashed
line; h′3: dash-dotted line; h′4: dotted line.

11.5.4 Element curvature field

The distribution of curvature over the element is obtained from its definition,
eq. (5.6), as

κ̂3(η̂) =
d2v̂(η̂)
dx̂2

=
(

2
ˆ̀

)2

v̂′′(η̂)

=
(

2
ˆ̀

)2
[
v̂1h

′′
1(η̂) +

ˆ̀φ̂1

2
h′′2(η̂) + v̂2h

′′
3(η̂) +

ˆ̀φ̂2

2
h′′4(η̂)

]
.

This expression can be recast in a compact format as

κ̂3(η̂) = b̂
T
(η̂)q̂, (11.95)

where the curvature interpolation array, b̂(η̂), is defined as

b̂(η̂) =
(

2
ˆ̀

)2 {
h′′1(η̂),

ˆ̀

2
h′′2(η̂), h′′3(η̂),

ˆ̀

2
h′′4(η̂)

}T

. (11.96)

11.5.5 Element strain energy and stiffness matrix

The strain energy stored in a beam subjected to bending is given by eq. (10.39). For
the beam element under consideration, the strain energy is obtained by integration
over the span of the element to find

Â =
1
2

∫ ˆ̀

0

Hc
33κ̂

2
3(η̂) dx̂ =

1
2

∫ +1

−1

Hc
33

[
q̂T b̂(η̂)

] [
b̂
T
(η̂)q̂

] ˆ̀

2
dη̂,

where the curvature field is expressed using eq. (11.95) to find κ̂2
3 = [b̂

T
q̂]T [b̂

T
q̂] =

[q̂T b̂][b̂
T
q̂]. The nodal degrees of freedom stored in array q̂ are independent of η̂, and

therefore, they can be placed outside the integral to find
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Â =
1
2

q̂T

[
ˆ̀

2

∫ +1

−1

b̂(η̂)Hc
33(η̂)b̂

T
(η̂) dη̂

]
q̂ =

1
2

q̂T k̂ q̂, (11.97)

where k̂ is the element stiffness matrix.
If the bending stiffness is constant over the span of the element, the stiffness

matrix can be evaluated to find

k̂ =
ˆ̀

2

∫ +1

−1

b̂(η̂)Hc
33b̂

T
(η̂) dη̂ =

Hc
33

ˆ̀3




12 6ˆ̀ −12 6ˆ̀

4ˆ̀2 −6ˆ̀ 2ˆ̀2

12 −6ˆ̀

sym 4ˆ̀2


 . (11.98)

This 4 × 4 element stiffness matrix describes the stiffness of the beam element
between Node 1 and Node 2. In particular, the first and third rows and columns rep-
resent the stiffness associated with the displacement degrees of freedom, v̂1 and v̂2,
respectively. The second and fourth rows and columns represent the stiffness asso-
ciated with the rotational degrees of freedom, φ̂1 and φ̂2, respectively. Because, the
displacement and rotation degrees of freedom are of different units, the entries of the
stiffness matrix are also of different units.

11.5.6 Element external potential and load array

As illustrated in fig. 11.43, the externally applied loading consists of concentrated
and distributed loads. For a typical element, concentrated loads, f̂1 and f̂2, are ap-
plied at Node 1 and Node 2, respectively. Concentrated moments, m̂1 and m̂2, are
applied at the same nodes, respectively. Finally, a distributed transverse load, p2(x̂),
is applied over the span of the element. The potential of these externally applied
loads then follows from eq. (10.59) as

Φ̂ = −f̂1v̂1 − m̂1φ̂1 − f̂2v̂2 − m̂2φ̂2 −
∫ ˆ̀

0

p̂2(x̂)v̂(x̂) dx̂.

Introducing the interpolated displacement field, eq. (11.88), in the last term yields
the following expression

Φ̂ = −q̂T f̂ , (11.99)

where the element load array is

f̂ =





f̂1 +
ˆ̀

2

∫ +1

−1

p2(η̂)h1(η̂) dη̂

m̂1 +
ˆ̀2

4

∫ +1

−1

p2(η̂)h2(η̂) dη̂

f̂2 +
ˆ̀

2

∫ +1

−1

p2(η̂)h3(η̂) dη̂

m̂2 +
ˆ̀2

4

∫ +1

−1

p2(η̂)h4(η̂) dη̂





. (11.100)
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For a given applied distributed load, the integral can be evaluated to find the ele-
ment load array, f̂ . For instance, if the element is subjected to a uniform distributed
load of magnitude p̂0, the element load array becomes

f̂ =
{

p̂0
ˆ̀

2
,
p̂0

ˆ̀2

12
,
p̂0

ˆ̀

2
,− p̂0

ˆ̀2

12

}T

.

The first and third terms represent the nodal loads equivalent to the applied dis-
tributed load. The total load applied to the element is p0

ˆ̀, and half of this load is
applied to each of the two end nodes. The second and fourth terms represent the
nodal moments equivalent to the applied distributed load. Equal and opposite mo-
ments of magnitude p̂0

ˆ̀2/12 are applied to each of the two end nodes.
The work done by these nodal forces and moments is identical to that done by the

distributed loading, within the approximation of the interpolated displacement field
given by eq. (11.88). For this reason, these nodal forces and moments are sometimes
referred to as “work-equivalent” nodal forces.

11.5.7 Assembly procedure

In the previous sections, attention is focused on a single, generic beam element to de-
termine its element stiffness matrix, eq. (11.98), and element load array, eq. (11.100).
These two quantities are obtained from the element strain energy and external po-
tential, respectively. In this section, attention shifts to the overall beam problem to
determine the global stiffness matrix and global load array. These two quantities
will be obtained from the system’s total strain energy and total external potential,
respectively. Because both strain energy and external potential are scalar quantities,
their combined total will be evaluated simply by summing up the contributions from
the individual elements.

The total strain energy stored in the beam is the sum of the contributions of all el-
ements. In eq. (11.97), the strain energy of a single, generic beam element is denoted
Â, and this notation is not ambiguous because only a single element is considered.
It now becomes necessary, however, to add the element identification using the sub-
script (.)(i) introduced earlier. Summing over all elements yields

A =
Ne∑

i=1

Â(i) =
1
2

Ne∑

i=1

q̂T

(i)
k̂

(i)
q̂
(i)

, (11.101)

where Ne is the number of elements in the beam (Ne = 7 for the beam illustrated in
fig. 11.43). In this case, it is also necessary to add the element identification subscript
to both the element stiffness matrix, k̂(i), and the nodal displacement array, q̂

(i)
.

Equation (11.101) gives the total strain energy in the structure, but it is not easy
to manipulate because each term in the sum is expressed in terms of a different
set of degrees of freedom. For example, with reference to fig. 11.43, element 3 is
connected to global nodes 3 and 4 which are local Node 1 and Node 2 for the element,
respectively. The element stiffness, k̂

(3)
, is defined in terms of these global nodes, see
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eq. (11.98), and the corresponding element displacement array is q̂T

(3)
=

{
q̂T

1
, q̂T

2

}
=

{
qT
3
, qT

4

}T
=

{
v3, φ4, v4, φ4

}T .
To remedy this situation, a connectivity matrix, C

(i)
, for the ith element is in-

troduced following the same approach used for a truss in section 10.7.6. This matrix
is designed to extract the specific terms of the element displacement array from the
global displacement array defined by eq. (11.83). This operation can be written as

q̂
(i)

= C
(i)

q. (11.102)

To best understand this abstract relationship, consider a specific element of the beam,
say element 3, as shown in fig. 11.43. Its local nodes, Node 1 and Node 2, are as-
sociated with the global node numbers 3 and 4, respectively, so that q̂

1
= q

3
and

q̂
2

= q
4
. The element displacement array, q̂

(3)
, can thus be written as

q̂
(3)

=
{

q̂
1

q̂
2

}

(3)

=
{

q
3

q
4

}
=

[
0 0 I 0 0 0 0 0
0 0 0 I 0 0 0 0

]





q
1

q
2

q
3

q
4

q
5

q
6

q
7

q
8





= C
(3)

q,

where 0 and I represent the 2 × 2 null and identity matrices, respectively. The con-
nectivity matrix, C

(3)
, is called a Boolean matrix because its entries consist solely

of 0’s and 1’s. Matrix C
(3)

establishes the connections of beam element 3 within
the entire beam by indicating the nodes to which this beam is connected, and this
explains its name of “connectivity matrix.”

Expressing the element nodal displacement arrays, q̂
(i)

, in terms of the global
displacement array, q, with the help of eq. (11.102), the total strain energy of the
truss given by eq. (11.101) now becomes

A =
1
2

Ne∑

i=1

(
qT CT

(i)

)
k̂

(i)

(
C

(i)
q
)

=
1
2

qT

[
Ne∑

i=1

CT

(i)
k̂

(i)
C

(i)

]
q.

This expression can be simplified to

A =
1
2

qT K q, (11.103)

where the global stiffness matrix, K, is defined as

K =
Ne∑

i=1

CT

(i)
k̂(i)C(i)

. (11.104)
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The potential of the externally applied loads, Φ, is found by adding the contribu-
tions of all beam elements

Φ =
Ne∑

i=1

Φ̂(i) = −
Ne∑

i=1

q̂T

(i)
f̂

(i)
, (11.105)

where f̂
(i)

is the load array for the ith element, as defined by eq. (10.79) for a generic
beam element. Here again, it is convenient to use the connectivity matrix defined in
eq. (10.81) to evaluate the potential,

Φ = −
Ne∑

i=1

(
C

(i)
q
)T

f̂
(i)

= −qT

{
Ne∑

i=1

CT

(i)
f̂

(i)

}
.

This expression can be simplified to

Φ = −qT Q, (11.106)

by defining the global load array, Q, as

Q =
Ne∑

i=1

CT

(i)
f̂

(i)
. (11.107)

Finally, the total potential energy, Π , of the complete beam is obtained by
adding the potential of the external loads, eq. (11.106), to the total strain energy,
eq. (11.103), to find

Π = A + Φ =
1
2

qT K q − qT Q. (11.108)

This compact expression for the total potential energy of the complete system is
only possible because the matrix notation encapsulates the nodal and element quan-
tities in arrays and matrices. The total strain energy is a quadratic form of the gen-
eralized coordinates, whereas the potential of the externally applied loads is a linear
form of the same variables. It should also be noted that the total strain energy is a
positive-definite quantity because it is the sum of positive-definite strain energies for
each beam element.

11.5.8 Alternative description of the assembly procedure

The assembly procedure described in terms of the connectivity matrix defined in
eq. (11.102) is formally correct, but it is not easy to understand nor is it computa-
tionally efficient for realistic beams with many nodes. The connectivity matrix, C

(i)
,

has four lines and 2N columns, where N is the total number of nodes. For beam
modeled with many nodes, this matrix becomes very large with a total of 8N en-
tries, and yet, only four entries have a unit value while all (8N − 4) others are zero.
Furthermore, the evaluation of the global stiffness matrix involves a triple matrix
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Fig. 11.47. Illustration of the assembly procedure.

product for each element, see eq. (11.104). These become increasingly expensive to
perform as the problem size increases, and they also are very wasteful because most
operations actually are multiplications by zero.

It is possible to give a more graphical visualization of the assembly process. Fig-
ure 11.47 depicts the seven element, eight node beam problem under consideration,
together with a pictorial representation of the global stiffness matrix. The 8 rows
and columns in the matrix are labeled with their corresponding node numbers. Each
node has two degrees of freedom (the vertical displacement and rotation component
at that node), so each of the entries is actually a 2×2 matrix and the size of the global
stiffness matrix itself is 16× 16.

Consider now a typical element of the beam, say element 3. Its local nodes, Node
1 and Node 2, are associated with the global node numbers 3 and 4, respectively.
The stiffness matrix for this beam element, k̂

(3)
, can be partitioned into four 2 × 2

matrices, as shown in eq. (11.98). Beam element 3 is connected to global nodes 3
and 4, and therefore, the four sub-matrices of the local stiffness matrix can simply
be added to entries K(3, 3), K(4, 4), K(3, 4), and K(4, 3) in the global stiffness
matrix, as indicated by the arrows in fig. 11.47. Note that the indices used with K
in this discussion refer to the nodes shown in fig. 11.47 and not to the individual
degrees of freedon actually used to index K.

This procedure is repeated for each beam element to give the final result shown
in fig. 11.47. The final figure requires careful interpretation. Each of the 64 squares
represents a 2 × 2 matrix and may contain 0 or more element numbers. Each of the
element numbers shown in square boxes defines a 2 × 2 matrix extracted from the
corresponding element stiffness matrix. These 2 × 2 matrices are added together to
produce the final result in the global stiffness matrix.
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Another way to look at the same process is to consider the fully assembled global
stiffness matrix in fig. 11.47. Diagonal entry K(2, 2) collects contributions from
elements 1 and 2, because these two beam elements are all physically connected to
node 2. Similarly, diagonal entry K(5, 5) collects contributions from elements 4, and
5, because these two beam elements connect to node 5.

At completion of the assembly process, many entries of the global stiffness ma-
trix remain empty or null. For instance, entries K(2, 6) = K(6, 2) = 0, because no
beam element directly connects nodes 2 and 6. Similarly, K(1, 4) = K(4, 1) = 0
because nodes 1 and 4 are not directly connected by a beam element.

The procedure described here is identical to that presented in sections 10.7.7
and 10.7.6 for truss structures. Although the stiffness matrices for bar and beam
elements are different, their assembly process is identical.

11.5.9 Derivation of the governing equations

The total potential energy of the beam is given by eq. (11.108), and application of
the principle of minimum total potential energy, eq. (10.17), now implies

∂Π

∂q
=

∂

∂q

(
1
2

qT K q − qT Q

)
= K q −Q = 0. (11.109)

To compute the derivative of the total potential energy, eqs. (A.29) and (A.27) are
used to evaluate the derivatives of the strain energy and potential of the externally
applied loads, respectively. The particular form of this result is due to the fact that
the stiffness matrix is symmetric, as described in section A.2.9.

The governing equation of the system take the form of a linear system of equa-
tions,

K q = Q. (11.110)

The process used to establish the governing equations for beam problems is iden-
tical to that used for trusses. The linear algebra formalism hides the fact that the en-
tries of the stiffness matrix and load arrays are different for beam and truss problems.
Once the total potential energy is evaluated in terms of a finite number of degrees
of freedom, the derivation of the governing equations is formally identical for both
types of structures.

11.5.10 Solution procedure

The linear system given in eq. (11.110) cannot be solved because the global stiffness
matrix is singular.

This situation arises because the element stiffness matrices that make up the
global stiffness matrix are each singular. Calculation of the eigenvectors and eigen-
values of the element stiffness matrix, k̂, given by eq. (11.98), reveals more infor-
mation about this rank deficiency. Two of the four unit eigenvectors of this matrix
are
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n1 =
1√
2





1
0
1
0





, n2 =
`√

8 + 2`2





−1
2/`

1
2/`





,

and the corresponding eigenvalues are λ1 = λ2 = 0. The last two eigenvalues of
the stiffness matrix do not vanish. Consequently, each element stiffness matrix is
two times singular. These two eigenvectors represent the two rigid body motion of
the beam element: its vertical translation and rotation, corresponding to n1 and n2,
respectively. By definition, rigid body motions create no deformation or straining of
the element, and hence, no strain energy is associated with rigid body modes. Clearly,
the presence of two rigid body modes for the structure implies the rank deficiency
of 2 for the element stiffness matrix. The entire beam also presents two rigid body
modes, and hence, the global stiffness matrix also features a rank deficiency of 2.

The physical interpretation of this situation is that boundary conditions have not
yet been applied to the beam, which is still free to translate vertically and rotate in
plane (̄ı1, ı̄2). Figure 11.47 shows that nodes 1, 6 and 8 are pinned to the ground,
preventing any rigid body motion of the beam. These conditions, however, are not
reflected in the global stiffness matrix given by eq. (11.104).

The boundary conditions can be imposed through the following process: (1) elim-
inate the rows and columns of the stiffness matrix corresponding to constrained de-
grees of freedom to create its reduced counterpart, K̄; (2) eliminate the correspond-
ing entries of the global displacement array, q, to create its reduced counterpart, q̄;
and finally, (3) eliminate the corresponding entries of the global load array, Q, to
create its reduced counterpart, Q̄. The system of equations for the truss then reduces
to

K̄ q̄ = Q̄. (11.111)

The reduced stiffness matrix will now be non-singular, and the solution of the prob-
lem is found by solving the linear system to find the remaining nodal displacements
as q̄ = K̄

−1
Q̄. A more detailed justification of the procedure is described in sec-

tion 10.7.9.
Although the stiffness matrices for truss and beam elements are quite different,

see sections 10.7.4 and 11.5.5, respectively, many aspects of the formulation of the
finite element method for the two types of structures are very similar, and often
identical. In fact, once cast within the formalism of linear algebra, the governing
equations for both problems are identical, see eqs. (10.89) and (11.110), for trusses
and beams, respectively. The treatment of the boundary conditions, discussed in sec-
tions 10.7.9 and 11.5.10 for truss and beam structures, respectively, is also identical.
A formal treatment of the boundary conditions based on partitioning is described in
details for truss structures in section 10.7.10 and applies to beam structures as well.

The above discussion underlines one of the important advantages of the finite el-
ement method. Different types of structural components generate stiffness matrices
and load arrays that reflect the specific nature of each structural component. For in-
stance, the strain energy of a bar is based on the extensional strain of the component,
whereas that of a beam is based on its curvature. Once the stiffness matrices and load
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arrays of all components have been generated, the remainder of the process does
not distinguish between the various types of structural components. Consequently,
the assembly procedure, the generation of the governing equations, and the various
details of the solution procedure are identical for all types of structural elements
because they correspond to generic, linear algebra operations. This very systematic
approach to the solution of general structural problems is one of the key reasons for
the immense success of the finite element method.

Example 11.16. Cantilevered beam with a mid-span support
Consider the uniform cantilevered beam with a mid-span support shown in fig. 11.48.
For this simple problem, two finite elements will be used: the first extends from the
left clamp to the mid-span support, the second from the mid-span support to the
beam’s tip. The two element are delimited by three nodes, for a total of 6 degrees of
freedom.

L L
i1

i2

P

1 2 3

21

v1

f1
{ } v2

f2
{ } v3

f3
{ }

Fig. 11.48. Two-element model of cantilever with mid-span support.

Because the two elements are of equal length, ˆ̀ = L, and bending stiffness, the
stiffness matrix for each element is given by eq. (11.98). The 6 × 6 global stiffness
matrix then consists of the assembly of the two 4 × 4 element stiffness matrices.
Proceeding as described in section 11.5.8, the global stiffness matrix is found as

K =
Hc

33

L3




12 6L −12 6L 0 0
4L2 −6L 2L2 0 0

(12 + 12) (−6L + 6L) −12 6L
(4L2 + 4L2) −6L 2L2

12 −6L
sym 4L2




.

The partitioning indicated in the above equation corresponds to the contributions
of the degrees of freedom associated with the three nodes: the first two rows and
columns correspond to the degrees of freedom of node 1, the next two rows and
columns to those of node 2, and the last two rows and columns to those of node 3.
The 4× 4 stiffness matrix of the first element is assembled in the first four rows and
columns of the global stiffness matrix, while the 4× 4 stiffness matrix of the second
element is assembled in the last four rows and columns of the global stiffness matrix.
The two elements are connected at a common node, node 2. It follows that the middle
two rows and columns of the global stiffness matrix store the sum of contributions
from both elements.
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The governing equations of the problem are in the form of eq. (11.110). In this
case, the nodal load array is given as Q =

{
R1, M1, R2, 0,−P, 0

}T where R1 and
R2 are the reaction forces at nodes 1 and 2, respectively, and M1 is the root clamping
moment.

The solution phase of the problem will follow the partitioning approach devel-
oped in section 10.7.10. The first three degrees of freedom, v1, φ1, and v2, are the
prescribed degrees of freedom, i.e., q

p
=

{
v1, φ1, v2

}T = 0. The correspond-

ing load array stores the reaction forces, Q
p

=
{
R1,M1, R2

}T
. The last three

degrees of freedom, φ2, v3, and φ3, are the unconstrained degrees of freedom,
q

u
=

{
φ2, v3, φ3

}T . The corresponding load array stores the externally applied

loads, Q
u

=
{

0,−P, 0
}T .

The global stiffness matrix is partitioned accordingly to find

K
uu

=
Hc

33

L3




8L2 −6L 2L2

−6L 12 −6L
2L2 −6L 4L2


 , K

pu
=

Hc
33

L3




6L 0 0
2L2 0 0
0 −12 6L


 .

Matrix K
uu

corresponds to the lower right 3 × 3 partition of the global stiffness
matrix, whereas matrix K

pu
corresponds to the upper right 3 × 3 partition of the

same matrix.
Since q

p
= 0, eq. (10.96) reduces to K

uu
q

u
= Q

u
and the unknown degrees of

freedom are q
u

= K−1

uu
Q

u
, whose components are

φ2 = − PL2

4Hc
33

, v3 = − 7PL3

12Hc
33

, and φ3 = −3PL2

4Hc
33

.

The reaction forces are now computed with the help of eq. (10.97), which reduces to
Q

p
= KT

up
q

u
, with components given by

R1 = −3P

2
, M1 = −PL

2
, and R2 =

5P

2
.

Next, the displacement field within each element can be computed with the help
of eq. (11.88). For the first element, v1 = φ1 = v2 = 0, and the displacement field re-
duces to v̂(η̂) = ˆ̀φ̂2h4(η̂)/2. Introducing the shape functions defined in eq. (11.93)
then yields

v̂(η̂) =
PL3

32Hc
33

(1 + η̂)2(1− η̂).

Note that η̂ = −1 at node 1 and η̂ = +1 at node 2. For the second element, the
displacement field reduces to v̂(η̂) = Lφ2h2/2 + v3h3 + Lφ3h4/2, and introducing
the shape function defined in eq. (11.93) then yields

v̂(η̂) = − PL3

96Hc
33

(1 + η̂)
[
3(1− η̂)2 + 14(1 + η̂)(2− η̂)− 9(1 + η̂)(1− η̂)

]
.



670 11 Variational and approximate solutions

Note that η̂ = −1 at node 2 and η̂ = +1 at node 3, because η̂ is a local variable
defined within each element. The non-dimensional displacement field over the entire
span of the beam is shown in fig. 11.49 as a function of a global non-dimensional
variable, η = x1/(2L).

h

u

Fig. 11.49. Deflection of beam elements 1 and 2.

This deflected shape looks quite reasonable with zero displacement and slope at
the root end and zero deflection at the mid-span support. It is, in fact, the exact solu-
tion to this problem. This is because in the element formulation, a cubic polynomial
is assumed for the deflected shape and this is the exact form of the solution for a
beam segment with only concentrated forces and/or moments applied at the ends.

11.5.11 Summary

The finite element approach presented in this section addresses the challenging prob-
lem of selecting good shape functions for complex beam problems. Instead of con-
sidering the entire beam, an approximate solution is created for a finite number of
beam elements. Within each beam element, it is a easy to choose shape functions that
easily satisfy the constraints imposed at the end nodes.

The solution to the full problem is then constructed by assembling the governing
equations for each of the small elements into a formulation for the entire beam. This
assembly process is systematic and lends itself to computer implementation. A set of
linear algebraic equations results that can be solved easily. For this reason, the finite
element method for developing approximate solutions is preferred over approaches
that attempt to select approximations over the entire span of the beam.

The development of the finite element analysis method is a rich area to explore,
and a considerable amount of research has been performed over the past decades. The
finite element method has been incorporated into a number of large commercial soft-
ware packages, which can be applied to solve a wide range of structural engineering
and “multi-physics” problems. This chapter provide only the most basic introduction
to this fascinating field.
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11.5.12 Problems

Problem 11.20. Cantilever with mid-span load and tip support
Consider the cantilever beam of length 2L shown in fig. 11.50. A concentrated load is applied
at mid-span and the tip is pinned. Construct a finite element solution to this problem using
two elements of length L. (1) Determine the nodal displacements and rotations and compare
to the exact results obtained using the unit load method. (2) Determine the nodal reactions for
the constrained degrees of freedom. (3) Construct a plot of the deflected shape for the beam.
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Fig. 11.50. Cantilever with tip support and
concentrated load applied at mid-span.

p0
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21

2

Fig. 11.51. Cantilever with mid-span support
and a uniform load.

Problem 11.21. Cantilever with mid-span support and uniform load
A cantilever beam is supported at mid-span and carries a uniform load p0 as shown in
fig. 11.51. (Note that this is very similar to example above.) Construct a finite element so-
lution to this problem using two elements of length L. (1) determine the nodal displacements
and rotations and compare to the exact results obtained using the unit load method. (2) Deter-
mine the nodal reactions for the constrained degrees of freedom. (3) Construct a plot of the
deflected shape for the beam.

Problem 11.22. Simply supported beam with nonuniform bending stiffness
In this problem you are to reconsider the simply supported beam with nonuniform bending
stiffness treated in problem 11.12. The present solution is to be developed using the finite el-
ement approach. Construct a 2-element solution using elements for the left and right halves
of the beam. (1) Compute the nodal displacements and rotations at each node. (2) Compare
the solution for the mid-span deflection with the exact solution computed using the unit load
method. (3) Compare the solution for the mid-span deflection with the solution from prob-
lem 11.12.
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Variational and energy principles

Chapter 9 presents the principle of virtual work and its complementary counterpart
for particles, systems of particles, and trusses. These principles are introduced by
means of simple examples and no attempt is made to formally derive them for three-
dimensional solids.

Chapter 10 follows a similar pattern for the derivation of the principle of min-
imum total potential energy and of its complementary counterpart. Simple applica-
tions are presented focusing on mechanical systems, and trusses. Basic concepts of
the finite element method applied to truss structures are presented.

Chapter 11 is devoted entirely to the development of approximate solutions for
beam problems. The key to this approach is the ability to recast the differential equa-
tions of equilibrium into integral forms. The equivalence between the weak statement
of equilibrium and the principle of virtual work is demonstrated for simple beam
problems. Basic concepts of the finite element method applied to beam structures
are presented.

In this chapter, the problem of determining stationary values of functionals (i.e.,
functions of functions) will be addressed. The basic concepts from the calculus of
variations [5, 6] that are required for this task will be reviewed first. Next, the prin-
ciples of virtual and complementary virtual work, the principles of minimum total
potential energy and total complementary energy, the Hu-Washizu principle, and the
Hellinger-Reissner principle each will be formally presented for three-dimensional
solids. Selected structural mechanics problems will then be examined to illustrate the
use of these different principles.

12.1 Mathematical preliminaries

The basic equations of elasticity developed in chapter 1 use the formalisms of differ-
ential calculus and partial differential equations. Elements of the calculus of varia-
tions will be presented in this section.
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12.1.1 Stationary point of a function

Consider a function of n variables, F = F (u1, u2, . . . , un). The stationary points [7]
of this function are defined as those for which

∂F

∂ui
= 0, i = 1, 2, . . . , n. (12.1)

For a function of a single variable, this condition corresponds to a horizontal
tangent to the curve, as illustrated in fig. 12.1. At a stationary point, the function can
present a minimum, a maximum, or a saddle point.

Minimum Maximum Saddle point

F F F

u1 u1
u1

¶F / u  = 01¶

¶F / u  = 01¶

¶F / u  = 01¶

Fig. 12.1. Stationary points of a function.

If a function is stationary at a point, conditions (12.1) hold, and the following
statement is then true

∂F

∂u1
w1 +

∂F

∂u2
w2 + . . . +

∂F

∂un
wn = 0,

where w1, w2, . . ., wn are arbitrary quantities. It is convenient to use a special nota-
tion for these arbitrary quantities, wi = δui, where δui is called a virtual change in
ui. The above statement now becomes

∂F

∂u1
δu1 +

∂F

∂u2
δu2 + . . . +

∂F

∂un
δun = 0.

Comparison of this result with a similar expression for the differential, dF , of the
same function implies that differentials can be used as virtual changes. Consequently,
the virtual change operator, denoted “δ,” behaves in a manner similar to the differen-
tial operator, denoted “d”.

The variation in F , denoted δF , is defined as

δF =
∂F

∂u1
δu1 +

∂F

∂u2
δu2 + . . . +

∂F

∂un
δun, (12.2)

and it then follows that
δF = 0 (12.3)

at a stationary point.
The differential condition, eq. (12.1), and the variational condition, eq. (12.3)

must both hold at a stationary point. From the above developments, it is clear that
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eq. (12.1) implies eq. (12.3) and since the above reasoning can be reversed, it is
simple to prove that eq. (12.3) implies eq. (12.1). Hence, the two conditions are
entirely equivalent.

To determine whether a stationary point is a minimum, a maximum, or a saddle
point it is necessary to consider the second derivatives [7] of the functions. If

∑

i,j=1,n

∂2F

∂ui∂uj
duiduj > 0 (12.4)

at a stationary point for all increments dui and duj , the function presents a mini-
mum. If, on the other hand, the same quantity is negative for all dui and duj , the
function presents a maximum. Finally, if the same quantity can be positive or nega-
tive depending on the choice of the increments, the function presents a saddle point.

From the definition of δF , eq. (12.2), the second variation of function F is de-
fined as

δ2F =
∑

i,j=1,n

∂2F

∂ui∂uj
δuiδuj .

It is now clear that a stationary point is a minimum if

δ2F > 0, (12.5)

for all arbitrary variations δui and δuj . It is a maximum if δ2F < 0 for all variations,
and a saddle point occurs if the sign of the second variation depends on the choice of
the variations of the independent variables.

12.1.2 Lagrange multiplier method

Consider once more the problem of determining a stationary point of a function of
several variables, F = F (u1, u2, . . . , un), where the variables are not independent.
Rather, they are subjected to a constraint of the form

f(u1, u2, . . . , un) = 0. (12.6)

Conceptually the constraint can be used to express one variable, say un, in terms
of the others. Then, un can be eliminated from F to obtain a function of n − 1
independent variables, F = F (u1, u2, . . . , un−1), which is a problem identical to
that treated in the previous section. In many practical situations, however, it might
be cumbersome, or even impossible, to completely eliminate one variable of the
problem. For example, the constraint equation could be a transcendental equation
with no closed-form solution for un, or an implicit equation with no simple solution.

This elimination-of-variable process can be avoided by using an alternative ap-
proach. At a stationary point, the variation of F vanishes

δF =
∂F

∂u1
δu1 +

∂F

∂u2
δu2 + . . . +

∂F

∂un
δun = 0. (12.7)
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This statement, however, does not imply ∂F/∂ui = 0, for i = 1, 2, . . . , n, because
the variations, δui, cannot be chosen arbitrarily since they must satisfy the constraint,
eq. (12.6).

The relation among the variations can be written explicitly by taking a variation
of the constraint to find

δf =
∂f

∂u1
δu1 +

∂f

∂u2
δu2 + . . . +

∂f

∂un
δun = 0. (12.8)

A linear combination of eqs. (12.7) and (12.8) can be constructed to find

∂F

∂u1
δu1 + . . . +

∂F

∂un
δun + λ

[
∂f

∂u1
δu1 + . . . +

∂f

∂un
δun

]
= 0,

where λ is an arbitrary function of variables u1, u2, . . . , un, called the Lagrange
multiplier. Regrouping the various terms then leads to

n∑

i=1

[
∂F

∂ui
+ λ

∂f

∂ui

]
δui = 0. (12.9)

Conceptually, variation δun could now be express in term of the n − 1 other
variations, δui, leaving the n−1 remaining variations to be independent and arbitrary.
To avoid this cumbersome algebraic step, the arbitrary Lagrange multiplier is chosen
such that

∂F

∂un
+ λ

∂f

∂un
= 0.

With this choice, the last term of the sum in eq. (12.9) vanishes for all variations δun.
Hence, it is not necessary to express this variation in terms of the n−1 others, which
can now be treated as independent, arbitrary quantities. Equation (12.9) then implies

∂F

∂ui
+ λ

∂f

∂ui
= 0, i = 1, 2, . . . , n− 1. (12.10)

Combining the last two equations then leads to the condition that

δF + λδf = 0,

where all variations, δui, i = 1, 2, . . . , n, are independent.
Because of the constraint, eq. (12.6), it is clear that fδλ = 0 for any arbitrary

δλ. Hence, the stationarity condition can be written as

δF + λδf = δF + λδf + fδλ = δ(F + λf) = 0.

A modified function, F+ = F + λf is introduced and the above statement now
implies the vanishing of the variation in F+ for all arbitrary variations δui, i =
1, 2, . . . , n, and δλ.

In summary, the initial constrained problem can be replaced by an unconstrained
problem
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δF+ = 0, where F+ = F + λf. (12.11)

The modified function, F+, involves n + 1 variables, ui, i = 1, 2, . . . , n and λ. The
vanishing of the variation in F+ then implies

n∑

i=1

[
∂F

∂ui
+ λ

∂f

∂ui

]
δui + f δλ = 0.

Because δui, i = 1, 2, . . . , n, and δλ are all independent, arbitrary variations, it
follows that

∂F

∂ui
+ λ

∂f

∂ui
= 0, i = 1, 2, . . . , n; and f = 0.

These form n + 1 equations to be solved for the n + 1 unknowns. Note that the
Lagrange multiplier method results in an unconstrained problem, but increases the
number of unknowns from n to n + 1; the additional unknown is the Lagrange mul-
tiplier. On the other hand, if the constraint is used to eliminate one of the unknowns,
the resulting problem will be an unconstrained problem for n− 1 unknowns.

The Lagrange multiplier methods can be readily generalized to problems involv-
ing multiple constraints, fi = 0, i = 1, 2, . . . ,m. In the presence of m constraints,
m Lagrange multipliers, λi, i = 1, 2, . . . , m, are introduced. The modified function
then becomes

F+ = F +
m∑

i=1

λifi. (12.12)

12.1.3 Stationary point of a definite integral

Next, the determination of the stationary point of the following definite integral

I =
∫ b

a

F (y, y′, x) dx (12.13)

is considered, where the notation (·)′ is used to indicate a derivatives with respect to
x, and y(x) is an unknown function of x subject to boundary conditions, y(a) = α
and y(b) = β.

This problem seems to be of a completely different nature from those treated in
the previous sections. Indeed, I is a functional or a “function of a function”, i.e., the
value of the definite integral I depends on the choice of the unknown function y(x).
Since there are an infinite number of values of y between a and b, functional I is
equivalent to a function of an infinite number of variables.

This problem will be treated using the variational formalism introduced in sec-
tion 12.1.1. First, the concept of variation of a function, denoted δf , is introduced.
Figure 12.2 shows two functions f(x) and f̂(x) such that

δf = f̂(x)− f(x) = ψ(x),



678 12 Variational and energy principles

where ψ(x) is a continuous and differentiable, but otherwise arbitrary function such
that ψ(a) = ψ(b) = 0. In other words, δf is a virtual change that brings the function
f(x) to a new, arbitrary function f̂(x). Note that δf(a) = δf(b) = 0 which means
that δf does not violate the boundary conditions of the problem.

f(x)

f(x)

f(x)

a b
x

df

Fig. 12.2. The concept of variation of a func-
tion.

f(x)
f(x)

f(x)

a b
x

df
df

dx

Fig. 12.3. The difference between an incre-
ment df and a variation δf .

The stationarity of functional I requires

δI = δ

∫ b

a

F (y, y′, x) dx =
∫ b

a

δF (y, y′, x) dx = 0.

With the help of eq. (12.2) and treating δ as a differential, this results in

δI =
∫ b

a

[
∂F

∂y
δy +

∂F

∂y′
δy′

]
dx = 0.

Integration by parts is now applied to the second term in the square bracket
∫ b

a

∂F

∂y′
δ

(
dy

dx

)
dx =

∫ b

a

∂F

∂y′
d
dx

(δy) dx = −
∫ b

a

d
dx

(
∂F

∂y′

)
δy dx+

[
∂F

∂y′
δy

]b

a

.

The boundary term vanishes because δy(a) = δy(b) = 0, and the stationarity condi-
tion then becomes

δI =
∫ b

a

[
∂F

∂y
− d

dx

(
∂F

∂y′

)]
δy dx = 0.

The bracketed term must vanish because the integral must go to zero for all arbitrary
variations δy. This yields

∂F

∂y
− d

dx

(
∂F

∂y′

)
= 0 (12.14)

which is known as the Euler-Lagrange equation for the problem.
Here again, the above reasoning can be reversed. Starting from eq. (12.14), and

performing the integration by parts in the reversed order implies δI = 0. In summary,
the necessary and sufficient condition for the definite integral to be at a stationary
point is that eq. (12.14) be satisfied.
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The variational formalism introduced in this section will be systematically ap-
plied to elasticity problems in the rest of this chapter. It will be shown that the equa-
tions of elasticity can be viewed as the Euler-Lagrange equations associated with the
stationarity condition of definite integrals. Various forms of the equations of elas-
ticity can be easily obtained by direct manipulations of these definite integrals. It is
therefore important to understand the variational formalism and its implications.

A crucial difference exists between an increment, df , of a function f(x) and
a variation, δf , of the same function, as depicted in fig. 12.3. The differential, df ,
is an infinitesimal change in f(x) resulting from an infinitesimal change, dx, in the
independent variable, and df/dx represents the rate of change or tangent at the point.
On the other hand, δf is an arbitrary virtual change that brings f(x) to f̂(x). The
two quantities, df and δf , are clearly unrelated, the former is positive in fig. 12.3,
and the latter is negative.

Although the concepts associated with the notation df and δf are clearly dis-
tinct, manipulations of the two symbols are quite similar. For instance, the order of
application of the two operations can be interchanged, indeed,

d
dx

(δf) =
d
dx

(f̂ − f) =
df̂

dx
− df

dx
= δ

(
df

dx

)
. (12.15)

Similarly, the order of the integration and variation operations commute

δ

∫ b

a

F dx =
∫ b

a

F̂ dx−
∫ b

a

F dx =
∫ b

a

(F̂ − F ) dx =
∫ b

a

δF dx. (12.16)

12.2 Variational and energy principles

Consider a general elasticity Prescribed

tractions, S1

Prescribed

displacements, S2

t̂
n

V b

û

i1

i2

i3

Fig. 12.4. General elasticity problem.

problem consisting of an elas-
tic body of arbitrary shape sub-
jected to surface tractions and body
forces as well as geometric bound-
ary conditions such as prescribed
displacements at a point or over a
portion of its outer surface, as de-
picted in fig. 12.4.

The volume of the body is de-
noted V and its outer surface S . The outer normal to S is the unit vector n̄. S1 and
S2 denote the portions of the outer surface where prescribed tractions t̂ and pre-
scribed displacements û are applied, respectively. At a point of the outer surface,
either tractions or displacements can be prescribed, but it is impossible to prescribe
both. Consequently, S1 and S2 share no common points and S = S1 + S2. Note
that a point of the outer surface that is traction free belongs to S1 because vanishing
traction conditions, t̂ = 0, are prescribed at that point.
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Body forces b might also be applied over the entire volume of the body. Gravity
forces are a typical example of body forces, but such forces can also arise as a result
of electric or magnetic fields. In dynamic problems, inertial forces are also applied
as body forces in accordance with D’Alembert’s principle.

The basic equations of elasticity developed in chapter 1 form a set of partial
differential equations that can be solved to find the displacement, strain, and stress
fields at all points in V . These equations will be reviewed in section 12.2.1 where
several important definitions are also introduced. In the subsequent sections, a
number of variational and energy principles are presented that provide an alternative
formalism for the solution of elasticity problems.

12.2.1 Review of the equations of linear elasticity

As depicted in fig. 3.1 on page 101, the equations of elasticity can be broken into
three groups. The solution of an elasticity problem involves (1) a statically admissible
stress field, (2) a kinematically admissible displacement field and the corresponding
compatible strain field, and (3) a constitutive law satisfied at all points in volume V .
These concepts are explained below.

Equilibrium equations

The equations of equilibrium are the most fundamental equations. They are derived
in sections 1.1.2 and 1.1.3 from Newton’s law stating that the sum of all the forces
acting on a differential element of the structure should vanish.

For reference, the equilibrium equations for a differential element of the body,
eqs. (1.4), are rewritten here

∂σ1

∂x1
+

∂τ21

∂x2
+

∂τ31

∂x3
+ b1 = 0,

∂τ12

∂x1
+

∂σ2

∂x2
+

∂τ32

∂x3
+ b2 = 0,

∂τ13

∂x1
+

∂τ23

∂x2
+

∂σ3

∂x3
+ b3 = 0,

(12.17)

and must be satisfied at all points of volume V .
The traction equilibrium equations are

t1 = t̂1, t2 = t̂2, t3 = t̂3, (12.18)

where the surface tractions are defined in eq. (1.9). The surface equilibrium equations
are also called the force, or natural boundary conditions. The compact stress array,
σ, defined be eq. (2.11b), will be used simplify the notation.

Definition 12.1. A stress field, σ, is said to be statically admissible if it satisfies the
equilibrium equations, eqs. (12.17), at all points of volume V and the surface equi-
librium equations, eqs. (12.18), at all points of surface S1.
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Strain-displacement relationships

The strain-displacement equations merely define the strain components that are
used for the characterization of the deformation at a point of the body. The strain-
displacement relationships are derived in section 1.4.1 from purely geometric con-
siderations.

When the displacements are small, it is convenient to use the engineering strain
components to measure the deformation at a point. From section 1.4, axial and shear-
ing strain components are related to the displacements as

ε1 =
∂u1

∂x1
, ε2 =

∂u2

∂x2
, ε3 =

∂u3

∂x3
,

γ23 =
∂u2

∂x3
+

∂u3

∂x2
, γ13 =

∂u1

∂x3
+

∂u3

∂x1
, γ12 =

∂u1

∂x2
+

∂u2

∂x1
.

(12.19)

To compute strain components, the displacements field must be continuous and
differentiable. Furthermore, the displacements must be equal to the prescribed dis-
placements over surface S2

u1 = û1, u2 = û2, u3 = û3; (12.20)

these are called the geometric boundary conditions.The compact strain array, ε, de-
fined be eq. (2.11a), will be used simplify the notation.

Definition 12.2. A displacement field, u, is said to be kinematically admissible if it
is continuous and differentiable at all points in volume V and satisfies the geometric
boundary conditions, eqs. (12.20), at all points on surface S2.

Definition 12.3. A strain field, ε, is said to be compatible if it is derived from a
kinematically admissible displacement field through the strain-displacement rela-
tionships, eqs. (12.19).

Constitutive laws

The constitutive laws relate the stress and strain components. They consist of a math-
ematical idealization of the experimentally observed behavior of materials. The ho-
mogeneous, isotropic, linearly elastic material behavior described in section 2.1.1 is
a frequently used highly idealized constitutive law. Many materials can present one
or more of the following features: anisotropy, plasticity, visco-elasticity, or creep, to
name just a few commonly observed material behaviors.

The stress and strain fields are related by the constitutive laws at all points in
volume V . For linearly elastic materials, Hooke’s law, eq. (2.10), provides a simple
linear relationship between the two fields. The positive-definite, symmetric stiffness
matrix, C, and the positive-definite, symmetric compliance matrix,S are given by
eqs. (2.12) and (2.14), respectively.
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12.2.2 The principle of virtual work

Consider an elastic body that is in equilibrium under applied body forces and surface
tractions. This implies that the stress field is statically admissible, i.e., the equilib-
rium equations, eqs. (12.17), are satisfied at all points in V and the surface equi-
librium equations, eqs. (12.18), at all points on S1. The following statement is now
constructed

∫

V

{[
∂σ1

∂x1
+

∂τ21

∂x2
+

∂τ31

∂x3
+ b1

]
δu1 +

[
∂τ12

∂x1
+

∂σ2

∂x2
+

∂τ32

∂x3
+ b2

]
δu2

+
[
∂τ13

∂x1
+

∂τ23

∂x2
+

∂σ3

∂x3
+ b3

]
δu3

}
dV −

∫

S1

[
t− t̂

]T
δu dS = 0. (12.21)

In this statement each of the three equilibrium equations is multiplied by an ar-
bitrary, virtual change in displacement, then integrated over the range of validity of
the equation, volume V . Similarly, each of the three surface equilibrium equations is
multiplied by an arbitrary, virtual change in displacement, then integrated over the
range of validity of the equation, surface S1.

Because the stress field is statically admissible, each bracketed term vanishes,
and multiplication by an arbitrary quantity results in a vanishing product. Each of
the two integral then vanishes, as does their sum.

Next, integration by parts is performed. Using Green’s theorem [7], the first term
of the volume integral becomes

∫

V

∂σ1

∂x1
δu1 dV = −

∫

V
σ1

∂δu1

∂x1
dV +

∫

S
n1σ1 δu1 dS, (12.22)

where n1 is the component of the outward unit normal along ı̄1, see fig. 12.4. A sim-
ilar operation is performed on each stress derivative terms appearing in eq. (12.21).

Finally, the stress and strain arrays are introduced to obtain a compact result,

−
∫

V
σT δε dV +

∫

V
bT δu dV +

∫

S
tT δu dS −

∫

S1

(t− t̂)T δu dS = 0, (12.23)

where δε denotes a virtual, compatible strain field defined as

δε1 =
∂δu1

∂x1
, δε2 =

∂δu2

∂x2
, δε3 =

∂δu3

∂x3
,

δγ23 =
∂δu2

∂x3
+

∂δu3

∂x2
, δγ13 =

∂δu1

∂x3
+

∂δu3

∂x1
, δγ12 =

∂δu1

∂x2
+

∂δu2

∂x1
.

(12.24)

The virtual displacements are now chosen to be kinematically admissible, which
implies δu = 0 on S2, and expression (12.23) reduces to

−
∫

V
σT δε dV +

∫

V
bT δu dV +

∫

S1

t̂
T
δu dS = 0. (12.25)

The first term on the left hand side of this expression can be interpreted as the virtual
work done by the internal stresses, δWI , see eq. (9.77a). The remaining two terms
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correspond to the virtual work done by the externally applied body forces and surface
tractions, δWE . Equation (12.25) therefore becomes δWI + δWE = 0.

It can also be shown that if δWI + δWE = 0 holds, the stress field must be
statically admissible. Indeed, this principle implies eq. (12.23), which in turn implies
eq. (12.21) by reversing the integration by parts process. Finally, the volume and
surface equilibrium equations are recovered because eq. (12.21) must hold for all
arbitrary, kinematically admissible virtual displacements fields. These results imply
the principle of virtual work.

Principle 15 (Principle of virtual work) A body is in equilibrium if and only if the
sum of the internal and external virtual work vanishes for all arbitrary kinematically
admissible virtual displacements fields and corresponding compatible strain fields.

In summary, the equations of equilibrium, eqs. (12.17) and (12.18), and the prin-
ciple of virtual work are two entirely equivalent statements. Because the principle of
virtual work is solely a statement of equilibrium, it is always true. For the solution
of specific elasticity problems, however, it must be complemented with stress-strain
relationships and constitutive laws.

It is interesting to compare the present statement of the principle of virtual work
with that derived in chapter 11 for beams under axial and transverse loads and given
by eqs.(11.42) and (11.44), respectively. The statements are different because the
present formulation deals with general, three-dimensional stress states, whereas the
formulation in chapter 11 deals with the stress resultants associated with beam the-
ory. The physical interpretation of these statements, however, is identical in all cases.

12.2.3 The principle of complementary virtual work

Consider an elastic body undergoing kinematically admissible displacements
and compatible strains. This implies that the strain-displacement relationships,
eqs. (12.19), are satisfied at all points in volume V and the geometric boundary con-
ditions, eqs. (12.20), at all points on surface S2. The following statement is now
constructed

−
∫

V

{[
ε1 − ∂u1

∂x1

]
δσ1 +

[
ε2 − ∂u2

∂x2

]
δσ2 +

[
ε3 − ∂u3

∂x3

]
δσ3

+
[
γ23 − ∂u2

∂x3
− ∂u3

∂x2

]
δτ23 +

[
γ13 − ∂u1

∂x3
− ∂u3

∂x1

]
δτ13

+
[
γ12 − ∂u1

∂x2
− ∂u2

∂x1

]
δτ12

}
dV −

∫

S2

[u− û]T δt dS = 0. (12.26)

This statement is constructed in the following manner. Each of the six strain-
displacement relationships is multiplied by an arbitrary, virtual change in stress, then
integrated over the range of validity of the equations, volume V . Similarly, each of
the three geometric boundary conditions is multiplied by an arbitrary, virtual change
in surface traction, then integrated over the range of validity of the equation, surface
S2.
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Because the strain field is compatible and the displacement field kinematically
admissible, each bracketed term vanishes, and multiplication by an arbitrary quantity
results in a vanishing product. Each of the two integral then vanishes, as does their
sum.

Next, integration by parts is performed. Using Green’s theorem [7], the first term
of the volume integral becomes

∫

V

∂u1

∂x1
δσ1 dV = −

∫

V
u1

∂δσ1

∂x1
dV +

∫

S
u1n1δσ1 dS, (12.27)

where n1 is the component of the outward unit normal along ı̄1, see fig. 12.4. A
similar operation is performed on each displacement derivative terms appearing in
eq. (12.26) to yield

−
∫

V
εT δσ dV −

∫

V

[(
∂δσ1

∂x1
+

∂δτ21

∂x2
+

∂δτ31

∂x3

)
u1

+
(

∂δτ12

∂x1
+

∂δσ2

∂x2
+

∂δτ32

∂x3

)
u2 +

(
∂δτ13

∂x1
+

∂δτ23

∂x2
+

∂δσ3

∂x3

)
u3

]
dV

+
∫

S
uT δt dS −

∫

S2

(u− û)T δt dS = 0. (12.28)

Next, a statically admissible virtual stress field is defined as a virtual stress field
that satisfies equilibrium equations in volume V ,

∂δσ1

∂x1
+

∂δτ21

∂x2
+

∂δτ31

∂x3
=0,

∂δτ12

∂x1
+

∂δσ2

∂x2
+

∂δτ32

∂x3
=0,

∂δτ13

∂x1
+

∂δτ23

∂x2
+

∂δσ3

∂x3
=0,

(12.29)

and the surface traction equilibrium equation, δt = 0 on surface S1.
Because the virtual stresses are arbitrary, they can be chosen to be statically ad-

missible and eq. (12.28) reduces to

−
∫

V
εT δσ dV +

∫

S2

ûT δt dS = 0. (12.30)

The first term on the left hand side of this expression can be interpreted as the com-
plementary virtual work done by the internal stresses, δW ′

I , see eq. (9.77b). The re-
maining term corresponds to the complementary virtual work done by the prescribed
displacements, δW ′

E . Equation (12.30) therefore becomes δW ′
I + δW ′

E = 0.
It can also be shown that if δW ′

I + δW ′
E = 0 holds, the displacement field must

be kinematically admissible and the strain field compatible. Indeed, this principle
implies eq. (12.28), which in turn implies eq. (12.26) by reversing the integration by
parts process. Finally, the strain-displacement relationships and geometric boundary
conditions are recovered because eq. (12.26) must hold for all arbitrary stress virtual
stress fields. These results imply the principle of complementary virtual work
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Principle 16 (Principle of complementary virtual work) A body is undergoing
kinematically admissible displacements and compatible strains if and only if the sum
of the internal and external complementary virtual work vanishes for all statically
admissible virtual stress fields.

In summary, the strain-displacement relationships and the geometric boundary
conditions, eqs. (12.19) and (12.20), respectively, and the principle of complemen-
tary virtual work are two entirely equivalent statements. In addition, comparison of
eq. (12.30) with the principle of complementary virtual work, principle 7, developed
in chapter 9, shows that principle 16 above is simply a more general statement of
principle 7.

12.2.4 Strain and complementary strain energy density functions

In section 10.5, on page 519, the strain and complementary strain energy density
functions are developed for a linearly elastic, isotropic material governed by Hooke’s
law. The strain and complementary strain energy density functions are given by
eqs. (10.47) and (10.50), respectively.

If the internal forces in the solid are assumed to be conservative, they can be
derived from a potential, as discussed in section 10.1. In this case, the internal forces
are the components of stress, and the potential is the strain energy density function.
If the stresses in a solid can be derived from a strain energy density function, a(ε),

σ =
∂a(ε)
∂ε

, (12.31)

the material is said to be an elastic material. Assuming the material to be elastic
or assuming the existence of a strain energy density function are two equivalent as-
sumptions. Linearly elastic materials are elastic materials for which the stress-strain
relationship is linear.

If the material is elastic, the work done by the internal stresses when the system
is brought from one state of deformation to another depends only on the two states of
deformations, but not on the specific path that the system followed from one defor-
mation state to the other. This restricts the types of material constitutive laws that can
be expressed in terms of a strain energy density function. For instance, if a material
is deformed in the plastic range, the work of deformation will depend on the spe-
cific deformation history; hence, there exists no strain energy density function that
describes material behavior when plastic deformations are involved.

The concept of complementary strain energy is first introduced for springs in
section 10.3.1. For nonlinearly elastic materials, the complementary strain energy
density function is defined by the following identity

a(ε) + a′(σ) = εT σ, (12.32)

which explains the term “complementary strain energy.” Taking a differential of this
identity yields
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(
∂a(ε)
∂ε

− σ

)T

dε +
(

a′(σ)
∂σ

− ε

)T

dσ = 0.

The term in the first parenthesis vanishes because of eq. (12.31). Because the differ-
entials are arbitrary, the second parenthesis must vanish, leading to

ε =
a′(σ)
∂σ

. (12.33)

In view of eq. (12.32), the existence of the strain energy density function im-
plies the existence of the complementary strain energy density function. The strain
energy density function allows the definition of the stresses by eqs. (12.31), which
can be viewed as the constitutive laws for the elastic material because they define
stresses as a function of strains. Similarly, the complementary strain energy density
function allows the definition of the strains by eqs. (12.33), which can be viewed as
the constitutive laws for the elastic material because they define strains as a function
of stresses. Clearly, the strain and complementary strain energy density functions de-
fine the constitutive laws for elastic materials. The stiffness form of the constitutive
laws, eqs. (12.31), stems from the strain energy density function, whereas the com-
plementary strain energy density function yields the compliance form of the same
constitutive laws, eqs. (12.33).

12.2.5 The principle of minimum total potential energy

Consider a general elastic body that is in equilibrium under applied body forces and
surface tractions, and therefore, the principle of virtual work, eq. (12.25), must apply.
It is now assumed that the constitutive law for the material can be expressed in terms
of a strain energy density function, eq. (12.31). The virtual work done by the internal
stresses appears in the first term of eq. (12.25), and it is readily evaluated as

−
∫

V
δεT σ dV =

∫

V
δεT ∂a(ε)

∂ε
dV =

∫

V
δa(u) dV = δ

∫

V
a(u) dV = δA(u),

where the chain rule for derivatives is used at the second equality.
The strain energy density and the total strain energy of the body, A =

∫
V a dV ,

must be expressed in terms of the displacement field u using the strain displacement
relationships because the principle of virtual work requires a compatible strain field.
The principle of virtual work, eq. (12.25), now becomes

−δA(u) +
∫

V
bT δu dV +

∫

S1

t̂
T
δu dS = 0. (12.34)

Next, the body forces and surface tractions are assumed to be derivable from
potential functions

b = −∂φ

∂u
; t̂ = −∂ψ

∂u
,
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where φ is the potential of the body forces, and ψ the potential of the surface trac-
tions.

With these definitions, second and third terms (i.e., the external work terms) in
eq. (12.34) become

∫

V
bT δu dV +

∫

S1

t̂
T
δu dS = −

∫

V

∂φ

∂u

T

δu dV −
∫

S1

∂ψ

∂u

T

δu dS

= −
∫

V
δφ(u) dV −

∫

S1

δψ(u) dS = −δ

∫

V
φ(u) dV − δ

∫

S1

ψ(u) dS

= −δΦ(u),

where Φ(u) =
∫
V φ(u) dV+

∫
S1

ψ(u) dS is the total potential the externally applied
loads.

Introducing this result into the principle of virtual work expressed in eq. (12.34)
leads to

−δA(u)− δΦ(u) = 0, or δ (A(u) + Φ(u)) = 0. (12.35)

The total potential energy of the body is now defined as

Π(u) = A(u) + Φ(u), (12.36)

and it follows that
δΠ(u) = 0. (12.37)

This statement expresses the requirement that the total potential energy must
assume a stationary value with respect to compatible deformations when the body is
in equilibrium. As discussed in section 12.1.1, the sign of the second variation, δ2Π ,
will determine whether the stationary point is actually a minimum. The first variation
in Π is

δΠ(u) =
∫

V

(
∂a

∂ε

)T

δε dV −
∫

V
bT δu dV −

∫

S1

t̂
T
δu dS,

and its second variation is then

δ2Π(u) =
∫

V
δεT ∂2a

∂ε∂ε
δε dV.

Based on physical reasoning, the strain energy density function must be a
positive-definite function of the strain components, which implies δεT ∂2a/(∂ε∂ε) δε
≥ 0 for all δε. Indeed, if the strain energy function is not positive-definite, strain
states will exist that generate a negative strain energy, i.e. the elastic body will gen-
erate energy under deformation, a situation that is physically impossible. It follows
that δ2Π ≥ 0, and hence, Π presents an absolute minimum at its stationary point.
These results can be interpreted as follows.

Principle 17 (Principle of minimum total potential energy) Among all kinemati-
cally admissible displacements fields, the actual displacement field that corresponds
to the equilibrium configuration of the body makes the total potential energy an ab-
solute minimum.
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The reverse is also true: if the principle of minimum total potential energy holds,
the total potential energy must present a stationary point, implying eq. (12.35). In
turn, this equation implies the principle of virtual work in which the stresses are ex-
pressed in terms of the strains using constitutive laws of the form of eq. (12.31),
and strains are themselves expressed in terms of displacements using the strain-
displacement relationships. The principle of minimum total potential energy implies
the equations of equilibrium of the problem expressed in terms of the displacement
field. From section 12.1.3, it is clear that these equations are the Euler-Lagrange
equations arising from the stationarity condition for the total potential energy.

The principle of minimum total potential energy implies the principle of virtual
work, but the principle of virtual work only implies the principle of minimum total
potential energy under restrictive assumptions on existence of a strain energy density
function and of potentials of the body forces and surface tractions. In other words,
the principle of virtual work is a more general but possibly less useful statement.

12.2.6 The principle of minimum complementary energy

Consider an elastic body undergoing kinematically admissible displacements and
compatible strains. In this case, the principle of complementary virtual work,
eq. (12.30), must apply. It is now assumed that the constitutive law for the mate-
rial can be expressed in terms of a stress energy density function, eq.(12.33). The
virtual work done by the internal strains appears in the first term of eq. (12.30) and
is now readily evaluated as

∫

V
δσT ε dV =

∫

V
δσT ∂b(σ)

∂σ
dV =

∫

V
δb(σ) dV = δ

∫

V
b(σ) dV = δA′(σ),

where the chain rule for derivatives is used at the second equality. The quantity A′(σ)
is the total stress energy in the body.

The principle of complementary virtual work, eq. (12.30), can now be written as

−δA′(σ) +
∫

S2

ûT δt dS = 0 (12.38)

Next, the prescribed displacements are assumed to be derivable from a potential
function

û = −∂χ(t)
∂t

,

where χ(t) is the potential of the prescribed displacements. For instance, the poten-
tial of prescribed displacements is simply χ = −ûT t. It is important to note that
potential functions do not exist for all types of prescribed displacements. For ex-
ample, potential functions do not always exist for displacements that depend on the
surface tractions, although such cases are not common in practice.

The second term in eq. (12.38) now becomes
∫

S2

ûT δt dS = −
∫

S2

∂χ

∂t

T

δt dS = −
∫

S2

δχ(t) dS = −δ

∫

S2

χ(t) dS = −δΦ′.
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where Φ′(t) =
∫
S2

χ(t) dS is the total potential the prescribed displacements. Intro-
ducing this result into eq. (12.38) leads to

−δA′(σ)− δΦ′(t), or δ [A′(σ) + Φ′(t)] = 0. (12.39)

The total complementary energy of the body is now defined as

Π ′(σ) = A′(σ) + Φ′(t), (12.40)

and it follows that
δΠ ′(σ) = 0. (12.41)

This statement can be interpreted as follows

Principle 18 (Principle of minimum complementary energy) Among all stati-
cally admissible stress fields, the actual stress field that corresponds to the com-
patible deformations of the body makes the total complementary energy an absolute
minimum.

Equation (12.41) only proves that for compatible deformations, the total comple-
mentary energy presents a stationary point. As discussed in section 12.1.1, the sign
of the second variation δ2Π ′ will determine whether the stationary point actually is
a minimum. The first variation in Π ′ is

δΠ ′(σ) =
∫

V

6∑

i=1

∂a′

∂σi
δσi dV −

∫

S2

ûT δt dS, (12.42)

and its second variation is then

δ2Π ′(σ) =
∫

V

6∑

i,j=1

∂2a′

∂σi∂σj
δσi δσj dV. (12.43)

Just as for the strain energy density function, the stress energy density func-
tion must be a positive-definite function of the stress components, which implies∑6

i,j=1 ∂2a′/(∂σi∂σj) δσi δσj ≥ 0 for all δσi. Indeed, if the stress energy function
is not positive-definite, stress states will exist that generate a negative stress energy,
i.e. the elastic body will generate energy under stress, a situation that is physically
impossible. It follows that δ2Π ′ ≥ 0, and hence, Π ′ presents an absolute minimum
at its stationary point.

If the principle of minimum complementary energy holds, the complementary
energy must present a stationary point, implying eq. (12.39). In turn, this equation
implies the principle of complementary virtual work, in which the strains are ex-
pressed in terms of the stresses using constitutive laws of the form of eq. (12.33).
As a result, the principle of minimum complementary energy implies the strain-
displacement relationships of the problem expressed in terms of the stress field,
which must satisfy equilibrium equations. From section 12.1.3,it follows that these
equations are the Euler-Lagrange equations arising from the stationarity condition
for the complementary energy.
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The principle of minimum complementary energy implies the principle of com-
plementary virtual work, but the principle of complementary virtual work only im-
plies the principle of minimum complementary energy under restrictive assumptions
on existence of a stress energy density function and of a potential for the prescribed
displacements.

12.2.7 Energy theorems

In section 10.9, a number of energy theorems are presented that all are corollar-
ies of the fundamental energy principles developed above. Clapeyron’s theorem,
theorem 10.1, and Castigliano’s first theorem, theorem 10.2, are corollaries of the
principle of minimum total potential energy. The principle of least work, princi-
ple 14, Crotti-Engesser theorem, theorem 10.3, and Castigliano’s second theorem,
theorem 10.4, are corollaries of the principle of complementary total potential en-
ergy. Finally, the reciprocity theorems of Betti and Maxwell, theorems 10.5 and 10.6,
respectively, are direct consequences of these theorem. Because the principle of min-
imum total potential energy and its complementary counterpart have now been estab-
lished for general, three-dimensional structures, the theorems listed above are also
valid for the same three-dimensional structures.

12.2.8 Hu-Washizu’s principle

The principle of virtual work developed in section 9.3 is shown to be entirely
equivalent to the equations of equilibrium of a three-dimensional solid, eqs. (12.17)
and (12.18). Because this principle is solely a statement of equilibrium, it must be
complemented with stress-strain relationships and constitutive laws in order to obtain
a complete set of equations for the solution of specific elasticity problems.

On the other hand, the principle of complementary virtual work developed in
section 12.30 is equivalent to the strain-displacement relationships and the geometric
boundary conditions, eqs. (12.19) and (12.20), respectively. This principle must be
complemented with equilibrium equations and constitutive laws in order to obtain a
complete set of equations for the solution of specific elasticity problems.

In summary, the principle of virtual work is a statement of equilibrium whereas
the principle of complementary virtual work is a statement of compatibility. Clearly,
these principles are equivalent to a subset of all the equations required for the solution
of elasticity problems. Hu-Washizu’s principle remedies this shortcoming, and it is
equivalent to the complete set of equations required to solve elasticity problems.

Consider an elastic body that is in equilibrium under the applied body forces
and surface tractions, that is undergoing compatible strains whose displacement field
is kinematically admissible, and for which the stress and strain fields satisfy the
material constitutive laws. This implies that the stress field is statically admissible,
i.e., the equilibrium equations, eqs. (12.17), are satisfied at all points in V and the
surface equilibrium equations, eqs. (12.18), at all points on S1. This further implies
that the strain-displacement relationships, eqs. (12.19), are satisfied at all points in V
and the geometric boundary conditions, eqs. (12.20), at all points on S2. Finally, the
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constitutive equations, assumed to be expressed in terms of a strain energy density
function, eq. (12.31), must hold at all points in V .

The following statement is now constructed by combining eqs. (12.21), (12.26)
and (12.31) into a single integral equation
∫

V

{[
∂σ1

∂x1
+

∂τ21

∂x2
+

∂τ31

∂x3
+ b1

]
δu1 +

[
∂τ12

∂x1
+

∂σ2

∂x2
+

∂τ32

∂x3
+ b2

]
δu2

+
[
∂τ13

∂x1
+

∂τ23

∂x2
+

∂σ3

∂x3
+ b3

]
δu3

}
dV −

∫

S1

[
t− t̂

]T
δu dS

−
∫

V

{[
ε1 − ∂u1

∂x1

]
δσ1 +

[
ε2 − ∂u2

∂x2

]
δσ2 +

[
ε3 − ∂u3

∂x3

]
δσ3

+
[
γ23 − ∂u2

∂x3
− ∂u3

∂x2

]
δτ23 +

[
γ13 − ∂u1

∂x3
− ∂u3

∂x1

]
δτ13

+
[
γ12 − ∂u1

∂x2
− ∂u2

∂x1

]
δτ12

}
dV −

∫

S2

[u− û]T δt dS

+
∫

V

{[
∂a

∂ε1
− σ1

]
δε1 +

[
∂a

∂ε2
− σ2

]
δε2 +

[
∂a

∂ε3
− σ3

]
δε3

+
[

∂a

∂γ23
− τ23

]
δγ23 +

[
∂a

∂γ13
− τ13

]
δγ13 +

[
∂a

∂γ12
− τ12

]
δγ12

}
dV = 0.

(12.44)
This lengthy statement can be manipulated in several different ways. (1) The

terms appearing in the equilibrium equations could be integrated by parts (as is
done for the derivation of the principle of virtual work, section 12.2.2), (2) the
terms appearing in the strain-displacement relationships could be integrated by parts
(as is done for the derivation of the principle of complementary virtual work, sec-
tion 12.2.3), or (3) both integrations by parts could be carried out. These three ap-
proaches will give rise to three different statements of Hu-Washizu’s principle.

First statement of Hu-Washizu’s principle

In the first approach, the terms appearing in the equations of equilibrium are in-
tegrated by parts using eq. (12.22). After regrouping all terms, this yields the first
statement of Hu-Washizu’s principle

δ

∫

V

[
a(ε)−

(
ε1 − ∂u1

∂x1

)
σ1 −

(
ε2 − ∂u2

∂x2

)
σ2 −

(
ε3 − ∂u3

∂x3

)
σ3

−
(

γ23 − ∂u2

∂x3
− ∂u3

∂x2

)
τ23 −

(
γ13 − ∂u1

∂x3
− ∂u3

∂x1

)
τ13

−
(

γ12 − ∂u1

∂x2
− ∂u2

∂x1

)
τ12

]
dV

−
∫

V
bT δu dV −

∫

S1

t̂
T
δu dS −

∫

S2

(u− û)T
δt dS = 0.

(12.45)
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This principle involves three independent fields: the strain, stress, and displacement
fields. Hence, Hu-Washizu’s principle is a three field principle, whereas the principle
of minimum total potential energy and the principle of minimum complementary
energy both are single field principles, involving only the displacement and stress
fields, respectively.

This principle is closely related to the principle of minimum total potential en-
ergy, eq. (12.34). Indeed, starting from eq. (12.45), the strain field is assumed to be
compatible and the displacement field kinematically admissible. Hence, the strain
displacement relationships are satisfied and the last six terms in the left hand side
integrand vanish; furthermore, the displacement field satisfies the geometric bound-
ary conditions on S2 and the last integral on the right hand side vanishes as well.
The remaining terms then express the principle of minimum total potential energy,
eq. (12.34).

The first statement of Hu-Washizu’s principle can also be obtained by starting
from the principle of minimum total potential energy, eq. (12.34). This principle is
a statement of equilibrium, because it is derived from the principle of virtual work,
and the constitutive laws of the material are also included in the principle by means
of the strain energy density function. However, this principle provides no informa-
tion about the strain displacement relationships of the problem. Consequently, the
principle of minimum total potential energy can be viewed as a constrained mini-
mization problem that yields all the equations of elasticity: minimization of the total
potential energy yields the equations of equilibrium and the constitutive laws, while
the external constraints, the strain displacement equations, then yield the last set of
equations.

This constrained minimization problem is then transformed into an uncon-
strained minimization problem using the Lagrange multiplier technique described
in section 12.1.2. The modified function to be minimized is now in the form of
eq. 12.12, where the fi, i = 1, 2, . . . 6, are the strain displacement relationships
and the λi are six Lagrange multipliers. This is exactly the form of Hu-Washizu’s
principle, eq. (12.45), where the Lagrange multipliers are identified to be the stress
components. This leads to an interesting interpretation of the stress field: the six
stress components are the Lagrange multipliers used to enforce the corresponding
compatibility equations.

Second statement of Hu-Washizu’s principle

In the second approach, the terms appearing in the strain-displacement relationships
of eq. 12.44 are integrated by parts using eq. 12.27. After regrouping all terms, this
yields the second statement of Hu-Washizu’s principle
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δ

∫

V

[(
a(ε)− εT σ

)
+

(
∂σ1

∂x1
+

∂τ21

∂x2
+

∂τ31

∂x3
+ b1

)
u1

+
(

∂τ12

∂x1
+

∂σ2

∂x2
+

∂τ32

∂x3
+ b2

)
u2 +

(
∂τ13

∂x1
+

∂τ23

∂x2
+

∂σ3

∂x3
+ b3

)
u3

]
dV

−
∫

S1

(t− t̂)T δu dS −
∫

S2

ûT δt dS = 0.

(12.46)
This principle is closely related to the principle of minimum complementary energy,
eq. (12.38). Indeed, starting from the above statement, the stress field is assumed to
be statically admissible. Hence, the equations of equilibrium relationships are satis-
fied and the last three terms in the volume integral vanish; furthermore, equilibrium
of the surface tractions is satisfied on S1 and the corresponding surface integral van-
ishes as well. The remaining terms then express the principle of minimum comple-
mentary energy, eq. (12.38).

The second statement of Hu-Washizu’s principle can also be obtained by start-
ing from the principle of minimum complementary energy, eq. 12.38. This principle
is a statement of compatibility because it is derived from the principle of comple-
mentary virtual work, and the constitutive laws of the material are also included
in the principle by means of the stress energy density function. This principle pro-
vides no information about the equilibrium equations of the problem. Consequently,
the principle of minimum complementary energy can be viewed as a constrained
minimization problem that yields all the equations of elasticity: minimization of the
complementary energy yields the compatibility equations and the constitutive laws
while the external constraints, the equilibrium equations, then yield the last set of
equations.

This constrained minimization problem is then transformed into an uncon-
strained minimization problem using the Lagrange multiplier technique described
in section 12.1.2. The modified function to be minimized is now in the form of
eq. 12.12, where the fi, i = 1, 2, 3, are the equilibrium equations and the λi are three
Lagrange multipliers. This is exactly the form of Hu-Washizu’s principle, eq. (12.46),
where the Lagrange multipliers are identified to be the displacement components.
This leads to an interesting interpretation of the displacement field: the three dis-
placement components are the Lagrange multipliers used to enforce the correspond-
ing equilibrium equations.

Third statement of Hu-Washizu’s principle

Finally, in the last approach the terms appearing in both the equations of equilibrium
and strain-displacement relationships of eq. (12.44) are integrated by parts using
eqs. (12.22 and eq. (12.27), respectively. After regrouping all terms, this yields the
third statement of Hu-Washizu’s principle
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∫

V

{
δ
[
a(ε)− εT σ

]
+ σ1

∂δu1

∂x1
+ σ2

∂δu2

∂x2
+ σ3

∂δu3

∂x3
+ τ23

[
∂δu2

∂x3
+

∂δu3

∂x2

]

+τ13

[
∂δu1

∂x3
+

∂δu3

∂x1

]
+ τ12

[
∂δu1

∂x2
+

∂δu3

∂x2

]
− u1

[
∂δσ1

∂x1
+

∂δτ12

∂x2
+

∂δτ13

∂x3

]

− u2

[
∂δτ12

∂x1
+

∂δσ2

∂x2
+

∂δτ23

∂x3

]
− u3

[
∂δτ13

∂x1
+

∂δτ23

∂x2
+

∂δσ3

∂x3

]}
dV

−
∫

V
bT δu dV −

∫

S1

t̂
T
δu dS +

∫

S2

ûT δt dS = 0.

(12.47)
The main advantage of this third statement of Hu-Washizu’s principle is that no

derivatives of the three unknown fields are present; derivatives only show up in the
variations. In numerical applications, this observation has important implications on
the way in which the unknown fields can be approximated, because minimal conti-
nuity requirements are imposed.

12.2.9 Hellinger-Reissner’s principle

Due to the complexity of the three-field Hu-Washizu’s principle, a simpler, two-field
principle is preferred for some applications. Hellinger-Reissner’s principle is such
a principle, and it is easily derived from Hu-Washizu’s principle by eliminating the
strain field.

Starting from the first statement of Hu-Washizu’s principle, eq. (12.45),
eq. (12.32) is used to eliminate the strain field: δ[a(ε) − εT σ] = −δa′(σ). This
simple operation yields the first statement of Hellinger-Reissner’s principle

δ

∫

V

[
∂u1

∂x1
σ1 +

∂u2

∂x2
σ2 +

∂u3

∂x3
σ3 +

(
∂u2

∂x3
+

∂u3

∂x2

)
τ23

+
(

∂u1

∂x3
+

∂u3

∂x1

)
τ13 +

(
∂u1

∂x2
+

∂u2

∂x1

)
τ12 − a′(σ)

]
dV

−
∫

V
bT δu dV +

∫

S1

t̂
T
δu dS −

∫

S2

(u− û)T δt dS = 0.

(12.48)

Next, starting from the second statement of Hu-Washizu’s principle, eq. (12.46),
the strain field is eliminated in a similar manner to obtain the second statement of
Hellinger-Reissner’s principle

δ

∫

V

[(
∂σ1

∂x1
+

∂τ21

∂x2
+

∂τ31

∂x3
+ b1

)
u1 +

(
∂τ12

∂x1
+

∂σ2

∂x2
+

∂τ32

∂x3
+ b2

)
u2

+
(

∂τ13

∂x1
+

∂τ23

∂x2
+

∂σ3

∂x3
+ b3

)
u3 − a′(σ)

]
dV

−
∫

S1

(t− t̂)T δu dS −
∫

S2

ûT δt dS = 0.

(12.49)
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Finally, a similar procedure starting from the third statement of Hu-Washizu’s
principle, eq. 12.47, leads to the the third statement of Hellinger-Reissner’s principle

∫

V

[
δa′(σ) + u1

(
∂δσ1

∂x1
+

∂δτ12

∂x2
+

∂δτ13

∂x3

)
+ u2

(
∂δτ12

∂x1
+

∂δσ2

∂x2
+

∂δτ23

∂x3

)

+u3

(
∂δτ13

∂x1
+

∂δτ23

∂x2
+

∂δσ3

∂x3

)
− σ1

∂δu1

∂x1
− σ2

∂δu2

∂x2
− σ3

∂δu3

∂x3

−τ23

(
∂δu2

∂x3
+

∂δu3

∂x2

)
− τ13

(
∂δu1

∂x3
+

∂δu3

∂x1

)
− τ12

(
∂δu1

∂x2
+

∂δu3

∂x2

)]
dV

+
∫

V
bT δu dV +

∫

S1

t̂
T
δu dS −

∫

S2

ûT δt dS = 0.

(12.50)

12.3 Applications of variational and energy principles

The general formulation of the equations of linear elasticity as a series of variational
problem provides powerful capabilities to analyze more complex structural prob-
lems than those considered in the previous chapters. As illustrated in chapter 11, this
is particularly important when approximate solutions are sought because the inte-
gral forms appearing the variational equations involve lower order derivatives than
those appearing in the corresponding differential equations, thereby decreasing the
continuity requirements.

The equivalence of the differential equation and variational approaches is proven
at several points in the above developments. This equivalence can also be demon-
strated by deriving the governing differential equations from the variational formula-
tion. This approach provides the additional benefit of yielding the associated bound-
ary conditions.

The beam bending problem

Beam bending under transverse loading is

i1

i2

i3

L

p (x )2 1

P2

Fig. 12.5. Cantilevered beam with dis-
tributed transverse load.

discussed extensively in chapters 5, 6 and
8. In this section, the governing differential
equations for beam bending will be derived
from the principle of minimum total poten-
tial energy.

Consider a general beam bending prob-
lem consisting of a uniform cantilevered
beam with a symmetric cross-section subjected to a distributed transverse load,
p2(x1), and a concentrated tip load, P2, as illustrated in fig. 12.5. The total potential
energy of the system is given by eq. (10.40) as

Π =
1
2

∫ L

0

Hc
33

(
d2ū2

dx2
1

)2

dx1 −
∫ L

0

p2(x1)ū2(x1) dx1 − P2ū2(L), (12.51)
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where it is clear that Π = Π(ū2(x1)) is a functional.
The principle of minimum total potential energy, principle 17, implies that the

total potential energy must be stationary, δΠ = 0. Section 12.1.3 outlines the proce-
dure to determine the stationary point of a functional in the form given by eq. (12.13),
and the stationarity condition leads the the Euler-Lagrange equation, eq. (12.14). The
same procedure will be followed here to determine the stationary point of the total
potential energy, as required by the principle of minimum total potential energy.

Variation of of the total potential energy, eq. (12.51), can be written as

δΠ =
1
2

∫ L

0

Hc
33 2

d2ū2

dx2
1

δ

(
d2ū2

dx2
1

)
dx1 −

∫ L

0

p2 δū2 dx1 − P2δū2(L) = 0.

Using eq. (12.15), it is possible to interchange the order of the variational and partial
differential operators in the third term in the first integral to find

δΠ =
1
2

∫ L

0

Hc
33 2

d2ū2

dx2
1

d2

dx2
1

(δū2)dx1 −
∫ L

0

p2 δū2 dx1 − P2δū2(L) = 0.

To eliminate the higher differential order of the virtual displacement field appearing
in the first integral, two integration by parts are carried out, leading to

δΠ =
∫ L

0

[
d2

dx2
1

(
Hc

33

d2ū2

dx2
1

)
− p2

]
δū2dx1 +

[
Hc

33

dū2
2

dx2
1

δ

(
dū2

dx1

)]L

0

−
[

d
dx1

(
Hc

33

dū2
2

dx2
1

)
δū2

]L

0

− P2δū2(L) = 0.

(12.52)

This equation must be satisfied for all arbitrary displacements, δū2(x1) for 0 ≤
x1 ≤ L. This can only happen if the first bracketed term vanishes, leading to the
following differential equation

d2

dx2
1

(
Hc

33

dū2
2

dx2
1

)
− p2 = 0, (12.53)

which is the governing equation for the lateral deflection of a beam under load, first
developed using the classical differential equation approach, see eq. (5.40). Within
the present formalism, the governing differential equation is the Euler-Lagrange
equation associated with the stationary point of the total potential energy.

The stationarity condition of the total potential energy also yields the boundary
conditions of the problem. First, the stationary condition, eq. (12.52) is rewritten as

δΠ =
∫ L

0

[
d2

dx2
1

(
Hc

33

d2ū2

dx2
1

)
− p2

]
δū2dx1 + [M3δΦ3]

L
0

+ [V2δū2]
L
0 − P2δū2(L) = 0,

(12.54)

where the definitions of the bending moment, shear force, and sectional rotation are
used.
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The last two terms of eq. (12.54) can be written as [V2(L) − P2]δū2(L) −
V2(0)δū2(0). The virtual displacement field must satisfy the geometric boundary
condition. Because the beam is clamped at the root, δū2(0) = 0, and the last two
terms of eq. (12.54) reduce to [V2(L) − P2]δū2(L). This term must vanish for all
arbitrary virtual displacements at the tip of the beam, and therefore the bracketed
term must vanish, leading to V2(L) = P2. This equation is the first natural boundary
condition at the tip of the beam.

The second bracketed term of eq. (12.54), written as M3(L)δΦ3(L) −
M3(0)δΦ3(0) must also vanish. Because the beam is clamped at the root, δΦ3(0) =
0, and this reduces to [M3(L)]δΦ3(L). This term must vanish for all arbitrary virtual
rotations at the tip of the beam, and therefore the bracketed term must vanish, leading
to M3(L) = 0. This equation is the second natural boundary condition at the tip of
the beam.

In summary, the classical Euler-Bernoulli governing differential equation for
beam bending problems is derived as the Euler-Lagrange equation associated with
the stationarity condition of the total potential energy. Note that both differential
equation and natural boundary conditions are recovered. Once again, the equivalence
of the various formalisms is demonstrated.

12.3.1 The shear lag problem

The axial and shear flows in thin-walled beams are computed in chapter 8 for both
bending and torsional loads. In addition, the cross-sectional warping of both open
and closed-section thin-walled beams is examined in section 8.7. In the treatment of
warping, it is tacitly assumed that the warping is free of any constraints that might
be present at the beam ends, for instance. If the beam is cantilevered at its root,
warping must vanish at the root but will develop along the beam’s span, causing a
redistribution of the stresses in the beam that can become significant under certain
conditions.

A good example of this effect is shear lag, which is present in thin-walled beams
that are fixed in a manner that constrains warping of a cross-section. The result can
be a significant redistribution of the axial and shear flows in that cross-section and
along the beam’s span.

Consider a thin-walled, rectangular box-beam

i1

i2

P0

d

t

L 2b

Fig. 12.6. Box beam subjected to
tip load.

clamped at its root and subjected to a downward
tip load, P0, as shown in fig. 12.6. According to
Euler-Bernoulli beam theory, the stress distribution
in the upper flange (top panel) of the beam con-
sists of a uniform distribution of tensile axial stress
across the width, 2b, and equal magnitude compres-
sive stresses arise in the lower flange. If concen-
trated stiffeners are present at the four corners of the
section, the top panel will be loaded by shear flows
at its edges, as illustrated in fig. 12.7.
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i1

i2

b

b

t0

t0

L

Fig. 12.7. Upper panel of a box beam sub-
jected to edge shear forces.

g( )h h( ) ( )h z  - a
2

Fig. 12.8. The distribution of axial displace-
ment.

An investigation of the shear lag phenomenon will be performed by considering
only the rectangular panel loaded by constant shear stresses, τ0, at its two edges,
as shown in lower portion of fig. 12.7. This configuration is a crude approximation
of the top flange of a thin-walled beam with four corner stiffeners. The width of
the panel is 2b, its thickness t, and its length L. At the root of the panel, the axial
displacement must vanish, the tip section of the panel is stress free.

The solution procedure begins with kinematic assumptions: the displacement
field in the panel is assumed to take the following form

u1(η, ζ) = g(η) + h(η)(ζ2 − α); u2(η, ζ) = 0, (12.55)

where η = x1/L is a non-dimensional variable along the span of the panel and
ζ = x2/b that across its width. The axial displacement distribution is illustrated in
fig. 12.8 and consists of two components. The first term corresponds to a uniform
distribution across the width of the panel and gives rise to uniform displacements,
strains, and stresses across the width, as predicted by beam theory. The second term
describes the variation of the displacement field across the width of the panel. Due to
the symmetry of the problem, a symmetric distribution across the width of the panel
is selected: a symmetric parabolic distribution defined by parameter α.

This parabolic displacement distribution will result in uneven stress and strain
distribution across the width of the panel and will characterize the importance of the
shear lag effect. Because a parabolic distribution is arbitrarily selected at the onset
of the analysis, an approximate solution is expected.

The strain field is obtained from the assumed displacement field using the strain-
displacement relations, see eqs. (1.63) and (1.71), to find

ε1(η, ζ) =
g′

L
+

h′

L
(ζ2 − α), ε2(η, ζ) = 0; γ12(η, ζ) =

h

b
2ζ, (12.56)

where the notation (·)′ indicates a derivative with respect to η.
The panel is assumed to be made of a linearly elastic material in a plane stress

state, and the material stiffness matrix is given by eq. (2.16). Furthermore, the stress
in the transverse direction is assumed to be much smaller than the axial stress, σ2 ¿
σ1, and the constitutive laws reduce to

σ1 = Eε1 = E

[
g′

L
+

h′

L
(ζ2 − α)

]
, σ2 ≈ 0, τ12 = Gγ12 = G

h

b
2ζ. (12.57)
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The strain energy in the panel can now be written in terms of the axial and shear
strains as

A =
∫ L

0

∫ +b

−b

∫ t/2

−t/2

1
2
(Eε21 +Gγ2

12) dx1dx2dx3 =
Lbt

2

∫ 1

0

∫ +1

−1

(Eε21 +Gγ2
12) dηdζ.

Introducing the strain distributions, eq. (12.56), and reordering the term leads to

A =
Lbt

2

∫ 1

0

{
Eg′2

L2

[∫ +1

−1

dζ

]
+

Eh′2

L2

[∫ +1

−1

(ζ2 − α)2 dζ

]

+2
Eg′h′

L2

[∫ +1

−1

(ζ2 − α) dζ

]
+

4Gh2

b2

[∫ +1

−1

ζ2 dζ

]}
dη.

The next step is to evaluate the integrals appearing in the brackets. To simplify
the analysis, the free parameter α will be selected to make the third bracketed term
vanish:

∫ +1

−1
(ζ2−α) dζ = 0, which leads to α = 1/3. With this choice, the third term

of the strain energy vanishes, eliminating the coupling between the two deformation
modes characterized by functions g(η) and h(η). Using α = 1/3, the strain energy
now becomes

A =
Ebt

L

∫ 1

0

[
g′2 +

4
45

h′2 +
4
3

(
L

b

)2 (
G

E

)
h2

]
dη.

The potential of the applied loads consists of the potential of the shear loads
applied along the left and right side edges of the panel,

Φ =−
∫ t/2

t/2

∫ L

0

[τ0u1(x1, x2 = −b) + τ0u1(x1, x2 = +b)] dx1dx2

=2tL
∫ 1

0

τ0(g +
2h

3
) dη,

and the total potential energy therefore becomes

Π =
Ebt

L

∫ 1

0

[
g′2 +

4
45

h′2 +
4
3

(
L

b

)2 (
G

E

)
h2 − 2τ0L

2

Eb
(g +

2h

3
)

]
dη.

The principle of minimum total potential energy requires Π to be stationary,
δΠ = 0. Taking the first variation of Π leads to

∫ 1

0

[
g′δg′ +

4
45

h′δh′ +
4
3

(
L

b

)2(
G

E

)
hδh− τ0L

2

Eb
(δg +

2
3
δh)

]
dη = 0.

Integration by parts is performed on the first two terms and regrouping yields
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∫ 1

0

{
δg

[
−g′′ − τ0L

2

Eb

]
+ δh

[
− 4

45
h′′ +

4
3

(
L

b

)2 (
G

E

)
h− 2τ0L

2

3Eb

]}
dη

+ [g′δg]10 +
[

4
45

h′δh
]1

0

= 0.

Because the expression must vanish for all arbitrary variations δg and δh, each of the
bracketed terms must vanish individually. The first bracketed term leads to the fol-
lowing differential equation for g(η): g′′ = −τ0L

2/(Eb). The boundary conditions
are g(0) = 0 at the root of the panel and g′(1) = 0 at its tip. The second bracketed
term leads to the differential equation for h(η): h′′ − µ2h = −15τ0L

2/(2Eb). The
boundary conditions are h(0) = 0 at the root of the panel and h′(1) = 0 at its tip.
The non-dimensional parameter µ is defined as

µ2 = 15
(

L

b

)2 (
G

E

)
. (12.58)

These second order differential equations can be solved to obtain the axial dis-
placement field as

u1(η, ζ) =
τ0

E

L2

b

{(
η − 1

2
η2

)
+

15
2µ2

[
1− cosh µ(1− η)

cosh µ

] (
ζ2 − 1

3

)}
.

The first term, (η−η2/2), represents the axial displacement, which is constant across
the width of the panel as if it were a beam of axial stiffness S = E2bt subjected
to a uniform axial load p0 = 2τ0t, see eq. (5.26). The second term represents the
displacement variation across the width of the panel and characterizes the shear lag
effect that is controlled by the non-dimensional parameter µ.

The stress distribution in the panel can be obtained from the constitutive relation-
ships, eq. (12.57)

σ1 = τ0
L

b

[
(1− η) +

15
2µ

sinh µ(1− η)
cosh µ

(
ζ2 − 1

3

)]
,

τ12 = τ0

[
1− cosh µ(1− η)

cosh µ

]
ζ.

(12.59)

The first term describes the constant axial stress distribution across the panel width
which is predicted by bean theory. The second term describes the axial stress redis-
tribution due to shear lag.

Consider an aluminum panel with an aspect ratio L = 8b. The parameter µ =
19.2 when E/G = 2(1 + ν) = 2.6 for a homogeneous, isotropic material with a
Poisson’s ratio ν = 0.3. On the other hand, µ = 6.41 for a panel with the same
aspect ratio but made of a medium modulus graphite fiber reinforced epoxy matrix
composite material for which E = 140 GPa, G = 6 GPa and ν = 0.3. Figure 12.9
shows the non-dimensional axial stress hσ1/(Lτ0) distribution for both materials at
two locations across the panel width: ζ = 0 (corresponding to the panel mid-line)
and ζ = 1 (corresponding to its right hand edge).
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Figure 12.10 shows the distribution of axial stress across the width at the root
of the panel for both materials. In contrast with the uniform distribution predicted
by classical beam theory, the present results show a significant over-stress occur-
ring at the root corners of the panel and significant under-stress along its mid-line.
The magnitudes of the over- and under-stresses are 5 tanh µ/µ and 5 tanh µ/(2µ),
respectively, as obtained from eqs.(12.59). For the isotropic panel this translates to
26% and 13% for the over- and under-stress, respectively, and the corresponding
numbers are 78% and 39% for the composite panel.

h

s
t

Fig. 12.9. Distribution of axial stress along
the panel span. Isotropic material: solid line;
anisotropic material: dashed line.

h

s
t

Fig. 12.10. Distribution of axial stress across
the panel width at the root of the panel.
The uniform distribution predicted by beam
theory is indicated by the square boxes.
Isotropic material: solid line; anisotropic ma-
terial: dashed line.

The uniform stress distribution results in optimum structural efficiency because
the material is equally stressed at all points across the width of the panel. The shear
lag phenomenon considerably redistributes the stresses, creating undesirable over-
stressed areas and decreasing the structural efficiency. The magnitude of the shear
lag effect is controlled by the parameter µ defined in eq. (12.58). The smaller this
parameter, the larger the shear lag effect. Clearly, shorter panel (smaller L/b values),
made of shear deformable materials (smaller G/E values) will experience the most
significant shear lag effects.

A more complicated configuration that includes both panels (sheets) and stringers
under similar loading with warping restrained at one end is treated in problem 12.12.

12.3.2 The Saint-Venant torsion problem

Torsion of a beam with an arbitrary cross-section is examined in chapter 7 in sec-
tion 7.3 using an analysis based on the Newtonian statement of equilibrium. The
same problem will formulated here as a variational problem.

For a beam with arbitrary cross-section, Saint-Venant theory assumes that under
torsion, each cross-section rotates like a rigid body, and warps out of its own plane.
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The resulting assumed displacement field is described by eqs. (7.32a) and (7.32b),
which are repeated

u1(x1, x2, x3) = Ψ(x2, x3) κ1(x1), (12.60a)
u2(x1, x2, x3) = −x3Φ1(x1), u3(x1, x2, x3) = x2Φ1(x1). (12.60b)

where Φ(x1) is the angle of twist about axis ı̄1 and Ψ(x2, x3) the warping function.
Under the assumption of uniform torsion, The strain field is then computed us-

ing the strain-displacement relations, and is given by eqs. (7.33a) to (7.33c). The
only nonzero strains are the two shear strains components, γ12 and γ13, given by
eqs. (7.33c). The only non-vanishing stress components are τ12 and τ13, given by
eqs. (7.34c).

For uniform torsion, the total potential energy can be evaluated for a slice of the
beam of unit length only. Indeed, for uniform torsion, the deformation of all slices
are identical. The strain energy per unit length of the beam is

A =
1
2

∫

A
(τ12γ12 + τ13γ13) dA.

The potential of the externally applied load is the negative of the work done by the
torque, M1, acting along the unit length segment, Φ = −M1κ1 ·1. Using eqs. (7.34c)
and (7.33c) for the stress and strains fields, respectively, the total potential energy
becomes

Π =
1
2

∫

A

[(
∂Ψ

∂x2
− x3

)2

+
(

∂Ψ

∂x3
+ x2

)2
]

Gκ2
1 dA−M1κ1.

The principle of minimum total potential energy requires the total potential en-
ergy to be stationary with respect to admissible displacement fields, leading to

δΠ = Gκ2
1

∫

A

[(
∂Ψ

∂x2
− x3

)
∂δΨ

∂x2
+

(
∂Ψ

∂x3
+ x2

)
∂δΨ

∂x3

]
dA− 0 = 0. (12.61)

To eliminate the derivatives of variation in the warping function, Green’s theo-
rem [7] will now be used, leading to

δΠ = −Gκ2
1

∫∫

A

[
∂2Ψ

∂x2
2

+
∂2Ψ

∂x2
3

]
δΨ dA

+ Gκ2
1

∮

C

[(
∂Ψ

∂x2
− x3

)
n2 +

(
∂Ψ

∂x3
+ x2

)
n3

]
δΨds = 0,

where n2 = dx3/ds and n3 = −dx2/ds are the direction cosines of the unit normal
to curve C. Because the variation in the warping function are arbitrary, the brack-
eted terms in the expression above must vanish. The first bracketed term yields the
governing partial differential equation of the problem, and the second, the boundary
conditions along curve C,
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∂2Ψ

∂x2
2

+
∂2Ψ

∂x2
3

= 0 over A (12.62a)
(

∂Ψ

∂x2
− x3

)
dx3

ds
−

(
∂Ψ

∂x3
+ x2

)
dx2

ds
= 0 along C. (12.62b)

Equations (12.62) are identical to eqs. (7.40) obtained using the classical Newto-
nian approach. The boundary condition of the problem, eq. (12.62b), corresponds to
the vanishing of the shear stress components acting in the direction normal to curve
C, τn = 0. In the variational approach, this natural boundary condition results from
the application of Green’s theorem.

12.3.3 The Saint-Venant torsion problem using the Prandtl stress function

The Saint-Venant uniform torsion problem is formulated in the previous section as
a variational problem in terms of the warping function, Ψ , which defines the de-
formation of the beam. To avoid the complicated boundary condition expressed by
eq. (12.62b), the problem is reformulated using Prandtl’s stress function as developed
in section 7.3.2. In this case, however, the principle of minimum total potential en-
ergy is no longer appropriate, and the principle of minimum complementary energy
must be employed instead.

In Prandtl’s stress function formulation, the non-vanishing shear stress compo-
nents are expressed in terms of the stress function by eqs. (7.41), τ12 = ∂φ/∂x3 and
τ13 = ∂φ/∂x2, where φ(x2, x3) is Prandtl’s stress function. The complementary
strain energy stored in a unit slice of the beam now becomes

A′ =
1
2

∫∫

A

1
G

(
τ2
12 + τ2

13

)
dA =

1
2

∫∫

A

1
G

[(
∂φ

∂x2

)2

+
(

∂φ

∂x3

)2
]

dA.

The potential of the prescribed displacements, Φ′, see section (12.2.6), requires
more careful consideration. In this case, the beam of unit length is fixed at one
end, and a rotation, Φ1, is prescribed at the other. The associated potential is
Φ′ = −M1κ1 · 1 = − ∫∫

A 2φκ1dA where use is made of eq. (7.48) for a cross-
section bounded by a single curve, C. The total complementary potential energy is
then1

Π ′ = A′ + Φ′ =
1
2

∫∫

A

1
G

[(
∂φ

∂x2

)2

+
(

∂φ

∂x3

)2
]

dA−
∫∫

A
2φκ1dA. (12.63)

The principle of stationary complementary energy, principle 18, requires the total
complementary energy to be stationary value with respect to arbitrary choices of
statically admissible stress fields, leading to

δΠ ′ =
∫∫

A

1
G

[
∂φ

∂x2

∂δφ

∂x2
+

∂φ

∂x3

∂δφ

∂x3
− 2Gκ1δφ

]
dA = 0,

1 The notation is treacherous: Φ1 is a rotation about axis ı̄1; Φ′ is the potential of prescribed
displacements; and φ is Prandtl’s stress function.
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To eliminate the derivatives of variations of the stress function, Green’s theorem is
applied to the first two terms in the integrand to find
∫∫

A

1
G

[
−∂2φ

∂x2
2

− ∂2φ

∂x2
3

− 2Gκ1

]
δφdA+

1
G

∮

C

[
∂φ

∂x2
n2 +

∂φ

∂x3
n3

]
δφ ds = 0.

Equation (7.44) implies that the stress function, φ, must remain constant along
curve C. Hence, δφ = 0 along the same curve and the second integral vanishes.
The first integral must vanish for all arbitrary variation, δφ. Consequently, the first
bracketed term must vanish, and the Euler-Lagrange equation for this variational
problem is

∂2φ

∂x2
2

+
∂2φ

∂x2
3

= −2Gκ1, (12.64)

This result is identical to that obtained with the classical approach, see eq. (7.45).
Here again, the governing differential of the problem is recovered as the Euler-
Lagrange equation of a variational problem

Example 12.1. Torsion of rectangular section - a crude solution
Consider a bar with a rectangular cross-section of width 2a and depth 2b as depicted
in fig. 12.11. Determine the stress function and the sectional torsional stiffness using
the principle of complementary strain energy.

i2

i3

2a

2b

C

A

B

Fig. 12.11. Bar with a rectangular cross-section.

The following expression will be assumed for the stress function

φ(η, ζ) = c0(η2 − 1)(ζ2 − 1), (12.65)

where c0 is an unknown constant, η = x2/a is the non-dimensional coordinate along
axis ı̄2, and ζ = x3/b is that along axis ı̄3. This choice of the stress function satisfies
the boundary conditions of the problem along C: φ(η = ±1, ζ) = 0 and φ(η, ζ =
±1) = 0.

The principle of minimum complementary energy will be used to determine the
constant, c0, that minimize the total complementary energy. The total complemen-
tary energy is given by eq. (12.63), and introducing the approximation of the stress
function given by eq. (12.65) yields
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Π ′ =
∫

A

c2
0

2G

[
4η2

a2
(ζ2 − 1)2 +

4ζ2

b2
(η2 − 1)2

]
dA

− 2c0κ1

∫

A
(η2 − 1)(ζ2 − 1) dA.

(12.66)

After integration over the cross-section, this becomes

Π ′ =
c2
0

2G

[
8
3a

16b

15
+

16a

15
8
3b

]
− 2c0κ1

4a

3
4b

3
.

The total complementary energy must assumes a stationary value with respect to
arbitrary statically admissible stress fields, which implies

δΠ ′ =
[
2c0

2G

(
8
3a

16b

15
+

16a

15
8
3b

)
− 2κ1

16ab

9

]
δc0 = 0.

This expression must vanish for arbitrary δc0, and hence, the bracketed term must
vanish. Solving the resulting equation for constant c0 yields the stress function as

φ(η, ζ) =
5
4

a2b2

a2 + b2
Gκ1 (η2 − 1)(ζ2 − 1). (12.67)

For this section bounded by a single curve, the externally applied torque is given
by eq. (7.48),

M1 = 2
∫

A
φ dA =

5
2

a2b2

a2 + b2
Gκ1

∫

A
(η2 − 1)(ζ2 − 1) dA =

40
9

a3b3

a2 + b2
Gκ1.

The sectional torsional stiffness, H11, then follows as

H11 =
40
9

a3b3

a2 + b2
G. (12.68)

The stress field is easily found from the derivatives of the stress function. This so-
lution should be compared to the development in section 7.3.3 based on solutions to
the governing partial differential equations of linear elasticity.

Example 12.2. Torsion of rectangular section, a refined solution
Consider once again a bar with a rectangular cross-section of width 2a and depth 2b
analyzed in example 12.1 and shown in fig. 12.11. Study the behavior of this section
in uniform torsion using the following approximation for the stress function,

φ(η, ζ) = (ζ2 − 1)g(η), (12.69)

where g(η) is an unknown function, η = x2/a the non-dimensional coordinate along
axis ı̄2, and ζ = x3/b that along axis ı̄3. This choice for the stress function explicitly
satisfies the boundary conditions along two edges of the section, φ(η, ζ = ±1) =
0, but to satisfy the boundary conditions along the other two edges, the following
conditions are required, g(η = ±1) = 0.
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The total complementary energy for the problem is given by eq. (12.63), and
introducing the approximation of the stress function given by eq. (12.69) yields

Π ′ =
∫

A

[
(ζ2 − 1)2

g′2

a2
+

4ζ2

b2
g2

]
dA− 2κ1

∫

A
(ζ2 − 1)g(η) dA,

where the notation (.)′ indicates a derivative with respect to η. The integration over
variable ζ can be performed to yield

Π ′ =
ab

2G

∫ +1

−1

[
16

15a2
g′2 +

8
3b2

g2

]
dη − 2κ1ab

∫ +1

−1

(
−4

3

)
g dη.

When the total complementary energy is a minimum, Π ′ assumes a stationary
value with respect to statically admissible stresses which implies

δΠ ′ =
ab

2G

∫ +1

−1

[
16

15a2
2g′δg′ +

8
3b2

2gδg + 4Gκ1
4
3
δg

]
dη = 0.

Performing an integration by parts of the first term then leads to

∫ +1

−1

[
− 16

15a2
g′′ +

8
3b2

g + Gκ1
8
3

]
δg dη +

[
16

15a2
g′δg

]+1

−1

= 0.

The variation, δg, is arbitrary, and hence, the first bracketed term must vanish. The
Euler-Lagrange equation of this stationarity problem now becomes g′′ − µ2g =
µ2b2Gκ1, where µ =

√
5/2 a/b. Since the boundary conditions of the problem

require g(η = ±1) = 0, the variations at the end points vanish, δg(η = ±1) = 0,
and the second bracketed terms vanishes.

The general solution of the differential equation is g(η) = C1 sinh µη +
C2 cosh µη − b2Gκ1, where C1 and C2 are two integration constants that must be
evaluated with the help of the boundary conditions, g(η = ±1) = 0. The stress
function then becomes

φ(η, ζ) =
(

cosh µη

cosh µ
− 1

)
(ζ2 − 1) b2Gκ1. (12.70)

For this section bounded by a single curve, the externally applied torque is given
by eq. (7.48), leading to the following expression for the torsional stiffness

H11 =
16ab3

3

(
1− tanh µ

µ

)
G. (12.71)

The stress field can be found from the derivatives of the stress function. This solution
should be compared to the development in section 7.3.3 based on solutions to the
governing partial differential equations on linear elasticity.
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12.3.4 The non-uniform torsion problem

The equations governing the non-uniform torsion problem for a beam with a thin-
walled cross-section are derived in section 8.9 using classical arguments. The deriva-
tion is complex, relying on a number of equilibrium arguments. It is possible to ob-
tain these governing equations based solely on variational and energy arguments.
The development starts with the following expression for the assumed displacement
field in a general thin-walled beam,

u1(x1, s) = Ψ(s) κ1(x1),
u2(x1, s) = −(x3 − x3k) Φ1(x1), u3(x1, s) = (x2 − x2k) Φ1(x1).

(12.72)

This displacement field is similar to that of the Saint-Venant solution described in
section 7.3.2. The axial displacement component is proportional to the twist rate and
distributed over the cross-section according to the warping function, Ψ(s), assumed
to be that found in section 8.7. The in-plane displacement components describe a
rigid body rotation of the section about the center of twist (or shear center) which is
computed using the procedure described in section 8.7.

The strain field is now computed from this assumed displacement field to find

ε1 = Ψ(s)
dκ1

dx1
, γs =

(
dΨ

ds
+ rk

)
κ1,

where rk is defined by eq. (8.11). The remaining strain components all vanish, ε2 =
ε3 = γ23 = 0, as should be expected since the in-plane displacement components
describe a rigid body rotation.

The strain energy of the beam under non-uniform torsion reduces to the following
expression

A =
1
2

∫ L

0

∫

A
(τsγs + σ1ε1) dA dx1.

Assuming the beam to be made of homogeneous, linearly elastic material, the strain
energy can be written in terms of deformation as

A =
1
2

∫ L

0

∫

A

[
G

(
dΨ

ds
+ rk

)2

κ2
1 + EΨ2

(
dκ1

dx1

)2
]

dA dx1.

Recognizing that the twist rate, κ1, and its spatial derivative are functions only of the
span-wise variable, x1, this expression can be recast as

A =
1
2

∫ L

0

{[∫

C
G

(
dΨ

ds
+ rk

)2

tds

]
κ2

1 +
[∫

C
EΨ2 tds

](
dκ1

dx1

)2
}

dx1.

For uniform torsion problems, the twist rate is a constant along the span of the
beam, and the second term in the integral vanishes. The first term then represents the
strain energy associated with this uniform torsion problem, A = 1

2

∫ L

0
H11κ

2
1 dx1,
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where H11 is the torsional stiffness of the section. For closed section, the torsional
stiffness is given by eq. (8.67), whereas for open sections, expressions are given in
section 7.5.

The second term in the integral represents the strain energy associated the axial
strain component that arises in non-uniform torsion problems. The bracketed term
is the warping stiffness that is identified in the classical approach, see eq. (8.103).
Hence, the strain energy becomes

A =
1
2

∫ L

0

[
H11

(
dΦ1

dx1

)2

+ Hw

(
d2Φ1

dx2
1

)2
]

dx1.

Consider a beam clamped at the root and subjected to a distributed torque, q1(x1),
and a concentrated torque, Q1, at the tip. The total potential energy of the system is
then

Π =
1
2

∫ L

0

[
H11

(
dΦ1

dx1

)2

+ Hw

(
d2Φ1

dx2
1

)2
]

dx1 −
∫ L

0

q1Φ1 dx1 −Q1Φ1(L).

The principle of minimum total potential energy requires this expression to be a
minimum with respect to all the possible choices of the twist distribution, Φ1(x1),
that are compatible with the geometric boundary conditions. This occurs when δΠ =
0 and can be expressed as
∫ L

0

[
H11

dΦ1

dx1

(
dδΦ1

dx1

)
+ Hw

d2Φ1

dx2
1

(
d2δΦ1

dx2
1

)
− q1δΦ1

]
dx1 −Q1δΦ1(L) = 0

where the order of the variational and differential operators are interchanged. The
first term is integrated by parts once and the second term twice to yield

∫ L

0

[
− d

dx1

(
H11

dΦ1

dx1

)
+

d2

dx2
1

(
Hw

d2Φ1

dx2
1

)
− q1

]
δΦ1 dx1+

[
H11

dΦ1

dx1
δΦ1

]L

0

+
[
Hw

d2Φ1

dx2
1

(
dδΦ1

dx1

)]L

0

−
[

d
dx1

(
Hw

d2Φ1

dx2
1

)
δΦ1

]L

0

−Q1δΦ1(L) = 0.

Because the integral must vanish for all arbitrary variations δΦ1, the first brack-
eted term must vanish, leading to the governing differential equation of the problem

d
dx1

(
H11

dΦ1

dx1

)
− d2

dx2
1

(
Hw

d2Φ1

dx2
1

)
= −q1. (12.73)

This equation is identical to eq. (8.105) obtained using the classical approach. At
the root of the beam, the geometric boundary conditions imply Φ1(0) = 0 and
dΦ1(0)/dx1 = 0, where the second condition stems from the required vanishing
of the axial displacement component, see eq. (12.72). Because the variations δΦ1(L)
and δ(dΦ1(L)/dx1) are arbitrary, the boundary conditions at the tip of the beam are
the natural conditions obtained from the boundary terms as
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[
H11

dΦ1

dx1
− d

dx1

(
Hw

d2Φ1

dx2
1

)]

x1=L

= Q1, and Hw
d2Φ1

dx2
1

∣∣∣∣
x1=L

= 0.

(12.74)
The first condition requires the torque in the beam to be equal to the externally ap-
plied tip torque, Q1. The second condition implies the vanishing of the tip axial
stresses.

Clearly, the classical and energy approaches lead to the same governing equa-
tion and boundary conditions for non-uniform torsion. It should be noted, however,
that the energy approach is much more convenient because the governing equation
and boundary conditions are both obtained from the expression of the total potential
energy by means of a purely algebraic procedure.

12.3.5 The non-uniform torsion problem (closed sections)

The variational and energy approach to the non-uniform torsion problem developed
in the previous section is based on the displacement field given by eq. (12.72). When
using an energy approach, different approximations to a problem can be easily ob-
tained by starting from different displacement fields.

In this section, the following displacement field will be investigated

u1(x1, s) = Ψ(s) α(x1),
u2(x1, s) = −(x3 − x3k) Φ1(x1), u3(x1, s) = (x2 − x2k) Φ1(x1),

(12.75)

where α(x1) is an unknown function that characterizes the amplitude of the axial
displacement, and Φ1 is the rigid body rotation of the cross-section. This contrasts
with the displacement field of the previous approach, eq. (12.72), where the ampli-
tude of the axial displacement is taken to be proportional to the twist rate. Here again,
the warping function, Ψ(s), is assumed to be that found in section 8.7, and the in-
plane displacement components describe a rigid body rotation of the section about
the shear center.

The strain field is now computed from this assumed displacement field as

ε1 = Ψ(s)
dα

dx1
, γs =

dΨ

ds
α + rk

dΦ1

dx1
, (12.76)

where rk is defined by eq. (8.11). The remaining strain components all vanish, ε2 =
ε3 = γ23 = 0, as should be expected because the in-plane displacement components
describe a rigid body rotation.

Assuming the beam has a closed, single-cell, thin-walled cross-section made of
homogeneous, linearly elastic material, the strain energy becomes

A =
1
2

∫ L

0

∫

C

[
EΨ2

(
dα

dx1

)2

+ G

(
dΨ

ds
α + rk

dΦ1

dx1

)2
]

tds dx1.

Expanding this expression leads to a number of sectional integrals. The first two are
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Hp =
∫

C
Gr2

k tds; and Hw =
∫

C
EΨ2 tds,

where the second integral defines the torsional warping of the section. Two other
integrals are encountered,

∫

C
G

dΨ

ds
rk tds =

∫

C
G

[
H11

2AGt
− rk

]
rk tds = H11 −Hp,

and
∫

C
G

(
dΨ

ds

)2

tds =
∫

C
G

[
H11

2AGt
− rk

]2

tds = H11 + Hp − 2H11 = Hp −H11.

The derivative of the warping function is expressed in terms of eq. (8.94), and the
torsional stiffness of the closed section is given by eq. (8.67). Using these, the strain
energy of the beam now becomes

A =
1
2

∫ L

0

[
Hw

(
dα

dx1

)2

+ (Hp −H11)α2 + Hp

(
dΦ1

dx1

)2

− 2 (Hp −H11)α
dΦ1

dx1

]
dx1.

Consider a cantilevered beam subjected to a distributed torque, q1(x1), and a tip
torque, Q. The total potential energy of the beam is then

Π =
1
2

∫ L

0

[
Hw

(
dα

dx1

)2

+ (Hp −H11)α2 + Hp

(
dΦ1

dx1

)2

− 2 (Hp −H11)α
dΦ1

dx1

]
dx1 −

∫ L

0

q1Φ1 dx1 −QΦ1(L).

Invoking the principle of stationary total potential energy, the total potential en-
ergy must be a stationary quantity,

δΠ =
∫ L

0

δα

[
− d

dx1

(
Hw

dα

dx1

)
+ (Hp −H11)α− (Hp −H11)

dΦ1

dx1

]
dx1

−QΦ1(L) +
[
Hw

dα

dx1
δα

]L

0

+
∫ L

0

δΦ1

[
− d

dx1

(
Hp

dΦ1

dx1

)
+

d
dx1

(Hp −H11)α− q1

]
dx1

+
[
Hp

dΦ1

dx1
δΦ1

]L

0

− [(Hp −H11)αδΦ1]
L
0 = 0.

Because this expression must vanish for all arbitrary variations, δα and δΦ1, the
bracketed terms must be zero, leading to the two differential equations of the problem
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d
dx1

(
Hw

dα

dx1

)
+ (Hp −H11)

(
dΦ1

dx1
− α

)
= 0, (12.77a)

d
dx1

[
Hp

dΦ1

dx1
− (Hp −H11)α

]
= −q1. (12.77b)

At the root of the beam, the geometric boundary conditions, Φ1 = 0, and α = 0,
must be imposed; the second condition stems from the required vanishing of the axial
displacement component, see eq. (12.75). At the tip of the beam, variations δα(L)
and δΦ1(L) are arbitrary, leading to the natural boundary conditions, Hw dα/dx1 =
0, and Hp dΦ1/dx1 − (Hp −H11)α = Q. The first condition implies the vanishing
of the axial stresses at the tip of the beam, the second the equilibrium of the moment
in the beam with the externally applied torque.

Consider next the case of a cantilevered beam under a tip torque alone, i.e., q1 =
0. Integration of the second equation of the problem, eq. (12.77b), yields

Hp
dΦ1

dx1
− (Hp −H11)α = Q, (12.78)

where the second boundary condition at the beam’s tip is used to evaluate the inte-
gration constant. This result is used to substitute for dΦ1/dx1 in terms of α in the
first governing equation to find

Hw
d2α

dx2
1

−H11

(
1− H11

Hp

)
α = −

(
1− H11

Hp

)
Q.

This second order, ordinary differential equation is readily solved to find

α =
Q

H11

[
1− cosh k̄(1− η)

cosh k̄

]
, (12.79)

where η = x1/L is a non-dimensional variable along the span of the beam, and
coefficient k̄ is defined as

k̄2 =
H11L

2

Hw

(
1− H11

Hp

)
. (12.80)

Finally, eq. (12.79) is introduced into eq. (12.78) to determine the beam’s twist,

Φ1 =
QL

H11

[
η −

(
1− H11

Hp

)
sinh k̄ − sinh k̄(1− η)

k̄ cosh k̄

]
.

Of course, the stresses in the beam can now be obtained from the strain field,
eq. (12.76), as

σ1(η, s) = E
QL

H11

Ψ(s)
L2

k̄ sinh k̄(1− η)
cosh k̄

.

for the axial stress and

τs(η, s) =
Q

2At

[
1−

(
1− 2AtG

Ip
rk

)
cosh k̄(1− η)

cosh k̄

]
,

for the shear flow.
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12.3.6 The non-uniform torsion problem (open sections)

The previous section is focused on beams with closed, single-cell, thin-walled cross-
sections made of homogeneous, linearly elastic material. If the section is an open
section, the same developments will apply except for the fact that the warping func-
tion now satisfies eq. 8.85, rather than eq. 8.94. Consequently, the strain field now
simplifies to

ε1 = Ψ(s)
dα

dx1
, γs =

(
dΦ1

dx1
− α

)
rk, (12.81)

and the strain energy in the beam becomes

A =
1
2

∫ L

0

[
Hw

(
dα

dx1

)2

+ Hp

(
dΦ1

dx1
− α

)2
]

dx1.

This approximation does not take into account the linear through-the-thickness
shear strain distribution that develops under torsion, see section 7.5. Indeed, the shear
strain defined by eq. (12.81) is uniform through-the-thickness. To account for this
effect, the strain energy expression is corrected as follows

A =
1
2

∫ L

0

[
Hw

(
dα

dx1

)2

+ Hp

(
dΦ1

dx1
− α

)2

+ H11

(
dΦ1

dx1

)2
]

dx1,

where H11 is the classical torsional stiffness for the thin-walled, open sections, see
eq. (7.64).

Consider a cantilevered beam subjected to a distributed torque q1(x1) and a tip
torque Q. The total potential energy of the beam can be written

Π =
1
2

∫ L

0

[
Hw

(
dα

dx1

)2

+ Hp

(
dΦ1

dx1
− α

)2

+ H11

(
dΦ1

dx1

)2
]

dx1

−
∫ L

0

q1Φ1 dx1 −QΦ1(L).

Invoking the principle of minimum total potential energy and following a pro-
cedure similar to that presented in the previous section yields the solution of the
problem as

α =
Q

H11

[
1− cosh k(1− η)

cosh k

]
, (12.82)

Φ1 =
QL

H11

[
η −

(
1 +

H11

Hp

)
sinh k̄ − sinh k̄(1− η)

k̄ cosh k̄

]
.

where η = x1/L is the non-dimensional variable along the beam’s span, and coeffi-
cient k̄ is defined as

k̄2 =
H11HpL

2

Hw(Hp + H11)
=

H11L
2

Hw

1
1 + H11/Hp

. (12.83)
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For open section, H11 ¿ Hp, and coefficient k̄ becomes nearly equal to its
counterpart in the classical formulation of the non-uniform torsion problem, see
eq. (8.107). Of course, the stress field can be recovered using the strain field given
by eq. (12.81).

12.3.7 Problems

Problem 12.1. Cantilevered beam with elastic foundation
A cantilevered beam of length L is subjected to a tip load P2, a tip bending moment Q3,
a transverse distributed load p2(x1), and a distributed bending moment q3(x1), as shown in
fig. 12.12. The cantilevered beam is supported by an elastic foundation of stiffness k, not
shown on the figure, for clarity. The total potential energy of the system is

Π =

∫ L

0

[
1

2
H33

(
d2u2

dx2
1

)2

+
1

2
k u2

2

]
dx1 −

∫ L

0

(
p2 u2 + q3

du2

dx1

)
dx1

− P2 u2(L)−Q3
du2

dx1

∣∣∣∣
L

.

(1) Find the governing differential equations and boundary conditions for this problem using
the principle of minimum total potential energy. (2) Derive the same equations and boundary
conditions based on simple free body diagrams for a differential element of the beam.

Problem 12.2. Comparing solutions for torsion of a rectangular section
In examples 12.1 and 12.2, two solutions are developed for the uniform torsion of the rect-
angular section depicted in fig 12.11, leading to the stress functions given by eqs. (12.67)
and (12.70), respectively. (1) On one graph, plot the non-dimensional torsional stiffnesses,
H11/(4abG), predicted by the two solutions as a function of a/b ∈ [1, 12]. (2) On one graph,
plot the non-dimensional shear stress at point B, 8ab2τB/M1, predicted by the two solutions
as a function of a/b ∈ [1, 12]. (3) On one graph, plot the non-dimensional shear stress at point
A, 8ab2τA/M1, predicted by the two solutions as a function of a/b ∈ [1, 12].

Problem 12.3. Cantilevered beam with various loading
The uniform cantilevered beam of span L depicted in fig. 12.13 has a bending stiffness H33

and is supported by an elastic foundation of stiffness k over its first half. A concentrated spring
of stiffness k1 supports the beam at its free end. A mid-span concentrated load P is applied
together with a uniform distributed load p0 that acts over the second half of the beam span.
Write the principle of minimum total potential energy for this system.

i1

i3

i2

p (x )2 1

q (x )3 1

P2

Q3

Fig. 12.12. Cantilevered beam with concen-
trated an distributed moments.

i1

i2 p0

k

k1

L/2 L/2

P

Fig. 12.13. Simply supported beam with par-
tial elastic foundation.
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Problem 12.4. Simply supported beam with concentrated load
Consider the uniform simply supported beam of span L subjected to a concentrated load acting
at a distance αL from the left support, as shown in fig. 5.23. Write the principle of minimum
total potential energy for the system. From this principle, derive the governing differential
equations of the problem and the associated boundary conditions.

Problem 12.5. Cantilevered beam with tip spring
The uniform cantilevered beam of span L shown in fig. 12.14 features a tip spring of stiffness
k and a tip concentrated load P . Write the principle of minimum total potential energy for the
system. From this principle, derive the governing differential equations of the problem and the
associated boundary conditions. Explain the physical meaning of the boundary conditions at
x1 = L using a free body diagram.

Problem 12.6. Simply supported beam with end torsional springs
Consider a simply supported, uniform beam of length L with two end point torsional springs
of stiffness k1 and a mid-span spring of stiffness k2. The beam, shown in fig. 12.15, is sub-
jected to a uniform transverse loading p2(x1) = p0. Write the principle of minimum total
potential energy for the system. From this principle, derive the governing differential equa-
tions of the problem and the associated boundary conditions. Explain the physical meaning of
the boundary conditions at x1 = L/2 using a free body diagram.

i1

i2

k
L

P

Fig. 12.14. Cantilevered beam with tip con-
centrated load and elastic spring.

i1

i2

k1 k1

k2

L/2 L/2

p0

Fig. 12.15. Simply supported beam with
mid-span and end point springs.

Problem 12.7. Torsion of a beam with circular cross-section
Consider a uniform beam of length, L, with a circular cross-section of area, A, and modulus,
G. It is fixed at one end and loaded with both a distributed twisting moment, q1(x1), and a
concentrated moment, Q1, at the other end. (1) Use the principle of minimum total potential
energy to develop the governing differential equation. (2) Determine the possible boundary
conditions that could be applied at each end of a general beam. (3) Indicate which of these
boundary conditions apply for the present problem.

Problem 12.8. Torsion of a beam with concentrated torque applied at a mid-
point
A uniform beam of length, L, with a circular cross-section of area, A, and modulus, G, is
clamped at both ends and subjected to a concentrated torque, Q0, applied at x1 = a. (1) Use
the principle of minimum total potential energy to develop the governing differential equation.
(2) Determine the possible boundary conditions that could be applied at each end of a general
beam and at the point of application of the torque, Q0. (3) Indicate which of these boundary
conditions apply for the present problem.
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Problem 12.9. Torsion stress in a thin-walled box beam
Consider the thin-walled beam with a rectangular cross-section depicted in fig. 12.16. The
beam is clamped at the root and subjected to a tip torque Q1. (1) Solve this problem using the
following assumed displacement field u1(x1, x2, x3) = 0; u2(x1, x2, x3) = −x3 Φ1(x1);
u3(x1, x2, x3) = x2 Φ1(x1). This leads to the classical theory for torsion: the solution is
denoted ΦSV

1 . (2) Develop a beam theory for torsion based on the following assumed displace-
ment field u1(x1, x2, x3) = Ψ(s) α(x1); u2(x1, x2, x3) = −x3 Φ1(x1); u3(x1, x2, x3) =
x2 Φ1(x1), where Ψ(s) is the warping function obtained from thin-walled beam theory, and
α(x1) an unknown function. The warping function is given as

Ψ1(s) =
a− b

a + b
bs; Ψ2(s) = −a− b

a + b
as; Ψ3(s) =

a− b

a + b
bs; Ψ4(s) = −a− b

a + b
as.

This leads to a theory for torsion that takes into account the effects of nonuniform torsion:
the solution is denoted ΦNU

1 . (3) Plot the twist distributions ΦSV
1 and ΦNU

1 along the span of
the beam on the same graph. (4) Sketch the shear stress flow distribution fSV and fNU over
the cross-section of the beam at x1 = 0 and L. (5) Plot the shear flow distribution along the
span of the beam at points A and B, denoted fSV

A and fSV
B , respectively, for the classical

theory, and fNU
A , and fNU

B , respectively, for the non-uniform torsion theory. (6) Plot the axial
stress flow distribution nSV and nNU over the cross-section of the beam at x1 = 0 and L/2.
(7) Predict the failure loads QSV

fail and QNU
fail according Von Mises strength criterion. Compute

QSV
fail/QNU

fail .
Use the following parameters: a = 4b; L = 6a; E/G = 20; n = Etε11; f = Gtγ.

2a

2b
s1

s2 s3

s4

A

B

i2

i3

Fig. 12.16. Rectangular cross-section of a
thin-walled beam.

Rigid
plate

L

Q1

i1

Fig. 12.17. Clamped beam with a rigid tip
plate.

Problem 12.10. Axial stress in a thin-walled box beam
Repeat the previous problem. However, the beam is now clamped at the root and a rigid plate
prevents any warping deformation at the tip, see fig. 12.17

Problem 12.11. Beam with bending, axial and shear deformations
NOTE: this problem requires material on shear deformation in beams from chapter 15. Con-
sider a uniform cantilevered beam of span L subjected to distributed axial and transverse loads
p1(x1) and p2(x1), respectively, to tip concentrated axial and transverse loads P1 and P2, re-
spectively, and to distributed and concentrated bending moments q3(x1) and Q3, respectively.
The beam possesses a strain energy density function a = 1/2 (Sε21 + K22γ

2
12 + H33κ

2
3),

where the axial strain ε1 = du1/dx1, the transverse shearing strain γ12 = du2/dx1 − Φ3,
and the curvature κ3 = dΦ3/dx1. respectively. The equilibrium equations of the problem are
dF1/dx1 +p1 = 0; dF2/dx1 +p2 = 0; and dM3/dx1 +F2 + q3 = 0, where F1 is the axial
force, F2 the transverse shearing force, and M3 the bending moment. (1) Derive the principle
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of virtual work for this problem. (2) Derive the principle of minimum total potential energy.
(3) Derive Hu-Washizu’s principle. (4) Derive Hellinger-Reissner’s principle.

Consider now a cantilever beam subjected to a single transverse tip load P2 = P . (5)
Solve the problem using the principle of minimum total potential energy with the following
assumed modes u2 = ηuT and Φ3 = ηΦT , where η = x1/L, and uT and ΦT are unknown
coefficients. (6) Solve the problem using Hellinger-Reissner’s principle with the following
assumed modes u2 = ηuT , Φ3 = ηΦT , F2 = F0, and M3 = MR + ηMT , where uT , ΦT ,
F0, MR, and MT are unknown coefficients. (7) On a single graph, plot the non-dimensional
displacement fields (H33u2)/(PL3) and (H33Φ3)/(PL2) versus η for the exact solution
and each approximate solution. Choose s2 = 2.0 10−3, where s2 = H33/K22l

2. (8) On
a single graph, plot the non-dimensional internal force fields M3/PL and F2/P versus η
for the exact solution and each approximate solution. (9) On a single graph, plot the non-
dimensional strain fields (H33κ3)/(PL) and (K22γ12)/(P ) versus η for the exact solution
and each approximate solution. (10) For each approximate solution check how well, or how
poorly, the equilibrium equations, the strain displacement equations, and the constitutive laws
are satisfied. (11) Plot the approximate non-dimensional tip displacements normalized by the
exact non-dimensional tip displacement versus 1/s2. Use a log scale to plot 1/s2. Comment
on your results.

Problem 12.12. Axial stress in a reinforced panel
The thin panel depicted in fig. 12.18 is reinforced by stiffeners of axial stiffness S. The panel
has a length L and the distance between two stiffeners is 2b. At one end of the panel, loads P
are applied to each stiffener, and the panel is clamped along its other end. The concentrated
loads applied to the stiffener diffuses in to the panel and the purpose of the analysis is to de-
termine how fast this diffusion process takes place. It can be assumed that at a large distance
from the point of application of the concentrated loads, the axial strain and axial stress dis-
tributions become uniform across the width of the panel, i.e., ε1(x1/L → ∞, x2) = εf and
σ1(x1/L →∞, x2) = σf .

The number of stiffeners is assumed to be large so that a typical cell can be studied. In
that typical cell, a panel of width 2b and length L/b = ∞ is attached to stiffeners of stiffness
S/2 along each edge, and the stiffeners are subjected to concentrated loads P/2. At x1 = ∞
the stress in the panel is σf and the loads in the stiffeners are Pf/2.

To analyze this problem, use an energy approach with the following assumed displacement
field: u1(η, ζ) = g(η) + h(η)(ζ2 − α), u2(η, ζ) = 0, where η = x1/L and ζ = x2/b. The
following geometric boundary conditions can be selected: g(x1 = 0) = 0, implying the
vanishing of the average axial displacement at x1 = 0, and h(x1 = ∞) = 0, implying a
uniform axial displacement at x1 = ∞.

(1) Express σf and Pf/2 as a function of the applied load P . (2) Write the total strain
energy in the structure. Calculations will greatly simplify if you select the coefficient α so
that the coupling term between g and h vanishes. Note that the strain energy of a stiffener is
1/2

∫∞
0

S (du1/dx1)
2
x2=h dx1. (3) Write the total potential of the externally applied loads.

Do not forget to include the work done by the loads applied at x1 = ∞. (4) Solve the prob-
lem for the unknown displacement functions g and h. (5) Determine the non-dimensional
axial stress distribution in the panel, σ1/σf , and the non-dimensional load in the stiffener,
Fs/(Pf/2). (6) Plot σ1/σf (η, ζ = 1) and σ1/σf (η, ζ = 0) versus η, for E/G = 2.6 and
E/G = 28, on the same graph. (7) Fs/(Pf/2) versus η, for E/G = 2.6 and E/G = 28,
on the same graph. (8) Determine the non-dimensional shear stress distribution in the panel,
hτ12/P . (9) Plot hτ12/P (η, ζ = 1) versus η, for E/G = 2.6 and E/G = 28, on the same
graph. (10) On the same graph, plot the distribution of non-dimensional axial stress across the
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width of the panel for η = 0, 2, 4 and 6, for E/G = 2.6; same question for E/G = 28. (11)
On the same graph, plot the distribution of non-dimensional shear stress across the width of
the panel for η = 0, 2, 4 and 6, for E/G = 2.6; same question for E/G = 28. (12) Find the
diffusion length d for the panel, i.e., the distance it takes for the maximum stress to decrease
to within 1% of σf . (13) Plot the diffusion length as a function of k ∈ [0, 1]. Interpret your
results.

Use the following data: The panel and stiffener are made of a homogeneous, linearly
elastic material; σ1 = E ε1, τ12 = G γ12; Fs(x1) = S ε1(x1, x2 = ±b) for the right and left
stiffeners, respectively. The stiffener axial stiffness is S = EA, whereA is its cross-sectional
area; k = A/(2bt) = 0.15 is the ratio of the stiffener area to the panel area.

i1

i2

L

P P P P/2 P/2P

b b

s
fP /2f P /2f

S/2 S/2

Stiffened panel

Typical cell

Fig. 12.18. Configuration of the stiffened panel.
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Advanced topics



13

Introduction to plasticity and thermal stresses

This chapter will address two important problems often encountered in the de-
sign of structure. In section 2.1, constitutive laws for linearly elastic, isotropic and
anisotropic materials are presented. Although linearly elastic material behavior is
often assumed in preliminary design work, it is often necessary to study the behav-
ior of structures when the material they are made of yields and begins to deform
inelastically.

Two issues will be addressed in this chapter. First, when a material is subjected to
a complex state of stress, criteria for predicting the onset of yielding will be presented
in section 13.1. Next, the behavior of simple structures operating in the plastic range
will be discussed in section 13.2.

The second problem to be addressed in this chapter is the behavior of struc-
tures under thermal loading, see section 13.3. Two approaches to this problem will
be presented: the direct method, see section 13.3.1, and the constraint method, see
section 13.3.3. Applications to various structural configurations are presented in sec-
tion 13.4.

13.1 Yielding under combined loading

The concept of allowable stress discussed in section 2.2, focuses on the highly ide-
alized case of a structural component subjected to a single stress component. The
yield criterion is then simply expressed in terms of the single stress component as
eq. (2.28).

As depicted in fig. 1.3 on page 6, a differential element of material can be sub-
jected to a number of stress components simultaneously. The question is now: what
is the proper yield criterion to be used when multiple stress components are acting
simultaneously? Consider an aircraft propeller connected to a homogeneous, circular
shaft. The engine applies a torque that creates a distribution of shear stress through-
out the shaft. On the other hand, the propeller creates a thrust that generates a uniform
axial stress distribution over the cross-section. If the torque acts alone, the yield cri-
terion is τmax < τy , where τmax is the maximum shear stress acting in the shaft;
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if the axial force acts alone, the corresponding criterion is σmax < σy , where σmax

is the maximum axial stress acting in the shaft. In the actual structure, both stress
components are acting simultaneously, and it is natural to ask: what is the proper
criterion to apply?

13.1.1 Introduction to yield criteria

The yield criteria to be presented in this section are applicable to isotropic, homo-
geneous materials subjected to general three-dimensional states of stress. Since the
material is isotropic, the direction of application of the stress is irrelevant. If the
material is subjected to a single stress component, it should yield under the same
stress level regardless of the direction in which this stress component is applied. In
contrast, if the material is anisotropic, the direction of application of stress is now
relevant. For instance, consider a composite material consisting of long fibres, all
aligned in a single direction and embedded in a matrix material. Intuitively, if a sin-
gle stress component is applied along the fiber direction, the material response will
be dramatically different from that observed when the stress is applied in the direc-
tion transverse to the fiber direction.

For isotropic materials, there is no directional dependency of the yield criterion,
even when subjected to a combined state of stress. An arbitrary state of stress can
be represented by the six stress components defining the stress tensor at that point,
for example, see eq. (1.3). Alternatively, the state of stress can be represented by the
three principal stresses, σp1, σp2, and σp3 and the orientations of the faces on which
they act, see section 1.2.2. If the yield criterion must be independent of directional
information because of material isotropy, it is clear that only the values of the prin-
cipal stress should appear in its expression. Alternatively, the yield criterion can be
expressed in terms of the three stress invariants defined in eq. (1.21).

It is now convenient to represent a state of stress in the geometric space shown in
fig. 13.1 where the magnitudes of the principal stresses are plotted as coordinates in
a Cartesian system. For instance, point S defined by vector S represents the state of
stress defined by the principal stresses σp1, σp2, and σp3.

An important experimental finding is that the application of a hydrostatic state
of stress has little effect on the yield condition of a material. The hydrostatic state
of stress is the state of stress that a solid experiences when it is immersed in a pres-
surized liquid. Clearly, the principal stresses associated with the hydrostatic state of
stress are σp1 = σp2 = σp3 = p, where p is the hydrostatic pressure.

If the material is subjected to an arbitrary state of stress, the stress tensor can be
decomposed in the following manner




σp1 0 0
0 σp2 0
0 0 σp3


 = p




1 0 0
0 1 0
0 0 1


 +




σp1 − p 0 0
0 σp2 − p 0
0 0 σp3 − p


 , (13.1)

where the first term on the right-hand side of the equation represents a state of hy-
drostatic stress associated with pressure p = (σp1 + σp2 + σp3)/3, and the second
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term is the deviatoric stress tensor. The deviatoric stress tensor is denoted with an
over-bar and defined as




σ̄p1 0 0
0 σ̄p2 0
0 0 σ̄p3


 =




σp1 − p 0 0
0 σp2 − p 0
0 0 σp3 − p


 . (13.2)

By construction, the hydrostatic pressure associated with the deviatoric stress tensor
vanishes, (σ̄p1 + σ̄p2 + σ̄p3)/3 = 0.

In example 1.3 on page 18 it is shown that the direct stress acting on the octahe-
dral face is given by eq. (1.23) as σoc = (σp1 +σp2 +σp3)/3; hence, the hydrostatic
stress or pressure is also the direct stress acting on the octahedral face.

n

O

S ( , , )s s sp1 p2 p3

S oc p1 p2 p3( , , )s s s

sp3

sp2

sp1

Plane of the
octahedral face

p n

C

S

Soc

Fig. 13.1. The geometric representation of stress states defined in terms of principal stresses.

In the geometric representation of stress states depicted in fig. 13.1, the plane
of the octahedral face is a plane equally inclined with respect to the Cartesian axis
system. The equation of this plane is given by σp1 + σp2 + σp3 = 0, and unit vector
n̄ = {1, 1, 1}T /

√
3 is normal to this plane. Let the projection of vector S onto

the octahedral plane be denoted Soc. It then follows that the vector equation, S =
Soc + pn̄, corresponds to the decomposition of the stress tensor into its hydrostatic
and deviatoric parts, as expressed by eq. (13.2). Indeed, vector Soc is associated with
the stress state (σp1 − p, σp2 − p, σp3 − p).

A important conclusion can now be drawn from this geometric representation.
Since the yield condition for the material is unaffected by the addition of a hydro-
static state of stress, the fact that stress state S is a yield point implies that Soc is
also a yield point. In fact, if S is a yield point, all the stress points on the line passing
through point S and parallel to n̄ are also yield points. It follows that all yield points
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form a cylinder with an axis parallel to n̄, and the intersection of this cylinder with
the octahedral plane is a curve, denoted C in fig. 13.1. The locus of the yield points
is called the yield envelope. This yield envelope is entirely defined by the shape of
curve C that lies in the plane of the octahedral face.

The shape of curve C can be further defined

n

sp3

sp2

sp1

C

Von Mises
criterion

Tresca’s
criterion

sy

sy

sy

Fig. 13.2. View of the geometric
stress space from along unit vector n̄;
the octahedral face is in the plane of
the figure.

by considering a view of the geometric stress
space from along unit vector n̄, as depicted in
fig. 13.2. In this view, the octahedral face is
in the plane of the figure, and the Cartesian
axes now appear 120 degrees apart. Because
the material is isotropic, if S(σp1, σp2, σp3) is
a yield point, then S′(σp2, σp1, σp3) is also a
yield point. This implies the symmetry of curve
C with respect to axis σp3. A similar reasoning
with the other stress components implies to the
symmetry of curve C with respect to all three
axes, σp1, σp2, and σp3. A curve that satisfies
these requirement is sketched with a dashed line
in fig. 13.2.

In the next two sections, two yield criteria
for homogeneous, isotropic materials will be presented. The only difference between
the two criteria is the specific shape of curve C, which should be selected to match as
closely as possible experimental observation of yield points of such materials under
combined stress states.

13.1.2 Tresca’s criterion

For Tresca’s yield criterion, curve C is selected to be the regular hexagon shown in
fig. 13.2. The complete yield surface is now a regular hexagonal prism with its axis
along unit vector n̄. In the space of the principal stresses, σp1, σp2, and σp3, the
stress states for which the material operates in the linearly elastic range are those
stress points falling within this hexagonal prism. This condition can be stated in the
following three inequalities derived from the 3 pairs of parallel lines defining the
hexagon

|σp1 − σp2| ≤ σy, |σp2 − σp3| ≤ σy, |σp3 − σp1| ≤ σy, (13.3)

where σy is the yield stress observed in a uniaxial test such as described in fig. 2.5.
This result is identical to that expressed by eq. (2.29). Applications of Tresca’s crite-
rion to simple stress states are discussed in section 2.3.1.

13.1.3 Von Mises’ criterion

For von Mises’ yield criterion, curve C is selected to be the circle shown in fig. 13.2.
The complete yield surface is now a circular cylinder with its axis along unit vector
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n̄. In the space of the principal stresses, σp1, σp2, and σp3, the stress states for which
the material operates in the linearly elastic range are the stress points falling within
this circular cylinder, and therefore the stress states satisfy the following inequality

σeq =
1√
2

√
[(σp1 − σp2)2 + (σp2 − σp3)2 + (σp3 − σp1)2] ≤ σy, (13.4)

where the first equality defines the equivalent stress, σeq.
Von Mises’ criterion now states that the yield condition is reached under the com-

bined loading, when the equivalent stress, σeq, reaches the yield stress for a uniaxial
stress state, σy . This result is identical to that expressed by eq. (2.32). Applications
of Von Mises’ criterion to simple stress states are discussed in section 2.3.2.

13.1.4 Problems

Problem 13.1. Alternative formulation of Von Mises’ criterion
Consider yield criteria for homogeneous isotropic materials. Justify the following statements:
(1) material isotropy implies that the yield envelope should be a function only of the in-
variants of the stress state, and (2) the independence of the yield envelope on the addi-
tion of a hydrostatic stress state implies that it should be a function only of the invari-
ants of the deviatoric stress tensor. (3) Show that the invariant of the deviatoric stress ten-
sor are Ī1 = 0, Ī2 = σ̄p1σ̄p2 + σ̄p2σ̄p3 + σ̄p3σ̄p1 = −(σ̄2

p1 + σ̄2
p2 + σ̄2

p3)/2, and
Ī3 = σ̄p1σ̄p2σ̄p3 = (σ̄3

p1 + σ̄3
p2 + σ̄3

p3)/3. (4) Show that the yield envelope has the form
y(Ī2, Ī3) = 0. (5) Show that Von Mises’ criterion can be recast in that form.

Problem 13.2. Material sample in cylindrical tube
A cylindrical sample of material is put under a multi-axial p

2R
t

Fig. 13.3. Material sample
in cylindrical tube.

stress state by confining it in a thin-walled, elastic tube, then
applying a pressure, p, to the sample, as depicted in fig. 13.3.
The sample is made of a linearly elastic, isotropic material of
Young’s modulus Es, Poisson’s ratio νs and radius R, whereas
the tube has a modulus Et, Poisson’s ratio νt and thickness t.
It is assumed that the friction forces between the sample and
the cylinder are negligible. (1) Determine the pressure, q, that
arises between the sample and the cylinder. (2) Determine the
hoop stress in the cylinder. (3) If the material sample and con-
fining tube are made of the same material, where will the system yield first? Use von Mises’
criterion as a yield criterion. Assume t/R ¿ 1.

13.2 Applications of yield criteria to structural problems

In this section, the yield criteria developed in the previous section will be applied to a
number of structural problems. A simple two bar system will be used first to illustrate
the basic concepts. Next, the spread of plasticity in a thick tube will be discussed,
followed by beam plastic bending and torsion.
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Example 13.1. Hyperstatic two-bar system with inelastic behavior
Hyperstatic systems are discussed in section 4.3 and are particularly useful when a
structure is expected to be loaded beyond the elastic limit of some of its components.
In such cases, the presence of multiple load paths allows the loads to be redistributed
among the members that remain elastic, thereby delaying the collapse of the struc-
ture.

Consider the two-bar, hyperstatic system depicted in fig. 13.4. Bar AB is of length
2L and cross-sectional area A, whereas bar BC is of length L and cross-sectional
area 3A/2. Load P is applied at the common point, B, of the two bars. Both bars
feature the same material with Young’s modulus E and yield stress σy. The material
is assumed to be elastic-perfectly plastic, i.e., the stress-strain diagram is given in
fig. 2.7 on page 64.

Intuitively, the system will first operate in the elastic regime with the stress in
both bar smaller than σy . The solution of this problem is given in example 4.2 on
page 141. As the applied load increases, the yield stress will be reached in one of the
bar; this load, denoted P y , is the elastic limit of the system. If the load is increased
above P y , one bar operates in the plastic range, i.e., it deforms under constant load,
while the other bar still operates in the elastic range. This elastic bar is able to carry
additional load because it operates in the elastic regime. If the applied load is in-
creased further, the yield stress is finally reached in the second bar, which now also
operates in the plastic range; this load, denoted P p, is the plastic limit of the system.
Once this load level is reached, the entire structure now deforms under constant load,
and it cannot carry any additional load. Failure occurs when the strain in one of the
bar reaches the failure strain, εf , see fig. 2.7.

A B CP

EA 3E /2A

2L L

P/P
y

d/d
y

1.0

1.0

P /P = 1.25
p y

O

S1

S2 F

d

d /dS2

y
d /d

r y 2.0 e e/
f y

M

Fig. 13.4. Load-displacement diagram for a two-bar hyperstatic structure with yield stress σy .

The displacement method will be used here and follows the steps enumerated
in example 4.2. When both bars behave elastically, the equilibrium of the system
implies FAB−FBC = P , the constitutive laws can be written for each bar as FAB =
eAB EA/(2L) and FBC = eBC 3EA/(2L), and finally, the strain-displacement
equations imply that d = eAB = −eBC , where d is the displacement of point B.

The equilibrium equation, written in terms of the unknown displacement, d, be-
comes P = [EA/(2L) + 3EA/(2L)]d. This leads to d = PL/(2EA), and the
forces in the bars are then
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FAB =
P

4
, FBC = −3P

4
, (13.5)

where the negative sign indicates compression.
Finally, the stresses in the two bar are determined: σAB = FAB/A = P/(4A)

and σBC = FBC/(3A/2) = −P/(2A). Clearly, bar BC is the first to reach the yield
level, and hence, the elastic limit of the system is σBC = −P y/(2A) = −σy , or
P y = 2Aσy; the corresponding displacement is dy = Lσy/E. Figure 13.4 shows the
load-displacement diagram of the system, and portion OS1 of the curve represents
the elastic regime.

If the applied load is increased further, the system enters the elastic-plastic
regime: bar AB is still elastic, whereas bar BC operates in the plastic regime,
and σBC = −σy and FBC = −3Aσy/2. The equilibrium of the system still
implies FAB − FBC = P , the constitutive laws are FAB = eAB EA/(2L)
and FBC = −3Aσy/2, and finally, the strain-displacement equations imply that
d = eAB = −eBC . The equilibrium equation, written in terms of the unknown
displacement becomes P = 3Aσy/2 + EAd/(2L), which can be written as

P

P y
− 1 =

1
4

(
d

dy
− 1

)
. (13.6)

This is the load-displacement relationship in the elastic-plastic regime represented
by portion S1S2 of the curve in figure 13.4. The loads in the bar are readily found as

FAB

P y
=

P

P y
− 3

4
,

FBC

P y
= −3

4
. (13.7)

If the applied load is increased further, the stress level in bar AB now reaches
the yield stress, and this happens when the applied load equals P p, the plastic limit
of the structure. At this point, FAB = Aσy = P y/2, and using eq. (13.7), 1/2 =
P p/P y − 3/4, hence

P p

P y
=

5
4
. (13.8)

The corresponding displacement, dp, is found by introducing the plastic limit into
eq. (13.6) to find dp/dy = 2. The plastic limit point corresponds to point S2 in
fig. 13.4.

If the structure is allowed to operate into the elastic-plastic range up to plastic
limit, it can carry a load up to P p = 1.25P y which is a 25% increase over the
elastic limit load. On the other hand, the apparent stiffness of the structure in the
elastic range is ky = 2EA/L, whereas in the elastic-plastic range, it is reduced to
kep = EA/(2L), a fourfold decrease.

Above the plastic limit, both bars operate in the plastic regime, the structure
deforms continuously under a constant load P p, and no further increase in applied
load is therefore possible. Segment S2F of the curve in figure 13.4 represents this
fully plastic regime. The structure finally fails when the strain in bar BC reaches the
compressive failure strain, −εf , and this happens when the displacement of point B
equals df such that df/dy = εf/εy .
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If the structure is loaded into the elastic-plastic range and then unloaded, it be-
haves elastically because the stress-strain diagram is linear upon unloading, see seg-
ment DG in fig. 2.7. Consider the following scenario: first, the system in loaded to
a maximum load, Pm in the elastic-plastic range at point M in fig. 13.4, so that
P y < Pm < P p, and then load Pm is released, leaving the structure unloaded.
The unloading is equivalent to the application of a reversed load Pu = −Pm at
point M. Clearly, the system is then unloaded, since the applied load has vanished,
Pm + Pu = 0. The forces in the bars do not vanish because the initial plastic flow
creates permanent deformations.

The remaining forces in the bars after unloading are called residual forces and are
found by superposing the forces created by the loading in the elastic-plastic range,
given in eq. (13.7), with those created by the unloading, given by the negative of
eq. (13.5). Note that the elastic solution of eq. (13.5) applies to the unloading because
the material behaves linearly in this regime. The non-dimensional residual forces in
bars AB and BC, denoted F r

AB and F r
BC , respectively, become

F r
AB

P y
=

(
Pm

P y
− 3

4

)
−

(
1
4

Pm

P y

)
=

3
4

(
Pm

P y
− 1

)
,

F r
BC

P y
=

(
−3

4

)
−

(
−3

4
Pm

P y

)
=

3
4

(
Pm

P y
− 1

)
.

(13.9)

The residual forces in bars AB and BC are tensile and equal. This can be ex-
plained as follows. When deformed in the plastic range, bar BC undergoes compres-
sive plastic flow. Upon unloading, a permanent residual strain remains in the bar:
the bar is now “too short.” This is equivalent to a manufacturing imperfection that is
created by the permanent plastic deformation of bar BC. Imagine that the system is
loaded to its plastic limit before unloading, i.e., Pm = P p = 1.25P y; the resulting
residual forces are F r

AB/P y = F r
BC/P y = 3/16; the residual forces thus represent

18.75% of the elastic limit forces for the system.
It is also interesting to evaluate the residual displacement of point M by superpos-

ing, once again, the displacements associated with the loading and unloading phases
to find

dr

dy
=

[
1 + 4

(
Pm

P y
− 1

)]
−

(
Pm

P y

)
= 3

(
Pm

P y
− 1

)
.

This is a positive displacement, i.e., in the direction of the applied load Pm, and it
is consistent with the permanent shortening of bar BC due to plastic deformations.
If the system is loaded to its plastic limit before unloading, the residual displace-
ment is dr/dy = 0.75; the residual displacement therefore represents 75% of the
displacement of the structure under the elastic limit load.

Example 13.2. Behavior of a thick-walled tube in the plastic regime
Consider a thick-walled tube with inner and outer radii denoted Ri and Re, respec-
tively, subjected to an inner pressure pi. This problem is discussed in example 3.4 on
page 122 for a cylinder in plane stress state. Figure 3.8 shows the stress distribution
through the thickness of the wall and indicates that the highest stress component is
the hoop stress at the inner bore of the cylinder, i.e., at r = Ri.
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As the inner pressure increases, a critical value is reached for which the mate-
rial reaches the yield condition at that location. If the pressure is further increased,
plasticity will spread in the tube as illustrated in fig. 13.5 where the material is in
the plastic regime for Ri ≤ r ≤ Rp and in the elastic regime for Rp ≤ r ≤ Re.
The radial location, Rp, of the interface between the plastic and elastic regions is an
unknown function of the applied pressure.

Ri

Rp

Re

Plastic
region

Elastic
region

Fig. 13.5. Thick tube under internal pressur-
ization showing the development of concen-
tric plastic and elastic regions.
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Fig. 13.6. Gain in maximum pressure for a
fully plastic tube as compared to the tube op-
erating entirely in the elastic regime.

It will now be assumed that the yield condition is given by Tresca’s criterion, see
eq. (13.3). Since the stress distribution inside the tube consists of only the radial and
hoop stress components without any shear stress, these must be the principal stresses,
and hence, σp1 = σθ and σp2 = σr, leading to the following statement for the yield
point: σθ − σr = σy, where σy is the yield stress for the material.

First, consider the case where the tube is operating entirely in the elastic regime,
but it has just reached the yield point for r = Ri, i.e., σθ(r = Ri) − σr(r = Ri) =
σy . Because the tube is in the elastic regime, the stress field given by eqs. (3.56) is
still correct, and introducing these stress components into the yield criterion yields

py
i

σy
=

1
2

(
1− R2

i

R2
e

)
. (13.10)

This is the maximum internal pressure for which the entire tube remains in the elastic
regime.

Next, if pressure is increased further, plasticity spreads into the tube wall. The
material is assumed to be elastic-perfectly plastic, i.e., it features the stress-strain
diagram illustrated in fig. 2.7 on page 64. The equilibrium condition for the stress
components is given by eq. (3.39a), and implies

dσr

dr
=

σθ − σr

r
=

σy

r
, (13.11)

because Tresca’s criterion must be exactly satisfied at each point where the elastic-
perfectly plastic material is yielding. This equation can be integrated to σr/σy =
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C1 + ln r, and the boundary condition, σr(r = Ri) = −pi, is used to evaluate the
integration constant, C1, to find the non-dimensional stress distribution in the plastic
zone as

σp
r

σy
= ln ρ− pi

σy
,

σp
θ

σy
= 1 + ln ρ− pi

σy
. (13.12)

where ρ = r/Ri.
Finally, assume that the entire tube operates in the plastic regime, i.e., Rp = Re.

An additional boundary condition must then be imposed, σp
r (r = Re) = 0, to find

the corresponding pressure as
pp

i

σy
= ln R̄e, (13.13)

where R̄e = Re/Ri.
It is interesting to compare the pressures corresponding to the cylinder operating

entirely in the elastic regime, or entirely in the plastic regime, as given by eqs. (13.10)
or (13.13), respectively. The increase in load carrying capacity of the tube when it is
allowed to operate in the plastic regime is measured by the following index

pp
i − py

i

py
i

=
ln R̄2

e

1− 1/R̄2
e

. (13.14)

Figure 13.6 shows the gain in maximum pressure as a function of the ratio of external
to internal radius; note that for R̄e = 2, the tube can carry an 85% higher internal
pressure when operating in the fully plastic range as compared to the elastic range.

The last case to examine is when the tube operates in the mixed elastic-plastic
regime. In the elastic zone, the stress field is given by eqs. (3.54)

σy
r = E

[
C1

1− ν
− C2

(1− ν)r2

]
, σy

θ = E

[
C1

1− ν
+

C2

(1 + ν)r2

]
,

while the stress field in the plastic zone is given by eqs. (13.12).
At the elastic-plastic interface radius r = Rp, two conditions must be imposed.

First, to satisfy equilibrium, the radial stress components must match across inter-
face: σp

r (ρ = R̄p) = σy
r (ρ = R̄p), where R̄p = Rp/Ri. Next, from the definition

of this interface, the stress fields on either side must satisfy Tresca’s yield condi-
tion: σP

θ (ρ = R̄p) − σp
θ (ρ = R̄p) = σy and σy

θ (ρ = R̄p) − σy
θ (ρ = R̄p) = σy ,

which, in view of the previous condition, implies σp
θ (ρ = R̄p) = σy

θ (ρ = R̄p),
Finally, the boundary condition at the outer edge of the cylinder must also be satis-
fied: σy

r (ρ = R̄e) = 0. Expressing these three conditions yields the following three
equations

ln R̄p − pi

σy
=

EC1

(1− ν)σy
− EC2

(1 + ν)σy

1
R̄2

p

,

1 + ln R̄p − pi

σy
=

EC1

(1− ν)σy
+

EC2

(1 + ν)σy

1
R̄2

p

,

EC1

(1− ν)
=

EC2

(1 + ν)R2
e

,
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which can be solved for the two integration constants, C1 and C2, and the unknown
interface radius, R̄p. The non-dimensional stress field in the elastic region now be-
comes

σy
r

σy
=

R̄2
p

2

(
1

R̄2
e

− 1
ρ2

)
,

σy
θ

σy
=

R̄2
p

2

(
1

R̄2
e

+
1
ρ2

)
. (13.15)

Furthermore, the relationship between the applied pressure and the interface radius,
Rp, is

pi

σy
=

1
2

[
ln R̄2

p + 1− R̄2
p

R̄2
e

]
. (13.16)

In summary, the procedure for computing the response of a thick tube to an in-
creasing internal pressure is as follows. For pressures below the elastic limit given
by eq. (13.10), the stress field is that derived in example 3.3, see eq. (3.56). If the
applied pressure is above the elastic limit, the tube features both plastic and elastic
zones. For a give interface radius, Ri ≤ Rp ≤ Re, the internal pressure the tube
can carry is evaluated with the help of eq. (13.16). The plastic stress field given by
eq. (13.12) then applies for Ri ≤ r ≤ Rp, whereas the elastic stress field given by
eqs. (13.15) applies for Rp ≤ r ≤ Re. Finally, the maximum load carrying capabil-
ity of the tube is the pressure given by eq. (13.13); when that pressure is reached, the
tube undergoes continuous plastic flow under constant pressure.

13.2.1 Problems

Problem 13.3. Three bar truss in plastic range
Consider the three bar truss depicted in fig. 4.5. The cross-sectional areas of the homogeneous
bars areAA,AB , andAC , for the bars attached at points A, B, and C, respectively, withAA =
AC . The three bars are made of an elastic, perfectly plastic material, with material behavior
as depicted in fig. 2.7. Let P y and ∆y be the maximum load and deflection, respectively,
for which the system remains in the linearly elastic range; Let P p and ∆p be the load and
deflection, respectively, for which the system becomes fully plastic. (1) Determine P y and the
corresponding ∆y . (2) Determine P p and the corresponding elongation on a non-dimensional
scale P/P y vs. ∆/∆y . (4) Determine the the loading, P f/P y , and elongation, ∆f/∆y , of
the system at failure. (5) Plot the load deformation curve, P/P y versus ∆/∆y , up to failure.
(6) Assume the load (P y + P p)/2 is applied to the system, then released. Find the residual
stresses in the bar, σr

B/σy , and σr
C/σy . Find the residual elongation of the system, ∆r/∆y .

Problem 13.4. Thick-walled cylinder pressurized in the plastic regime
Consider a thick-walled cylinder of internal and external radii Ri and Re, respectively, in a
state of plane stress subjected to an internal pressure pi. The tube is allowed to operate in the
plastic regime; the material is elastic-perfectly plastic and the yield condition is given Tresca’s
criterion; Re/Ri = 2. (1) Plot the non-dimensional interface radius, Rp/Ri, as a function
of the non-dimensional pressure, pi/pE

i . (2) On one graph, plot the radial stress distribution
through the thickness of the tube for different values of the interface radius. (3) On one graph,
plot the hoop stress distribution through the thickness of the tube for different values of the
interface radius. For the last two questions, let Rp = Ri + α(Re − Ri); present your results
for α = 0, 0.1, 0.2, 0.4, 0.6 and 1.
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13.2.2 Plastic bending

The beam theory developed in chapters 5, 6 and 8 assumes that the material a beam
is made of behaves in a linearly elastic manner following Hooke’s law, eq. (5.14).
Assuming the beam is made of a ductile material presenting a stress-strain diagram
similar to that shown in fig. 2.5 on page 63, once the bending moment applied to the
beam generates axial stresses larger than the limit of proportionality, Hooke’s law is
no longer an appropriate approximation to the constitutive behavior of the material.
In this section, beam bending theory is generalized to deal with materials that do not
behave in a linearly elastic fashion.

It is important to understand that the Euler-Bernoulli assumptions presented in
section 5.1 are purely kinematic assumptions. This means that these assumptions im-
ply a specific displacement field for the beam, see eq. (5.4), or equivalently, its strain
field, see eq. (5.7). Clearly, these assumptions are independent of the constitutive
laws selected to represent the physical behavior of the material.

To simplify the development of the theory, the beam is assumed to present a
rectangular section of width b and height h, as depicted in fig. 13.7. The strain dis-
tribution is assumed to be linear over the cross-section, as implied by the the Euler-
Bernoulli assumptions, see eq. (5.30). The strains at the bottom and top locations
of the section are denoted εb and εt, respectively, and the corresponding stresses are
denoted σb and σt, respectively. In view of the linear distribution of axial strain,
eq. (5.30), it follows that

∆ε = εt − εb = −x2tκ3 + x2bκ3 = −(x2t − x2b)κ3 = −hκ3. (13.17)

where x2b and x2t are the coordinates of the bottom and top locations of the section,
respectively.
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Fig. 13.7. Beam with a rectangular cross-section undergoing plastic bending.

Since the material is not linearly elastic, the stress distribution associated with the
assumed linear strain distribution is no longer linear through the cross-section. Fig-
ure 13.7 shows the stress distribution through the cross-section. Because the strain is
a linear function of vertical position on the cross-section, the vertical stress distribu-
tion is, in fact, identical in shape to the stress-strain diagram of the material, rotated
by 90 degrees (i.e., the strain axis lies along the vertical axis).
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The stress distribution must be in equilibrium with the externally applied loads,
and hence, the axial force must vanish, i.e., N1 =

∫
A σ1 dA = 0. Because the

section is rectangular, dA = b dx2, and furthermore, the linearity of the axial strain
distribution, eq. (5.30), implies dε1 = −κ3dx2, so that dA = −b/κ3 dε1. The
vanishing of the axial force now requires N1 =

∫
A σ1 dA = −(b/κ3)

∫ εt

εb
σ1 dε1 =

0. Because the stress is a function of the strain, as implied by the stress-strain diagram
for the material, this condition becomes

∫ εt

εb

σ1(ε1) dε1 = 0. (13.18)

The physical interpretation of this result is as follows: the area under the stress-
strain diagram from εb to εt must vanish. If the stress-strain diagram is symmetric for
tension and compression, this requirement will be automatically met if εb = −εt, and
both strain and stress components will vanish at the geometric center of the section.
On the other hand, if the material does not behave in the same manner in tension
and compression, the stress-strain diagram is no longer symmetric. Consequently,
the strain and stress will then vanish at a point away from the geometric center of the
section, and the location of the modulus-weighted centroid defined in eq. 5.33 will
now be a function of the applied bending moment.

Next, the bending moment is computed from the axial stress distribution using
eq. (5.10) to find

M3 =
∫

A
σ1x2 dA =

b

κ2
3

∫ εt

εb

σ1ε1 dε1. (13.19)

The second integral represents the static moment of the stress-strain diagram com-
puted with respect to the origin. Equation (13.19) gives the relationship between the
bending moment and the curvature of the beam in the plastic bending regime.

In practice, the relationship between the bending moment and the curvature is
constructed as follows.

1. Select an arbitrary value of the strain εb. Then, determine the strain εt such that
eq. (13.18) is satisfied. It is now possible to compute the curvature of the beam
from ∆ε = εt − εb = −hκ3 and hence,

κ3 = −∆ε

h
. (13.20)

2. Determine the location of the centroid. The linearity if the strain distribution
implies

|x2t|
|x2b| =

|εt|
|εb| . (13.21)

3. Compute the bending moment using eq. (13.19).
4. Repeat the above procedure for a number of strain levels, εb. For each new strain

level, a new point of the moment-curvature diagram is obtained. It is then pos-
sible to plot M3 = M3(κ3); this relationship is nonlinear as a result of the
nonlinearity inherent to the stress-strain diagram.
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Usually, the stress-strain diagram is obtained empirically, and the above proce-
dure must be carried out numerically for each point defining the diagram. If an ana-
lytical expression is available for the stress-strain diagram, the above procedure will
yield an analytical expression for the sectional moment-curvature diagram as will be
illustrated in the following example.

Example 13.3. Plastic bending for an elastic-perfectly plastic material
In this example, the plastic bending of a rectangular cross-section of width b and
height h, made of an elastic-perfectly plastic material is investigated.

The stress-strain diagram for an elastic-perfectly plastic material is given in
fig. 2.7 on page 64. In view of the symmetry of this stress-strain diagram, the centroid
of the section remains at the geometric center of the rectangular section, as implied
by eq. (13.18).

Intuitively, the section will operate in three distinct regimes that are illustrated
in fig. 13.8. As the applied bending moment increases, the stress levels will increase
until the axial stresses at the top and bottom locations of the section reach the yield
stress, σy . For stress levels below σy , the material behaves in a linearly elastic man-
ner, and the axial stress distribution is linear through the section, see fig. 13.8a. The
bending moment that will generate axial stress levels of |σy| at the top and bottom
locations of the section is easily found to be My

3 = bh2σy/6, and the corresponding
curvature of the beam is evaluated with the help of eq. (13.20) as κy

3 = −2εy
1/h

where εy
1 is the maximum elastic strain which occurs at the bottom edge of the sec-

tion.
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Fig. 13.8. The three regimes of the cross-section: the purely elastic, elastic-plastic, and fully
plastic regimes.

If larger bending moments, M3 > My
3 , are applied, a portion of the section will

operate in the plastic regime as shown in fig. 13.8b. In this elastic-perfectly plastic
regime, the bending moment is computed with the help of eq. (13.19); for a strain
level ε1, the static moment of the stress-strain diagram is
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∫ ε1

−ε1

σ1ε1 dε1 =
∫ −εy

1

−ε1

(−σy) ε1 dε1 +
∫ εy

1

−εy
1

(
σy

ε1
εy
1

)
ε1 dε1 +

∫ ε1

εy
1

(σy) ε1 dε1

= σy

(
ε21 −

(εy
1)

2

3

)
= σyε21

[
1− 1

3

(
εy
1

ε1

)2
]

.

The moment-curvature relationship then follows from eq. (13.19) as

M3 = bσy
ε21
κ2

3

[
1− 1

3

(
εy
1

ε1

)2
]

=
bh2

4
σy

[
1− 1

3

(
κy

3

κ3

)2
]

=
3My

3

2

[
1− 1

3

(
κy

3

κ3

)2
]

,

(13.22)

where the relationship between strain and curvature, eq. (13.20), is used to eliminate
the strains, h/2 = εy

1/κy
3 = ε1/κ3.
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Fig. 13.9. The moment-curvature diagram for a section made of elastic-perfectly plastic ma-
terial.

As the applied bending moment increases, plasticity spreads in the section un-
til a limit bending moment, Mp

3 , is reached for which the associated axial stress
distribution is depicted in fig. 13.8c. It is easily verified from this figure that
Mp

3 = bh2/4 σy = 3/2 My
3 . At this point, no further increase in applied bend-

ing moment can be supported, and any attempt to increase the bending moment will
result in an unbounded increase in the curvature. This is illustrated in the complete
moment-curvature diagram depicted in fig. 13.9.

In section 2.1.4, it is pointed out that upon unloading, ductile materials tend to
behave elastically. For the elastic-perfectly plastic material considered here, if de-
formed under a stress |σ1| > σy , residual stresses and strains will remain after un-
loading. The portion of the section for which |ε1| > εy

1 will have residual strains
after unloading, whereas no residual strains will remain in the portion of the section
for which |ε1| ≤ εy

1 . The total strain, which is the sum of the elastic and resid-
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ual strains, must remain linearly distributed over the section in accordance with the
Euler-Bernoulli kinematics and will not vanish upon unloading.

The unloading can be represented by the application of an unloading moment,
Mu, that is equal and opposite to the applied moment, and the residual stresses are
evaluated using the following process.

1. First, the beam is loaded into the elastic-plastic range with a moment My
3 ≤

Mm ≤ Mp
3 , and a corresponding curvature, κm, develops. The associated axial

stress distribution is depicted in fig. 13.10a.
2. Next, an unloading bending moment, denoted Mu = −Mm, is applied to the

beam. Because the material behaves elastically upon unloading, the stress distri-
bution associated with this unloading moment is the linear distribution depicted
in fig. 13.10b.

3. Finally, the residual stresses are obtained by combining these two stress distri-
butions as shown in fig. 13.10c.
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Fig. 13.10. Residual stresses after plastic bending in a section made of elastic-perfectly plastic
material.

At the end of this process the beam is unloaded, and the bending moment associ-
ated with the residual stress distribution must vanish. From eq. (13.22) the bend-
ing moment-curvature relationship is Mm = 3/2 (bh2σy/6)[1 − (κy

3/κm)2/3].
The unloading bending moment is related to the maximum unloading axial stress
as Mu = −bh2/6 σu. Since the total applied load must vanish, Mu = −Mm, and
the maximum unloading stress becomes

σu =
3σy

2

[
1− 1

3

(
κy

3

κm

)2
]

.

The maximum residual stress is found in the outermost point of the section as
σu − σy , see fig. 13.10c; hence

σr
max =

σy

2

[
1−

(
κy

3

κm

)2
]

= σy

(
Mm

My
3

− 1
)

.
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If the section is unloaded after applying the maximum bending moment Mm =
Mp

3 = 3/2 My
3 , the maximum residual stress is σr

max = σy/2.

13.2.3 Problems

Problem 13.5. Plastic bending of beam with diamond cross-section
Consider a beam with a diamond shaped cross-

aa

45°45°

Fig. 13.11. Beam diamond cross-
section.

section of size a by a as shown in fig. 13.11
and made of an elastic-perfectly plastic material.
(1) Determine the maximum bending moment, My

3 ,
for which the section remains in the elastic range
and the corresponding curvature κy

3 . (2) Plot the
bending moment-curvature diagram for this beam;
use non-dimensional abscissa κ3/κy

3 and ordinate
M3/M

y
3 . (3) What is the maximum bending mo-

ment, Mp
3 /My

3 , the section can carry when all the
material enters the plastic range? (4) Find the maxi-
mum residual stress in the cross-section if the beam
is unloaded after application of a bending moment
Mp

3 .

Problem 13.6. Plastic bending of beam with strain hardening
The stress-strain relationship for strain hardening materials can be approximatively repre-
sented by Ludwik’s power law, σ/C = εn, where C and n are material parameters. Consider
a beam with a rectangular cross-section of width b and height h, made of a material that
follows Ludwik’s power law. (1) On one graph, plot the non-dimensional stress, σ/C, ver-
sus strain diagrams for n = 0.1, 0.2, 0.3, and 0.5. (2) Compute the bending moment versus
curvature relationship for the beam. (3) On one graph, plot the non-dimensional bending mo-
ment, M3/(Cbh2), versus non-dimensional curvature, hκ3, for n = 0.1, 0.2, 0.3, and 0.5.
The material is assumed to have identical behavior in tension and compression, and hence,∫ ε1
−ε1

σ1ε1 dε1 = 2
∫ ε1
0

σ1ε1 dε1.

13.2.4 Plastic torsion

The theory developed for torsion of beams with circular cross-sections in the sec-
tion 7.1 is based on the assumption that the material behaves in a linearly elastic
manner, and Hooke’s law, eq. (2.9), is assumed to apply. Assuming the circular bar
is made of a ductile material presenting a shear stress-shear strain diagram similar
to that presented in fig. 2.6 on page 64, once the torque applied to the bar generates
shear stresses larger than the limit of proportionality, Hooke’s law is no longer an
appropriate approximation to the constitutive behavior of the material.

The theory of torsion of cylindrical bars is based on the kinematic description
developed in section 7.1.1. Since this kinematic description is obtained from symme-
try arguments and does not involve any consideration of constitutive laws, it remains
valid for the present case involving materials deformed past their limit of proportion-
ality. The only non-vanishing strain component is the circumferential shear strain,
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γα, given by eq. (7.9), which is linearly distributed over the circular cross-section as
depicted in fig. 7.4. Let γM be the maximum circumferential shear strain at the outer
edge of the section, and in view of eq. (7.9), γM = Rκ1.

Strain
distribution

Stress
distribution

i3 i3

i2 i2

g
a

g
M

t
a

a

Fig. 13.12. Bar with a circular cross-section undergoing plastic torsion.

Because the material is not linearly elastic, the stress distribution associated with
the linear shear strain distribution is no longer the linear stress distribution shown
in fig. 7.5. Instead, fig. 13.12 shows the linear shear strain distribution and the as-
sociated nonlinear shear stress distribution. This shear stress distribution must be in
equilibrium with the externally applied torque

M1 =
∫

A
ταr dA =

∫ 2π

0

∫ R

0

ταr rdrdθ

= 2π

∫ R

0

ταr2 dr =
2π

κ3
1

∫ γM

0

τα(γα)γ2
α dγα.

(13.23)

In this equation, the linear distribution of shear strain, γα = rκ1, is used to eliminate
the radial variable r and to express dr = dγα/κ1, to facilitate the evaluation of the
last integral.

Finally, the shear stress is explicitly a function of the shear strain, τα = τα(γα),
through the material stress-strain diagram. The last integral in eq. (13.23) can be
evaluated directly from the stress-strain diagram.

In practice, the relationship between the torque and the twist rate is constructed
as follows.

1. Select an arbitrary value of the maximum shear strain γM and compute the as-
sociated twist rate as κ1 = γM/R.

2. Compute the torque using eq. (13.23) and the material stress-strain diagram.
3. Repeat the above procedure for a number of maximum shear strain levels, γM .

For each new maximum strain level, a new point of the torque-twist rate dia-
gram is obtained. This relationship will be nonlinear in view of the nonlinearity
inherent in the stress-strain diagram.

If an analytical expression is available for the shear stress-shear strain diagram,
the above procedure will yield an analytical expression for the sectional torque-twist
rate diagram. This situation is illustrated in the example below.
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Example 13.4. Plastic torsion for an elastic-perfectly plastic material
Section 13.2.4 describes the general procedure for evaluating the torque-twist rate
diagram of a circular bar subjected plastic torsion. This procedure will be applied
in this example to a bar made of an elastic-perfectly plastic material presenting the
stress-strain diagram given in fig. 2.7 on page 64. The yield shear stress and strain
will be denoted τy and γy , respectively, while γf denotes the shear strain at failure.

Intuitively, the section will develop three distinct regimes that are illustrated in
fig. 13.13. As the applied torque is increased, the shear stress levels will increase
until the stress around the outer edge of the section reaches the yield stress, τy . For
stress levels below τy , the material behaves in a linearly elastic manner, and the shear
stress distribution is linear as shown in fig. 13.13a.

The torque that will generate a shear stress level of τy around the outer edge of
the section is easily found from eq. (7.21) to be

My
1 =

H11τy

GR
= π/2 R3τy

and the corresponding twist rate for the bar is κy
1 = γy/R.

(a)
Section in

elastic regime

(b)
Section in elastic-

plastic regime

(c)
Section in

plastic regime

t
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t
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r r r

Fig. 13.13. The three stress regimes of the cross-section: (a) purely elastic, (b) elastic-plastic,
and (c) fully plastic.

If larger torques, M1 > My
1 , are applied, a portion of the section will operate

in the plastic regime as shown in fig. 13.13b. In this regime, the torque is computed
using eq. (13.23). For a shear strain level γ > γy, the torque becomes

M1 =
2π

κ3
1

[∫ γy

0

τy
γ

γy
γ2 dγ +

∫ γ

γy

τyγ2 dγ

]

=
2π

3
τy

(
γ

κ1

)3
[
1− 1

4

(
γy

γ

)3
]

=
4My

1

3

[
1− 1

4

(
κy

1

κ1

)3
]

.

(13.24)

As the twist rate increases, the torque increases more slowly than before, and
eventually as κ1 →∞, it reaches an upper limit, Mp

1 . At this point, the entire section
operates in the plastic regime as depicted in fig. 13.13c, and the shear stress at all
points in the cross section is now at the yield level, τy . It is easily verified from this
figure that Mp

1 = 2πR3τy/3 = 4/3 My
1 .

A plot of the torque-twist rate relationship (i.e., the force-deformation relation-
ship) is shown in fig. 13.14. Initially, this is a linear relationship because Hooke’s
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law applies, but for κ1 > κy
1 more and more material of the section reaches the plas-

tic range, and the twist rate increases without bound under a nearly constant torque,
Mp

1 .
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Fig. 13.14. The moment-curvature diagram for a section made of elastic-perfectly plastic ma-
terial.

Example 13.5. Plastic torsion unloading for an elastic-perfectly plastic material
Consider the unloading of a circular bar twisted beyond its yield stress by the appli-
cation of a torque My

1 ≤ Mm ≤ Mp
1 . Determine the residual stresses in the section.

In section 2.1.4, it is pointed out that upon unloading, ductile materials tend to
behave elastically. For the elastic-perfectly plastic material considered here, if de-
formed under a stress |τ | > τy , residual stresses and strains will remain after unload-
ing. The portion of the section for which |γ| > γy will present residual strains after
unloading, whereas no residual strains will remain in the portion of the section for
which |γ| ≤ γy . The total strain, which is the sum of the elastic and residual strains,
must remain linearly distributed over the section in accordance with the kinematic
assumptions and will not vanish upon unloading.

The unloading can be represented by the application of an unloading torque, Mu,
that is equal and opposite to the applied torque, and the residual stresses are evaluated
using the following process.

1. It is first assumed that the bar is loaded into the elastic-plastic range with a
torque Mm, and a corresponding twist rate, κm, results. The associated shear
stress distribution is depicted in fig. 13.13b.

2. Next, an opposing torque (i.e., an unloading torque), denoted Mu = −Mm, is
applied to the bar. Since the material behaves elastically upon unloading, the
shear stress distribution associated with this unloading torque is linear.

3. The residual stresses are obtained by combining these two shear stress distribu-
tions. Since at the end of this process the bar is unloaded, the torque associated
with the residual stress distribution must vanish.
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From eq. (13.24), the relationship between applied torque and curvature is
Mm = 4My

1 [1 − 1/4 (κy
3/κm)3]/3. The unloading torque is related to the max-

imum unloading shear stress as, Mu = −π/2R3 τu, where τu is the maximum shear
stress at the outer edge of the circular section. Since the net applied torque must
vanish, Mu = −Mm and the maximum unloading stress becomes

τu =
4τy

3

[
1− 1

4

(
κy

3

κm

)3
]

.

The maximum residual shear stress is found at the outer edge of the section as τ r
max =

τu − τy,

τ r
max =

τy

3

[
1−

(
κy

3

κm

)3
]

= τy

(
Mm

My
1

− 1
)

.

If the section is unloaded after applying the maximum torque Mmax = Mp
1 =

4My
1 /3, the maximum residual stress is then τ r

max = τy/3.

13.3 Thermal stresses in structures

The evaluation of thermal stresses in structures subjected to thermal loading is an
important part of structural analysis. Structures such as heat exchangers, jet engine
turbine blades, supersonic aircraft and missiles, or space structures must all be de-
signed to withstand significant thermal loading. The thermal loading can have a mul-
titude of effects on structures ranging from induced thermal strain to accelerated
viscoelasticity and plasticity.

Simple concepts about thermal stresses are introduced in section 2.1.2, and ex-
amples are presented for simple bars as well as isostatic and hyperstatic trusses. This
chapter focuses on the computation of thermal stresses in structures arising from
thermally induced strains using the theory of linear elasticity. Such problems are
generally referred to as thermoelastic problems.

Thermal stresses are induced by three main sources: (1) nonuniform temperature
distributions that create nonuniform strains within a structure, (2) external constraints
that prevent the free deformation of a structure, and (3) differences in coefficients of
thermal expansion that appear in heterogeneous structures.

In most practical applications, thermoelastic problems can be treated as quasi-
static, uncoupled problems. The term “quasi-static” refers to the fact that the temper-
ature variations are slow, and hence, inertia effects associated with the acceleration
of the structure under time-dependent temperature fields can be neglected. Thermal
stresses are evaluated for different steady temperature distributions, which represent
the thermal loading at different instants in time. The term “uncoupled” refers to the
fact that generation of heat in the structure is not taken into account. If a structure
is subjected to repeated loading, heat is generated through hysteresis, resulting in a
nonuniform increase in temperature. Here again, these changes in temperature are
slow. The time constants of the resulting heat conduction problem are far slower
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than the time constants associated with the dynamic response of the structure, and
decoupling the two problems has little effect on the accuracy of the solution.

In a free, unconstrained structure, any thermal stresses must form a system of
self-equilibrating stresses; indeed, a free body diagram of any portion of the structure
reveals that all stress resultants must vanish. If the structure is constrained so that its
thermal deformation is prevented by boundary conditions, the thermal stresses will
be in equilibrium with the reaction forces at those boundaries.

Two main approaches to the evaluation of thermal stresses are possible. First, the
direct method, discussed in section 13.3.1, treats thermal problems as basic elasticity
problems. While this approach is always possible, it can be cumbersome to apply
when dealing with structural components such as beams and plates. In section 13.3.3,
the constraint method is presented. This method is often much easier to apply to
beam and plate problems.

13.3.1 The direct method

When a sample of material is heated, its dimensions will change. Under heat, homo-
geneous isotropic materials will expand equally in all directions, generating thermal
strains, εt = f(∆T ), where f(∆T ) is a function of the change in temperature ∆T .
The volume of most materials increases when the material is subjected to increased
temperatures, whereas temperature decreases generally cause the material volume to
shrink. There are, however, notable exceptions: the transition from water to ice under
decreasing temperature is accompanied by a volume increase. For moderate temper-
ature changes, it is often adequate to assume that f(∆T ) is a linear function of the
temperature change so that f(∆T ) = α∆T , where α is the coefficient of thermal
expansion, a positive number if the material expands under increased temperature.
The thermal strain now becomes

εt = α∆T. (13.25)

Coefficients of thermal expansion for commonly used structural materials are listed
in table 13.1.

Table 13.1. Coefficients of thermal expansion and Young’s moduli for commonly used struc-
tural materials.

Material Coefficient of thermal expansion [µ/C] Young’s modulus [GPa]
Aluminum 23 73

Copper 17 120
Steel 11 210

Titanium 8.6 110

Two important aspects of thermal deformations must be emphasized. First, ther-
mal strains are purely extensional: temperature changes induce no shear strains. Sec-
ond, thermal strains do not generate any internal stresses, in contrast with mechanical



13.3 Thermal stresses in structures 743

strains that are related to internal stresses through the material constitutive law. Con-
sequently, an unconfined material sample subjected to a uniform temperature change
simply expands, but no internal stresses are developed.

Thermal strains are the consequence of temperature changes, whereas mechan-
ical strains result from the application of stresses. Hence, it is simpler to state the
constitutive law with thermal effects by superposing these strains. The total strains
are the sum of the mechanical strains given by eq. (2.4) and their thermal counter-
parts given by eq. (13.25)

ε1 =
1
E

[σ1 − ν(σ2 + σ3)] + α∆T, (13.26a)

ε2 =
1
E

[σ2 − ν(σ1 + σ3)] + α∆T, (13.26b)

ε3 =
1
E

[σ3 − ν(σ1 + σ2)] + α∆T. (13.26c)

Because temperature changes induce no shear strains, the constitutive laws for shear
strain, given by eq. (2.9), remain unchanged and are repeated here

γ23 =
1
G

τ23, γ13 =
1
G

τ13, γ12 =
1
G

τ12. (13.27)

When dealing with constrained material samples, temperature changes will indi-
rectly generate stresses in the material. For example, consider a bar constrained at
its two ends by rigid walls that prevent any extension of the bar. When subjected to
a temperature change, ∆T , the bar will expand in all directions, but the rigid walls
prevent expansion of the bar along its axis, ı̄1. The stress components in the trans-
verse direction, σ2 and σ3, must vanish because the bar is free to expand in those
directions, whereas the axial strain, ε1, must vanish due to the presence of the rigid
walls. Equation (13.26a) then implies

ε1 =
1
E

σ1 + α∆T = 0,

and hence, σ1 = −Eα∆T ; the temperature change thus induces a compressive stress
in the bar. Such stresses are called thermal stresses. If the same bar is allowed to
expand freely, i.e., if the end walls are removed, axial equilibrium of the bar implies
σ1 = 0 and eq. (13.26a) then yields ε1 = α∆T . In this case, the temperature change
induces thermal strains but no thermal stresses.

The equations of the theory of elasticity consist of three groups: equilibrium
equations, strain-displacement equations, and constitutive laws. As expected, equi-
librium equations are unaffected by the presence thermal strains because equilibrium
conditions involve forces, not deformations. Strain-displacement equations also re-
main unchanged, although the strains are now the sum of the mechanical and thermal
strains. Only the constitutive laws are directly affected by the presence of thermal
strains, see eqs. (13.26).

In summary, the evaluation of thermal stresses based on the theory of three-
dimensional elasticity relies on the following three sets of equations: equilibrium
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equations, see eqs. (1.4); strain-displacement, see eqs. (1.63) and (1.71); and finally,
the constitutive laws, eqs. (13.26) and (13.27), for linearly elastic, isotropic materi-
als.

The direct method will be illustrated by means of several problems that are solved
in the following examples.

Example 13.6. Thick circular tube in plane strain state
Consider a thick tube of internal and external radii denoted as Ri and Re, respec-
tively, subjected to a radially varying temperature field, as shown in fig. 13.15. The
temperature of the inner and outer walls of the tube are denoted Ti and Te, respec-
tively, and heat flow through the tube is assumed to maintain the temperature differ-
ential. At thermal equilibrium, the temperature distribution through the thickness of
the tube can be shown to be of the form1

T (r)− Te = −Te − Ti

ln R̄i
ln ρ, (13.28)

where ρ = r/Re is the non-dimensional radial variable, and R̄i = Ri/Re.

Ri

Re

Ti

Te

r P

q

Fig. 13.15. Thick tube in plane strain state subjected to a temperature field.

Both the geometry and thermal loading are axisymmetric and therefore partial
derivatives with respect to the circumferential coordinate vanish. The tube is assumed
to be in a state of plane strain, i.e., ε3 = 0, which would occur in a long tube con-
strained at both ends. Imposing the vanishing of the axial strain in eq. (13.26c) then
yields σ3 = ν(σr+σθ)−EαT . Introducing this result into eqs. (13.26a) and (13.26b)
gives the radial and circumferential stress components as

σr =
E [(1− ν)εr + νεθ − (1 + ν)αT ]

(1− 2ν)(1 + ν)
,

σθ =
E [νεr + (1− ν)εθ − (1 + ν)αT ]

(1− 2ν)(1 + ν)
.

The strain-displacement equations of the problem are given by eqs. (3.37a)
and (3.37b) as εr = dur/dr and εθ = ur/r. The single radial equilibrium equa-
tion is dσr/dr + (σr − σθ)/r = 0, see eq. (3.39a).
1 The radial temperature distribution is determined by solution to a heat flow problem that is

beyond the scope of this text.
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Introducing the above expressions for the stress components into the equilibrium
equation and expressing the strains in terms of the radial component of displacement
yields the governing equation of the problem as

d2ur

dr2
+

1
r

dur

dr
+

ur

r2
− 1 + ν

1− ν
α

dT

dr
= 0,

which can be put into more compact form as

d
dr

[
1
r

d
dr

(rur)
]

=
1 + ν

1− ν
α

dT

dr
.

Integrating this equation twice gives the radial displacement distribution as

ur = C1 r +
C2

r
+

1 + ν

1− ν

α

r

∫ r

Ri

r T dr,

where C1 and C2 are integration constants.
Because the boundary conditions are expressed in terms of stress components at

the inner and outer surfaces, the above solution must now be expressed in terms of
stresses. The strains are readily found using the strain-displacement equations, and
using the constitutive laws, the stress components become

σr =
E

1 + ν

(
C1

1− 2ν
− C2

r2

)
− αE

1− ν

1
r2

∫ r

Ri

rT dr,

σθ =
E

1 + ν

(
C1

1− 2ν
+

C2

r2

)
+

αE

1− ν

1
r2

∫ r

Ri

rT dr − EαT

1− ν
.

The two integration constants are determined from the two boundary conditions:
σr = 0 at r = Ri and Re, as

C1

1− 2ν
=

C2

R2
i

=
α

1− R̄2
i

1 + ν

1− ν
A,

where A =
∫ 1

R̄i
ρT (ρ)dρ.

The thermal stresses in the thick tube now become

σr =
αE

1− ν

[
A

1− R̄2
i

(
1− R̄2

i

ρ2

)
− B(ρ)

ρ2

]
,

σθ =
αE

1− ν

[
A

1− R̄2
i

(
1 +

R̄2
i

ρ2

)
+

B(ρ)
ρ2

− T

]
,

where B(ρ) =
∫ ρ

R̄i
ρT (ρ)dρ.

The axial displacement field is then readily found by substituting C1 and C2 into
the above expression for ur as

ur = αRe
1 + ν

1− ν

[
A

1− R̄2
i

(
1− 2ν +

R̄2
i

ρ2

)
+

B(ρ)
ρ2

]
.
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To complete the solution process, the integrals A and B(ρ) must be evaluated for
the temperature distribution given by eq. (13.28) to find

A

1− R̄2
i

=
Te − Ti

2 ln R̄2
i

[
1 +

R̄2
i ln R̄2

i

1− R̄2
i

]
,

B(ρ)
ρ2

=
Te − Ti

2 ln R̄2
i

[
1− ln ρ2 − R̄2

i (1− ln R̄2
i )

ρ2

]
.

The results of this analysis are shown in fig. 13.16 for Te − Ti < 0, meaning
that the interior surface is hotter than the exterior surface. This occurs when the tube
contains a hot fluid. Note the large compressive hoop stress at the inner radius of
the cylinder. Since this is a plane strain problem, the axial stress, σ3, is compressive,
except near the outer radius of the cylinder where it is relieved by Poisson’s effects.

0.2 0.4 0.6 0.8 1.0 1.0
0

0.1

0.2

0.3

0.4

r / R
0

u
r

/ 
(R

0
∆

T
)

0.2 0.4 0.6 0.8
-1.5

-1

-0.5

0

0.5

r / R
0

σ
/ 
(E

∆
T

)

σ
r

/ (E ∆ T)

σ
θ

/ (E ∆ T)

σ
z

/ (E ∆ T)

a

a

a

a a

Fig. 13.16. Thermal stresses in a thick tube. Left figure: non-dimensional axial displacement
field. Right figure: non-dimensional stress components. ∆T = Te − Ti < 0.

13.3.2 Problems

Problem 13.7. Thick circular tube in plane stress state
Example 13.6 focused on the determination of the thermal stress field in a thick cylinder
in a state of plane strain subjected to the temperature map give by eq. (13.28). Repeat the
development presented in example 13.6 for a thick cylinder in a state of plane stress. (1)
find the radial displacement field. (2) Find the radial and hoop stress fields. (3) Plot the non-
dimensional displacement and stress fields in the format of fig. 13.16.

13.3.3 The constraint method

The constraint method will be developed for a body made of a homogeneous,
isotropic material. If the body is free to deform, the thermal strain at any point of
the body will be εt

1 = εt
2 = εt

3 = αT .
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In the first step of the method, the structure is assumed to be fully constrained,
so that the thermal deformations are not allowed to take place. This implies that a
set of mechanical strains must appear that exactly compensate for the above thermal
strains: εm

1 = εm
2 = εm

3 = −αT .
In contrast with the thermal strains that generate no stresses, these mechanical

strains are associated with a state of stress given by Hooke’s law, eqs. (2.4), such that

σ1 = σ2 = σ3 = − EαT

1− 2ν
. (13.29)

This is a hydrostatic stress state, and introducing these stresses into eq. (2.4a), the
first mechanical strain component is found as εm

1 = [σ1 − ν(σ2 + σ3)] /E = −αT ,
as expected. Thus, if all thermal deformations are inhibited, the hydrostatic state of
stress given by eq. (13.29) must develop at all points of the structure.

To maintain this hydrostatic state of stress in the structure, a set of surface trac-
tions must be applied at the external surface, S , of the body, and body forces must
be applied at each point in its volume, V . The constrained surface tractions, tc, are
readily found from the stress state as

tc = − EαT

1− 2ν
n̄, (13.30)

where n̄ is the outer normal to S .
The body forces are easily found by considering the equilibrium equation at

a point of the body, eq. (1.4a). Because the shear stresses vanish, this equation
reduces to ∂σ1/∂x1 + b1 = 0, and the body force component becomes b1 =
∂ [(EαT )/(1− 2ν)] /∂x1. Eqs. (1.4b) and (1.4c) yield the other two body force
components, and combining these, the constrained body force vector becomes

bc =
Eα

1− 2ν
∇T, (13.31)

where ∇ is the gradient operator, ∇ = ı̄1∂/∂x1 + ı̄2∂/∂x2 + ı̄3∂/∂x3.
The second step of the procedure calls for the solution of an elasticity problem

where the structure is subjected, not to the thermal load but instead, to the set of
surface tractions and body forces opposite to those required to inhibit thermal de-
formations. Thus, the structure must be subjected to the following equivalent body
forces and surface tractions

be = − Eα

1− 2ν
∇ T, (13.32a)

te =
EαT

1− 2ν
n̄, (13.32b)

respectively. In the sequel, these body forces and surface tractions will be called the
equivalent thermal body forces and equivalent thermal surface tractions and denoted
with a superscript (·)e.

In third step of the procedure, the solution of the thermal stress problem is found
by superposition of the results found in the previous steps. The displacements are
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identical to those of the structure subjected to the equivalent thermal loading defined
in eq. (13.32), and the thermal stresses are the sum of those generated by the equiv-
alent thermal loading and the constrained hydrostatic stresses given by eq. (13.29).

In summary, the constraint method consists of the following steps.

1. Assume that all thermal deformations are inhibited by a suitable set of body
forces and surface tractions given by eqs. (13.31) and (13.30), respectively.

2. Solve an elasticity problem where the structure is subjected to the equivalent
thermal body forces and surface tractions given by eqs. (13.32). In this step, the
structure is not subjected to thermal effects.

3. Superpose the states of the structures in steps 1 and 2. The displacement of the
structure are those found in step 2. The thermal stresses are the sum of those
found in step 2 plus the hydrostatic state of stress given by eq. (13.29).

The advantages of the constraint method should be clear. Step 1 is easy, and
step 2 is a standard elasticity problem for which all solution procedures developed
for elasticity problems can be applied. In fact, the constraint method reduces the
evaluation of thermal stresses to a standard isothermal elasticity problem. The equiv-
alent thermal loading given by eqs. (13.32) provides a more intuitive understanding
of the response of the structure to a temperature field. Because the constraint method
reduces the evaluation of thermal stresses to a standard elasticity problem, it is not
very different from the direct method presented in section 13.3.1. Its real advantage
becomes evident when applied to bar, beam and plate problems, as discussed in the
sections below.

13.4 Application to bars, trusses and beams

The constraint method will be used to solve a number of examples involving axi-
ally loaded bars, simple planar trusses, and beams in the following sections and a
comparison will be made to the direct method, when appropriate.

13.4.1 Applications to bars and trusses

In section 4.2, the analysis of homogeneous bars with constant properties along their
span and subjected to end loads is developed. It is shown that after deformation,
the cross-sections remain plane and normal to the axis of the bar. The axial strain
also remains uniform over the cross-section. Finally, since the bar is homogeneous,
the axial stress is uniformly distributed over the cross-section, and all other stress
components vanish.

For such simple structures, the constraint method develop in section 13.3.3 be-
comes particularly simple. It will be assumed here that each bar is heated to a uni-
form temperature, T . In step 1 of the approach, thermal deformations are assumed
to be inhibited by a suitable set of body forces and surface tractions. Because the
stress components σ2 and σ2 vanish, Hooke’s law implies that the constraint stresses,
eq. (13.29), reduce to σ1 = −EαT , and σ2 = σ2 = 0. In view of eq. (13.31), the
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constraint body forces, bc, vanish because the temperature field in the bar is uniform,
and hence, ∇T = 0. Finally, from eq. (13.30), the constraint surface tractions be-
come forces applied to the bar’s ends, P c = −EAαT , whereA is the cross-sectional
area of the bar.

In step 2 of the approach, a bar problem is solved with the thermal equivalent
loading consisting of only the thermal equivalent forces, P e = EAαT , applied to
the bar’s ends. For trusses constructed from identical members, equivalent forces of
magnitude P e = EAαT are applied at the ends of each bar. If additional mechanical
loads are applied, they are included as well, and the solution proceeds using the
procedures developed in previous chapters.

In step 3 of the approach, the solution of the thermal problem is obtained by
superposition. The displacements of the bar or truss are those obtained in step 2, and
the thermal forces in the bars are obtained superposing the forces obtained in step 2
and the constraint forces, P c.

Example 13.7. Bar subjected to a uniform temperature
Consider a uniform bar clamped at one end and free at the other, as depicted in
the left part of fig. 13.17. The bar is uniformly heated to a temperature T . Find the
thermally induced stresses and the deformation in the bar.

A AB BT T

P = E T
e

aA
P = E T

e
aAP = E T

e
aA

Fig. 13.17. Bar subjected to a uniform temperature. Left figure, the bar is clamped at one end.
Right figure, the bar is clamped at both ends.

The constraint method will be used to solve this very simple problem. In step 1
of the approach, the thermal deformations are inhibited by an axial force, P c =
−EAαT . In step 2, equivalent thermal end forces, P e = EAαT , are applied at
points A and B. The force applied at point A is equal to the reaction force at this point.
The equivalent problem is a clamped bar subjected to a tip force P e, and the solution
is trivial. The elongation of the bar is given by eq. (4.2) as e = P eL/(EA) = αTL,
and the load in the bar is simply P e. Finally, in step 3, the deformation of the bar is
that found in step 2 for which the displacement at point B is dB = e = αTL. The
equivalent thermal forces are the superposition of the forces found in steps 1 and 2,
P = P c + P e = 0. As expected, the thermal loads vanish because the bar is free to
expand.

If the bar is clamped at both ends, as depicted in the right part of fig. 13.17,
the first step of the procedure remains unchanged. In the second step, the equivalent
thermal forces P e are applied at points A and B, but because these are fixed the
bar undergoes no deformation and no stress, and P e appears as reactions. Finally, in
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the last step, the solution of the thermal problem is obtained by superposition of the
results from steps 1 and 2. No displacements develop in the system and the thermal
loads are the end reactions, P = P c+0 = −EAαT . As expected, the thermal forces
are compressive.

Example 13.8. Three-bar truss subjected to temperature changes
Consider the three-bar truss depicted in fig. 13.18; the center bar is raised to a tem-
perature TB , and the two side bars are each raised to a temperature TA. The side bars
have identical Young’s modulus EA, sectional area, AA, and coefficient of thermal
expansion, αA. The corresponding quantities for the middle bar are EB , AB , and
αA, respectively. Find the thermal forces in the system.

L

A AB BC C

q q

O OLA

TA TA
TB

Pa

e

Pa

e
Pa

e

Pa

e

Pb

e

Pb

e

Fig. 13.18. Three-bar truss subjected to temperature changes.

The three-step constraint method is used here again. In the first step, all thermal
deformations are inhibited, giving rise to constraint forces in the three bars of P c

A =
P c

C = −(EA)A(αT )A and P c
B = −(EA)B(αT )B , respectively.

In the second step, end loads are applied to each bar, and as shown on the right
half of fig. 13.18, equivalent thermal end forces P e

A = P e
C = (EA)A(αT )A and

P e
B = (EA)B(αT )B are applied to the side and middle bars, respectively. Clearly,

the equivalent thermal forces at the upper ends of the bars are the reaction forces
carried at the supports. At point O, the total equivalent thermal force is the vector
sum of the forces in the three bar, with a net vertical resultant P e

O = P e
B +2P e

A cos θ,
applied downwards. Step two of the procedure consists of finding the displacements
and internal forces in a three-bar truss subjected to the load P e

O at point O. This
problem is treated in example 4.4 on page 147, and the vertical deflection, ∆, of
point O is given by eq. (4.12) as

∆

L
=

(αT )B + 2k̄A(αT )A cos θ

1 + 2k̄A cos3 θ
.

while the forces in the bars are given by eq. (4.14) as
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F e
A

(EA)B
=

k̄A cos2 θ
[
(αT )B + 2k̄A(αT )A cos θ

]

1 + 2k̄A cos3 θ
,

F e
B

(EA)B
=

(αT )B + 2k̄A(αT )A cos θ

1 + 2k̄A cos3 θ
.

In step 3 the solution of the thermal problem is found by superposition. The
displacement of point O is given by the expression above, and the thermal forces are
F t

A = P c
A + F e

A and F t
B = P c

B + F e
B for the side and middle bars, respectively,

F t
A

(EA)B
=

k̄A

[
(αT )Bcos2θ − (αT )A

]

1 + 2k̄A cos3 θ
,

F t
B

(EA)B
=
−2k̄A cos θ

[
(αT )Bcos2θ − (αT )A

]

1 + 2k̄A cos3 θ
.

As expected, these forces form a set of self-equilibrating forces; it is easily verified
that F t

B + 2F t
A cos θ = 0.

First, note that even if the entire structure is heated to a uniform temperature,
i.e., if TA = TB , non-vanishing forces will develop in all three bars. This is a direct
consequence of the hyperstatic nature of this problem. If one bar is removed, the
problem becomes isostatic and thermal forces will vanish under uniform temperature
changes. Second, a three-bar truss problem under simpler thermal loading is treated
in example 4.9. Checking that the results obtained in this example reduce to those
obtained earlier in example 4.9 on page 159 is left to the reader.

Example 13.9. Deflection of planar truss under thermal loading
The unit load method is developed in section 9.6.6 to evaluate the deflections of truss
joints. Equation (9.64) gives the deflection, ∆, at one node of the truss,

∆ =
Nb∑

i=1

F̂i ei, (13.33)

where F̂i a set of statically admissible bar forces in equilibrium with a unit load
applied at the joint where ∆ is to be determined and acting in the direction of ∆.
The bar extensions, ei, are those due to the externally applied loads. Section 9.6.6
presents many examples of application of the unit load method when trusses are sub-
jected to externally applied loads. If thermal deformations are created by changing
the temperature of one or more bars in the truss, the unit load method can still be
used to determine deflections, but the bar elongations must reflect the induced ther-
mal strains.

If a bar of length L is subjected to end loads, F , and a uniform temperature
change, ∆T , its elongation is e = FL/(EA) + α∆TL, where the first term is due
to the applied load, and the second to the thermal strains. In the presence of thermal
deformation, eq. (13.33) now becomes

∆ =
Nb∑

i=1

F̂i ei =
Nb∑

i=1

F̂i

(
FiLi

EiAi
+ Liαi∆Ti

)
. (13.34)
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Consider the five-bar, isostatic planar truss subjected to a single external load
applied at joint B, as depicted in fig. 13.19. All bar have the same physical properties,
EA. The tabular format developed in section 9.6.6 is here again. The second column
of table 13.2 list the bars flexibility factors and the third the statically admissible
forces that are in equilibrium with a unit load acting downward at joint E. Column
4 gives the bar forces resulting from the application of the externally applied load,
P . Column 5 lists the thermal elongations in each bar, and the last column gives the
partial results for the application of eq. (13.34).

A B

P

D E

1

L

L

45°

D

Fig. 13.19. Planar 1-bay truss with thermal loading.

Table 13.2. Calculation of member forces for truss with thermal loading.

Bar Li/(EA)i F̂i Fi Liαi∆Ti F̂i[Li/(EA)i + Liαi∆Ti]

AB 1 0 P/
√

2 1 0
BE 1 0 −P/

√
2 1 0

DE 1 -1 −P/
√

2 1 −1[−PL/(
√

2EA) + Lα∆T ]
AD 1 0 0 1 0
AE

√
2

√
2 P

√
2

√
2[PL/(EA) +

√
2Lα∆T ]

The vertical deflection of joint E is obtained by summing up the entries in the
last column of table 13.2 to find

∆ =
3√
2

PL

S
+ Lα∆T.

The total deflection is the sum of the joint deflection due to the applied load P (the
first term) and of that due to the change in temperature, ∆T , of all bars of the truss
(the second term). The thermal deformations of bars DE and AE are the only contrib-
utors to the vertical deflection at joint E and are of opposite sign. If the temperature
changes for bars DE and AE are ∆TDE and ∆TAE , respectively, the deflection at
joint E becomes

∆ =
3√
2

PL

S
+ Lα(2∆TAE −∆TDE).

It is possible to eliminate the thermal deflection at joint E by selecting 2∆TAE =
∆TDE .
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Because this truss is isostatic, bar forces can be evaluated from the equilibrium
equations alone; temperature changes do not affect bar forces, only the joint deflec-
tions.

13.4.2 Problems

Problem 13.8. Steel bar inside a copper tube
A steel bar with a 750 mm2 section is placed inside a copper tube with a section of 1250
mm2. The bar and tube have a common length of 0.5 m and are connected at their ends. At the
reference temperature, both elements are stress free. (1) If the assembly is heated up of 80◦ C,
find the thermal stresses in both elements using the constraint method. Use the data listed in
table 13.1.

Problem 13.9. Rigid plate supported by four elastic bars under thermal loading
Consider the hyperstatic system depicted in fig. 13.20 and consisting of a rigid square plate
of side ` supported by four identical elastic bars of height h, cross-sectional area A, Young’s
modulus E, and coefficient of thermal expansion α. The four bars are raised to temperatures
TA, TB , TC , and TD , respectively. Find the thermal forces in the bars using the constraint
method. Hint: first study example 4.5.

A
B

C

D
l/2

l/2

l/2

l/2

h

i1

i2

Fig. 13.20. A rigid plate supported by four identical elastic bars.

13.4.3 Application to beams

The constraint method developed in section 13.3.3 will now be applied to beam prob-
lems. Rather than starting from the basic equations of elasticity, the Euler-Bernoulli
assumptions presented in section 5.1 will form the basis for this development. To
simplify the problem, it will be assumed that plane (̄ı1, ı̄2) is a plane of symmetry
for the beam configuration and of the temperature distribution. This implies that the
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deformation of the beam will take place in this plane of symmetry. The theory pre-
sented in this section could be easily generalized to a beam presenting a cross-section
of arbitrary shape and subjected to an arbitrary temperature field. Such developments
would be based on the three-dimensional beam theory presented in chapter 6.

As discussed in section 5.4.2, the stresses, σ2 and σ3, acting in the plane of the
cross-section should remain much smaller than the axial stress component, σ1. In
fact, these stress components can be assumed to vanish, σ2 ≈ 0 and σ3 ≈ 0. This
leads to the reduced Hooke’s law given by eq. (5.14), σ1 = E ε1.

In step 1 of the constraint method, thermal deformations are assumed to be fully
inhibited. This requires the presence of the following stress system

σ1 = −EαT, σ2 = σ3 = 0, (13.35)

instead of the hydrostatic state of stress given by eq. (13.29).
Beam theory deals with the stress resultants presented in section 5.3, rather than

local stresses. The stress resultants that will fully inhibit thermal deformations con-
sist of an axial force and a bending moment given by eqs. (5.8) and (5.10) as

N c
1 = −

∫

A
EαT dA, and M c

3 =
∫

A
x2EαT dA, (13.36)

respectively. Of course, near the end sections of the beam, the actual distribution of
axial stress will not be exactly equivalent to this axial force and bending moment.
According to Saint-Venant’s principle, (principle 2 on page 169), this mismatch is
expected to affect only a small portion of the beam, near its end sections.

To equilibrate this distribution of axial forces and bending moments, a set of
support loads and bending moments at the boundaries together with distributed axial
and transverse loads must be applied to the beam. The end axial loads are simply
P c

1 = N c
1 and the end bending moments are Qc

3 = M c
3 .

The required distributed axial and transverse loads are found from equilib-
rium conditions. The axial equilibrium equation for the beam, eq. (5.18), is p1 =
−dN1/dx1, and this implies that the distributed axial load, pc

1, that equilibrates the
constraint axial force is

pc
1 = −dN c

1

dx1
=

d
dx1

[∫

A
EαT dA

]
. (13.37)

Similarly, the bending equilibrium equation for the beam, eq. (5.39), is p2 =
d2M3/dx2

1, leading to the following distribution of transverse loads

pc
2 =

d2M c
3

dx2
1

=
d2

dx2
1

[∫

A
x2EαT dA

]
. (13.38)

Step 2 of the constraint method calls for the solution of a beam problem subjected
to a set of equivalent end forces and distributed loads opposite to those required to
inhibit thermal deformations. Consequently, the beam must then be subjected to the
following equivalent thermal end axial forces



13.4 Application to bars, trusses and beams 755

P e
1 =

∫

A
EαT dA. (13.39)

and bending moments

Qe
3 = −

∫

A
x2EαT dA. (13.40)

Furthermore, the following equivalent thermal distributed axial load

pe
1 = − d

dx1

[∫

A
EαT dA

]
, (13.41)

and transverse load

pe
2 = − d2

dx2
1

[∫

A
x2EαT dA

]
. (13.42)

must also be applied to the beam.
In step 3, the solution of the thermal problem is found by superposition. The

displacements of the beam are those found by solving the problem subjected to the
equivalent thermal loads. The thermal stresses then are the sum of those found for
the same loading, and the stresses required to inhibit thermal deformations. The con-
straint procedure will be illustrated in the following examples.

Example 13.10. Relationship between the direct and constraint methods
Show that the governing equations for a beam under thermal loading obtained from
the constraint method in section 13.4.3 are identical to those obtained by the di-
rect method applied to the classical Euler-Bernoulli beam theory developed in sec-
tions 5.4 and 5.5 for beams under axial and transverse loads, respectively.

If the direct method is applied to Euler-Bernoulli beam theory, the kinematic
assumptions underpinning the theory remain unchanged, see section 5.1. The equi-
librium conditions also remain unchanged, see sections 5.4.3 and 5.5.3 for beams
under axial and transverse loads, respectively. The constitutive laws, however, must
now reflect the thermal deformation of the beam.

The constitutive laws for beams under axial and transverse loads are discussed in
sections 5.4.2 and 5.5.2, respectively. With the addition of thermal effects, eq. (5.14)
becomes

σ1(x1, x2, x3) = E ε1(x1, x2, x3)− Eα∆T (x1, x2, x3).

Note that in Euler-Bernoulli beam theory, the transverse stress components, σ2 and
σ3, are assumed to remain much smaller than the axial stress component: σ2 ¿ σ1

and σ3 ¿ σ1. In fact, these stress components are assumed to be vanishingly small,
leading the reduced version of Hooke’s law used here.

In this example, plane (̄ı1, ı̄2) is assumed to be a plane of symmetry for both
the structure and the thermal loading; hence, the deformation of the beam will be
entirely contained in this plane. The purely kinematic Euler-Bernoulli assumptions
discussed in section 5.1 lead to the same displacement field given by eq. (5.4), which
in this case, reduces to u1(x1, x2, x3) = ū1(x1) − x2dū2/dx1, u2(x1, x2, x3) =
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ū2(x1), and u3(x1, x2, x3) = 0. The corresponding strain field, eq. (5.5), features a
single non-vanishing component, the axial strain, which reduces to ε1(x1, x2, x3) =
ε̄1(x1)− x2κ3(x1). The axial stress now becomes

σ1(x1, x2, x3) = E [ε̄1(x1)− x2κ3(x1)]− Eα∆T (x1, x2, x3). (13.43)

The axial force in the beam, eq. (5.8), is now readily found as

N1(x1) =
∫

A
[Eε̄1 − Ex2κ3 − Eα∆T ] dA = Sε̄1(x1)− P e

1 (x1), (13.44)

where S is the axial stiffness of the beam, eq. (5.17), and P e
1 the equivalent thermal

axial force defined by eq. (13.39).
As discussed in section 5.5.2, the origin of the axes system is selected to be at the

centroid of the cross-section, implying eq. (5.33). The bending moment in the beam,
see eq. (5.10), is found to be

M3(x1) = −
∫

A
x2 [Eε̄1 − Ex2κ3 − Eα∆T ] dA = Hc

33κ3(x1)−Qe
3(x1),

(13.45)
where the bending stiffness of the cross-section, Hc

33, is given by eq. (5.36), and the
equivalent thermal bending moment, Qe

3, by eq. (13.40).
To complete the theory, the sectional constitutive laws given above are introduced

into the equilibrium equations of the beam to find the governing differential equa-
tions of the problem. Introducing the axial force into the axial equilibrium equation,
eq. (5.18), leads to

d
dx1

[
S

dū1

dx1

]
= − [p1(x1) + pe

1(x1)] , (13.46)

where pe
1 is defined by eq. (13.41). When comparing the above equation with

eq. (5.19), it is clear that thermal effects introduce an “equivalent thermal axial load,”
pe
1, that is simply added to the externally applied axial load, p1.

Similarly, introducing the bending moment into the transverse equilibrium equa-
tion, eq. (5.39), leads to

d2

dx2
1

[
Hc

33

d2ū2

dx2
1

]
= [p2(x1) + pe

2(x1)] , (13.47)

where pe
2 is defined by eq. (13.42). When comparing the above equation with

eq. (5.40), it is clear that thermal effects introduce an equivalent thermal transverse
load, pe

2, that is simply added to the externally applied transverse load, p2.
Finally, the boundary conditions of the problem must be investigated. Consider a

cantilevered beam subjected to a tip axial force, P1, and a tip bending moment, Q3.
The boundary conditions at the root of the beam are purely kinematic conditions,
ū1 = 0 and ū2 = dū2/dx1 = 0, that remain unaffected by thermal effects. On
the other hand, the natural boundary conditions at the beam’s tip are N1 = P1,



13.4 Application to bars, trusses and beams 757

V2 = 0, and M3 = Q3, that also remain unaffected by thermal effects. When these
tip boundary conditions are expressed in terms of the sectional deformation using the
sectional constitutive laws, they become N1 = Sε̄1−P e

1 = P1, and M3 = Hc
33κ3−

Qe
3 = Q3. Expressing the sectional deformations in terms of the displacement field

then yields the tip boundary conditions as

S
dū1

dx1
= [P1 + P e

1 ] , and Hc
33

d2ū2

dx2
1

= [Q3 + Qe
3] . (13.48)

Here again, it is clear that thermal effects introduce equivalent thermal axial loads
and bending moments, P e

1 and Qe
3, respectively, that are simply added to the exter-

nally applied tip axial force and bending moment.
In conclusion, when the direct method is applied in within the framework of the

Euler-Bernoulli assumptions, the governing equations are found to be identical to
those of the classical Euler-Bernoulli beam theory, except for the fact that a set of
equivalent loads are added to the externally applied loads: the equivalent distributed
axial load in eq. (13.46), the equivalent distributed transverse load in eq. (13.47), and
the axial force and bending moment at the tip of the beam, see eqs. (13.48). Once
this classical beam problem is solved, the axial stresses in the beam are recovered
using eq. (13.43). Clearly, this approach is fully consistent with that developed based
on the constraint method in section 13.4.3.

Example 13.11. Cantilevered beam under thermal gradient
Consider the cantilevered beam subjected to a parabolic distribution of temperature
through the depth, h, of its rectangular cross-section, as shown in fig. 13.21. The
temperature of the lower surface of the beam is the reference temperature, T = 0,
and the temperature of the top surface is T = T0; the temperature profile is T (x2) =
(x2/h + 1/2)2T0.

The equivalent thermal loading shown in fig. 13.21 consists of the end axial load
given by eq. (13.39),

P e
1 =

∫

A
EαT dA =

∫

A
Eα

(
x2

h
+

1
2

)2

T0 dA

= bhEαT0

∫ +1/2

−1/2

(
ζ +

1
2

)2

dζ =
bh

3
EαT0.

and an end bending moment given by eq. (13.40),

Qe
3 = −

∫

A
x2EαT dA = −

∫

A
x2Eα

(
x2

h
+

1
2

)2

T0 dA

= −bh2EαT0

∫ +1/2

−1/2

ζ

(
ζ +

1
2

)2

dζ = −bh2

12
EαT0,

where ζ = x2/h is the non-dimensional coordinate through the depth of the beam.
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Fig. 13.21. Cantilevered beam under parabolic thermal gradient.

Because the temperature profile is independent of the axial coordinate, the equiv-
alent thermal distributed axial and transverse loads given by eqs. (13.41) and (13.42),
respectively, both vanish.

The axial displacement can be computed with the help of eq. (5.16) as
dū1/dx1 = P e

1 /S = EαT0/3, leading to the following displacement field

ū1 =
αT0L

3
x1

L
.

The tip axial deflection of the beam under thermal loading is ū1(tip) = αT0L/3.
Similarly, the transverse deflection of the beam is found based on eq. (5.37) as

d2ū2/dx2
1 = Qe

3/Hc
33 = −αT0/h, leading to the following transverse displacement

field

ū2 = −αT0L
3

2h

(x1

L

)2

.

The tip transverse deflection of the beam under the thermal loading is ū2(tip) =
−αT0L

2/(2h).
Finally, the stress state is found by superposition of the stresses required to inhibit

thermal deformations, σc
1 = −EαT , and the stresses, σe

1, generated by the equivalent
thermal loading, leading to

σt
1 = −Eα

(
x2

h
+

1
2

)2

T0 +
1
3
EαT0 + EαT0

x2

h
=

(
1
12
− x2

2

h2

)
EαT0.

The first term of this expression represents the stresses that inhibit the thermal defor-
mations, the second term is the axial stress distribution associated with the equivalent
axial thermal load, P e

1 , and the last term is the axial stress distribution associated with
the equivalent thermal moment, Qe

3. The maximum axial stress is found at the top and
bottom edges of the cross-section, σt

1(top) = σt
1(bot) = −EαT0/6, a compressive

stress, whereas the axial stress in the middle of the section is σt
1(mid) = EαT0/12, a

tensile stress.
Because only thermal loads are applied to the beam, the thermal stress field is

a self-equilibrating stress field. This means that although the axial stress does not
vanish, the axial force and bending moment at any cross-section do vanish; indeed,
it is easy to check that

EαT0

∫ +h/2

−h/2

(
1
12
− x2

2

h2

)
dx2 = 0, EαT0

∫ +h/2

−h/2

x2

(
1
12
− x2

2

h2

)
dx2 = 0.
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Example 13.12. Bi-material beam under uniform temperature field
Consider the cantilevered beam of length L made of two bars, each of width b and
height h/2, bonded together along the beam’s mid-plane, as depicted in fig. 13.22.
The top bar is made of a material with Young’s modulus Ea and coefficient of thermal
expansion αa, and the corresponding quantities for the lower bar material are Eb and
αb, respectively. After fabrication, the temperature of the entire beam is raised by an
amount T . Find the resulting axial and transverse tip deflections.

i1

i2

L

Material A
Material B

h/2

h/2

b

d

Centroid

Fig. 13.22. Cantilevered bi-material beam under uniform temperature field.

The axial stiffness of the beam is S = (Ea + Eb)bh/2, and the centroid of the
cross-section is located at a distance d/h = (Ēa−Ēb)/4, where Ēa = Ea/(Ea+Eb)
and Ēb = Eb/(Ea + Eb).

The equivalent thermal loading consists of the end axial load given by eq. (13.39),

P e
1 =

∫

A
EαT dA =

∫

Aa

EaαaT dAa +
∫

Ab

EbαbT dAb = (Eaαa +Ebαb)
bhT

2
,

and the end bending moment computed with respect to the geometric center of the
section, given by eq. (13.40),

Qe
3 = −

∫

A
x2EαT dA = −

∫

Aa

x2EaαaT dAa −
∫

Ab

x2EbαbT dAb

= −(Eaαa − Ebαb)
bh2T

8
.

Because the temperature profile is independent of variable x1, the equivalent
thermal distributed axial and transverse loads given by eqs. (13.41) and (13.42), re-
spectively, both vanish.

Under the effect of the equivalent thermal axial tip load, the axial displacement
can be computed from eq. (5.16), leading to the following displacement field

ū1 = (Ēaαa + Ēbαb)TL η,

where η = x1/L is the non-dimensional variable along the beam’s span. The tip
axial deflection of the beam’s centroid under thermal loading is ū1(tip) = (Ēaαa +
Ēbαb)TL.

Similarly, the transverse deflection of the beam is found using eq. (5.37), leading
to the following transverse displacement field
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ū2 =
Qe

3 + dPE
1

2Hc
33

L2η2.

Note that the applied equivalent thermal bending moment is computed with respect
to the centroid of the section as Qe

3 +dP e
1 . The bending stiffness of the cross section,

computed with respect to its centroid, is Hc
33 = bh3(E2

a + E2
b + 14EaEb)/96(Ea +

Eb). With these results, the transverse displacement field of the beam becomes

ū2 = −12
EaEb(αa − αb)TL

E2
a + E2

b + 14EaEb

L

h
η2.

Finally, the thermal stresses can be computed using the process described in the
previous example.

13.4.4 Problems

Problem 13.10. Bi-material beam under uniform temperature field
Consider the cantilevered beam of length L made of two half-beam, each of width b and height
h/2, welded together along the beam’s mid-plane, as depicted in fig. 13.22. The top beam
is made of a material with Young’s modulus Ea and coefficient of thermal expansion αa,
whereas the corresponding quantities for the lower beam material are Eb and αb, respectively.
After assembly, the uniform temperature of the beam is raised by an amount T . (1) Find the
axial force, N1, transverse shear force, V2, and bending moment, M3, at the beam’s mid-span.
(2) Consider now the same bi-material beam, but fully restrained at both ends. Find the axial
force, N1, transverse shear force, V2, and bending moment, M3, at the beam’s mid-span.

Problem 13.11. Fully restrained beam under parabolic temperature field
Consider a beam fully restrained at both ends and subject to a parabolic temperature distribu-
tion. This problem is similar to that depicted in fig. 13.21, except that the beam is now fully
restrained at both ends. (1) Find the axial and transverse deflection of the beam under the
thermal loading. (2) Find the thermal stress distribution in the beam. (3) Is this state of stress
self-equilibrating?

Problem 13.12. Non-uniform fully restrained beam under parabolic tempera-
ture field
Consider the beam with a sudden change in cress-section geometry at an intermediate point
and fully restrained at both ends as depicted in fig 13.23. The left portion of the beam is of
length L1 and the rectangular cross-section has a width b and height h1, whereas the corre-
sponding dimensions for the right portion of the beam are L2, b and h2, respectively. Both
portions of the beam are subjected to a parabolic thermal gradient, as indicated on the fig-
ure. (1) Find the axial and transverse deflection fields for the beam under the thermal load-
ing. (2) Plot the non-dimensional transverse displacement field, ū2/(LαT0), over the beam.
(3) Plot the non-dimensional bending moment, M3/(EαT0bL

2), over the beam. (4) Plot the
non-dimensional shear force, V2/(EαT0bL), over the beam. (5) Find the thermal stress dis-
tributions in the beam. (6) Plot the non-dimensional axial stress distribution, σ1/(EαT0),
at x1 = L1/2 and x1 = L − L2/2. Use the following data: ĥ1 = h1/L = 0.05; and
ĥ2 = h2/L = 0.03; L = L1 + L2. Consider two cases. Case A: η1 = L1/L = 0.3;
η2 = L2/L = 0.7 and Case B: η1 = 0.7; η2 = 0.3.
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Fig. 13.23. Clamped-clamped beam subjected to parabolic thermal gradients.

Problem 13.13. Non-uniform simply supported beam under parabolic temper-
ature field
Consider the simply supported beam with a sudden change in cress-section geometry, as de-
picted in fig 13.24. The left portion of the beam is of length L1 and the rectangular cross-
section has a width b and height h1, whereas the corresponding dimensions for the right por-
tion of the beam are L2, b and h2, respectively. Both portions of the beam are subjected to
a parabolic thermal gradient, as indicated on the figure. (1) Find the axial and transverse de-
flection fields for the beam under the thermal loading. (2) Plot the non-dimensional trans-
verse displacement field, ū2/(LαT0), over the beam. (3) Plot the non-dimensional bend-
ing moment, M3/(EαT0bL

2), over the beam. (4) Plot the non-dimensional shear force,
V2/(EαT0bL), over the beam. (5) Find the thermal stress distributions in the beam. (6) Plot
the non-dimensional axial stress distribution, σ1/(EαT0), at x1 = L1/2 and x1 = L−L2/2.
Use the following data: ĥ1 = h1/L = 0.05; and ĥ2 = h2/L = 0.03; L = L1+L2. Consider
two cases. Case A: η1 = L1/L = 0.3; η2 = L2/L = 0.7 and Case B: η1 = 0.7; η2 = 0.3.

T = T  (x /h  + 1/2)0 2 1

2

T = T  (x /h  + 1/2)0 2 2

2

h1

h2 i1

i2

L1
L2

Fig. 13.24. Simply supported beam subjected to parabolic thermal gradients.

Problem 13.14. Bi-material cantilevered beam
Consider the cantilevered beam of length L made of two half-beam, each of width b and height
h/2, welded together along the beam’s mid-plane, as depicted in fig. 13.22. The top beam is
made of a material of Young’s modulus Ea and coefficient of thermal expansion αa, whereas
the corresponding quantities for the lower beam material are Eb and αb, respectively. The
entire assembly is heated to a uniform temperature T . (1) Find the transverse displacement
field for the bi-material beam. (2) On a single graph, plot the transverse displacement field,
ū2/(TL), for the six combinations of materials chosen from the materials listed in table 13.1.
(3) What is the best combination of materials if the beam’s tip deflection per degree of heating
is to be maximized? (4) Find the thermal stress distribution in the beam. (5) On a single
graph, plot the axial stress distribution, σ1/T , over the cross-section the six combinations of
materials chosen from the materials listed in table 13.1. (6) Find the location of the maximum
axial stress. For what combination of materials are the thermal stresses maximized? (7) Check
that the thermal stress field is a self-equilibrating stress field. Use L/h = 10.
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Problem 13.15. Thermal effects in beams with unsymmetric cross-section
In example 13.10, the governing equations for beams with symmetric cross-sections are de-
rived based on the direct method and Euler-Bernoulli kinematic assumptions. Generalize the
governing equations for beam with unsymmetric cross-sections developed in chapter 6 to the
case where such beams are subjected to arbitrary thermal gradients. Note that for such prob-
lems the kinematic description given in section 6.1 remains unchanged, and the equilibrium
equations of the problem, see section 6.3, are still valid as well. However, the sectional consti-
tutive laws derived in section 6.2 must be updated to accommodate thermal effects. (1) Derive
the governing equations when principal centroidal axes of bending are used. (2) Derive the
governing equations when centroidal axes are used that are not aligned with the principal axes
of bending.

Consider now the problem of a cantilevered beam with a “Z” section as treated in ex-
ample 6.6. Figure 13.25 shows the cantilevered beam subjected to the following temperature
field: the top and bottom flanges are at temperatures Tt and Tb, respectively, whereas the tem-
perature profile in the vertical web is T = (Tt−Tb)ζ/2+ (Tt + Tb)/2, where ζ = x3/a. (3)
Find the tip deflections of the beam. (4) Determine and plot the axial stress distribution over
the cross-section of the beam. Use the following data: Tt = λTb, λ = 3.
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i2

2a
t

a
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a

Tt

Tb

T = (T - T ) /2

+ ( )/2

t b z

T + Tt b

Fig. 13.25. Cantilevered beam subjected to thermal gradient.
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Buckling of beams

When a structure is subjected to loading, it can fail because local stresses exceed
the maximum allowable stress for the material. There exist, however, another type
of failure mode where the entire structure suddenly collapses. The critical value of
the applied load that triggers this failure mode primarily depends on the geometry
of the structure and the stiffness of the material, not its strength. The study of this
catastrophic failure mode is known as the theory of elastic stability.

The best known problem of elastic stability undoubtedly is the transverse buck-
ling of a beam. Consider a straight cantilevered beam subjected to an end axial com-
pressive load. If this load is applied at the centroid of the cross-section of the beam,
it creates only an axial straining of the beam. As the axial compressive load is in-
creased, a critical value is reached when the beam buckles sideways and collapses.

The basic concepts involved in the study of elastic stability will be introduced
with the simple problem of a rigid bar with a root torsional spring subjected to a
compressive load. This will serve as an introduction to the problem of buckling of
beams. Beams, when subjected to compressive axial loads, are often called columns,
although this designation will not be used in this text.

14.1 Rigid bar with root torsional spring

14.1.1 Analysis of a perfect system

Consider a rigid bar of length L articulated at the root as depicted in fig. 14.1. A
torsional spring of constant k is acting at the root, and is un-stretched when the bar
is vertical. A compressive axial load, P , constantly acting in the vertical direction,
is applied at the bar’s tip. Let the lateral deflection of the bar be defined by angle θ
measured from the vertical. The equilibrium of moments about point O implies

M − kθ = 0, (14.1)

where M is the moment of the applied load, and kθ the elastic restoring force in the
spring. The moment of the applied load is M = PL sin θ resulting in the following
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Fig. 14.1. Bar with a root torsional spring.
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Fig. 14.2. Behavior of a perfect system.

equilibrium equation
PL sin θ − kθ = 0 (14.2)

In the theory of elastic stability, the determination of the critical load for the
onset of instability plays a central role. Since the elastic spring is un-stretched when
θ = 0, the rigid bar will remain vertical as the applied load P is increased. At the
onset of buckling, the bar will start to move sideways and θ will increase. If the onset
of buckling is to be determined, angle θ can be assumed to be a small quantity,

sin θ ≈ θ. (14.3)

Hence, eq. (14.2) becomes
(PL− k)θ = 0 (14.4)

This equation of equilibrium is satisfied if θ = 0. This represents, however, the
trivial solution where the bar remains vertical. Indeed, when the bar is vertical, the
line of action of the applied force passes through point O, the moment in the spring
vanishes, and equation (14.1) is then identically satisfied for any value of the applied
load, P .

An important point is to determine whether equation (14.4) admits a non-trivial
solution. In fact, the buckling load, sometimes called the critical load of the system
and denoted Pcr, is defined as that load for which a non-trivial solution of eq. (14.4)
exists. Clearly, if (PL− k) = 0,

Pcr =
k

L
. (14.5)

When P = Pcr, equation of equilibrium, eq. (14.4), is satisfied for an arbitrary value
of angle θ. The behavior of the system is depicted in fig. 14.2. For P < Pcr, the only
solution of eq. (14.4) is θ = 0. When the applied load reaches the buckling load, i.e.,
when P = Pcr, another solution of eq. (14.4) exists for which angle θ is arbitrary,
and this is shown by the horizontal line labeled “linearized system.”

Strictly speaking, the solution described in fig. 14.2 is only valid for small θ,
because assumption (14.3) is made. When θ becomes large, the post-buckling range
starts, and eq. (14.2) must be used. This equation is recast as
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P

Pcr
=

θ

sin θ
(14.6)

This nonlinear relationship is also depicted in fig. 14.2. Both linearized and nonlinear
solutions are in close agreement for small angles. The buckling load characterizes the
onset of buckling, i.e., the loading for which lateral displacement begins.

From a design standpoint, it is often imperative to keep the applied load well
below the buckling load, because the collapse of the structure at the buckling load is
a sudden and catastrophic phenomenon. The buckling load depends on k, the spring
stiffness constant, and L, the length of the bar. The strength of the system compo-
nents are irrelevant in this analysis.

14.1.2 Analysis of an imperfect system

The system considered above is a perfect system in the sense that the rigid bar is
perfectly straight, the line of action of the applied load exactly passes through the
pivot point, and the un-stretched position of the spring corresponds to θ = 0. In
practical situations, however, a certain level of imperfection is always present. The
actual imperfection of the system is often unknown, as it comes from manufacturing
inaccuracies or load misalignment.

A convenient way of introducing imperfection in the system is to assume that the
un-stretched position of the spring corresponds to θ = θ0, where θ0 is now a measure
of the initial imperfection of the system. The equilibrium eq. (14.2) then becomes

PL sin θ − k(θ − θ0) = 0. (14.7)

The onset of buckling can be determined assuming θ to be a small quantity, im-
plying (14.3), to find

(PL− k)θ = −kθ0. (14.8)

This equation possesses a non-vanishing right-hand side, in contrast with the homo-
geneous equation, eq. (14.2), for the perfect system. The solution of eq. (14.8) is

θ =
θ0

1− P/Pcr
(14.9)

The response of the system is very different from that of the perfect system and
is depicted in fig. 14.3 for various levels of the initial imperfection, θ0. Unlike the
perfect system, rotation of the bar begins from the onset of loading and grows as
the load is increased. When the initial imperfection is very small, the response of
the system is very small except when the applied load approaches Pcr. When the
applied load reaches Pcr the response rapidly grows to infinity. For larger initial
imperfections, a large response of the system is observed even for applied loads well
below the critical load.

In all cases, the response of the system is unbounded when the applied load
approaches the buckling load, Pcr. In fact, the buckling load can be defined as the
load for which the response of an initially imperfect system grows without bounds.
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Fig. 14.3. System linearized response with
various levels of imperfection.
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Fig. 14.4. System nonlinear response with
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For the simple system discussed here, the analysis of both perfect and imperfect
systems give the same buckling load, eq. (14.5).

The analysis developed here is valid for small values of θ. For larger values of θ
equation (14.7) must be used. It can be recast as

P

Pcr
=

θ − θ0

sin θ
(14.10)

This relationship is depicted in fig. 14.4 for various levels of the initial imperfection.
For angles less than 10 degrees, the curves are nearly identical to those in fig. 14.3,
but as the angle increases, the curves bend upwards and asymptotically approach the
behavior of the perfect system at large angles as shown in fig. 14.2

Although the buckling loads obtained for the perfect and imperfect systems are
the same, their respective behaviors are quite different for applied loads below the
buckling load. Indeed, comparing figs. 14.2 and 14.3 shows that the perfect system
presents no lateral deflection for applied loads below Pcr, whereas the imperfect
system presents lateral deflections even for small applied load. Failure can occur for
applied loads far smaller that the buckling load. Assuming that the spring fails when
θ = θfail, the failure load is readily computed from eq. (14.9) as

Pfail

Pcr
= 1− θ0

θfail
. (14.11)

Note the fundamental difference between the failure load associated with a dis-
placement or stress reaching an allowable limit for the material (θ = θfail in this
simple example), and the buckling load associated with the instability of a structure,
which depends solely on its elastic and geometric characteristics.

In this simple example, two conceptually different definitions of the buckling
load are given. First, the buckling load is defined as the critical load for which a
perfect system admits a non-trivial solution. Second, the buckling load is defined
as the load for which the response of an imperfect system grows without bounds.
Although conceptually different, these two definitions give the same value of the
buckling load for the simple rigid bar problem considered here.
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14.2 Buckling of beams

Consider now the simply-supported, uniform beam acted upon by a compressive
load, P , depicted in fig. 14.5. This loading is assumed to be applied exactly at the
centroid of the section. According to three dimensional beam theory, all the condi-
tions for decoupling the problem are met. This means that three simpler, independent
problems can be solved: first, an extensional problem giving rise to extension of the
beam (compression in this case), and second, two uncoupled bending problems along
the principal axes of bending. Because the axial load is applied exactly at the cen-
troid and no transverse loads are applied, the beam does not bend. Consequently,
the transverse deflections will remain zero, independently of the level of the applied
axial load P .

P i1

i2

L

Fig. 14.5. Simply-supported beam with end compressive load.

This simple reasoning shows that the beam theory developed in the previous
chapters is unable to predict the buckling phenomenon. The basic equations of Euler-
Bernoulli beam theory, eqs. (5.19), and (5.40) must be modified to account for the
effect of the large compressive load that causes the instability. The key to this mod-
ification is a restatement of the equilibrium equations for a deformed configuration
of the beam.

14.2.1 Equilibrium equations

Consider an infinitesimal slice of the beam subjected to axial and transverse forces, as
well as bending moments. In contrast with earlier developments, see sections 5.4.3
or 5.5.3, a free body diagram of a deformed slice of the beam will be analyzed.
Figure 14.6 shows the deformed slice of the beam subjected to the same force and
moment components considered in chapter 5. At the onset of buckling, a large axial
force is present in the beam, but the transverse shear force and deflection are still
very small. Consequently, the following assumption will be made

N1 À V2;
dū2

dx1
¿ 1. (14.12)

The first equilibrium equation is obtained by summing up forces along axis ı̄1 to
find

−N1 cos
dū2

dx1
+

(
N1 +

dN1

dx1
dx1

)
cos

(
dū2

dx1
+

d2ū2

dx2
1

dx1

)

+V2 sin
dū2

dx1
−

(
V2 +

dV2

dx1
dx1

)
sin

(
dū2

dx1
+

d2ū2

dx2
1

dx1

)
+ p1dx1 = 0.
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Fig. 14.6. Free body diagram of a deformed slice of the beam.

In view of assumption (14.12), cos(dū2/dx1) ≈ 1, and sin dū2/dx1 ≈ dū2/dx1.
Neglecting higher order differential terms in this equations, it reduces to

d
dx1

(
N1 − V2

dū2

dx1

)
= −p1.

Finally, assumption (14.12) implies that the second term in the parentheses is negli-
gible as compared to the first, resulting in the following axial equilibrium equation
dN1/dx1 = −p1. This equation of axial force equilibrium is identical to that ob-
tained when considering a differential element of the beam in its original, reference
configuration, eq. (5.19).

The second equation of equilibrium is obtained by summing up the forces along
axis ı̄2 to find

−V2 cos
dū2

dx1
+

(
V2 +

dV2

dx1
dx1

)
cos

(
dū2

dx1
+

d2ū2

dx2
1

dx1

)

−N1 sin
dū2

dx1
+

(
N1 +

dN1

dx1
dx1

)
sin

(
dū2

dx1
+

d2ū2

dx2
1

dx1

)
+ p2dx1 = 0.

Here again, this equation simplifies considerably when assumptions (14.12) are taken
into account, leading to

d
dx1

(
V2 + N1

dū2

dx1

)
= −p2.

The two terms in the parentheses are now of the same order of magnitude. The equa-
tion cannot be further simplified and is recast as

dV2

dx1
+

d
dx1

(
N1

dū2

dx1

)
= −p2. (14.13)

This equilibrium equation differs from that derived earlier, eq. (5.38). The second
term represents the contribution of the large axial force N1 to the transverse equi-
librium of the beam. The presence of this term stems from the fact that equilibrium
conditions are expressed for a differential element of the beam in its deformed con-
figuration.
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The last equilibrium equation is obtained by summing the moments about axis ı̄3
to find

−M c
3 +

(
M c

3 +
dM c

3

dx1
dx1

)
+ V2dx1 = 0. (14.14)

After simplification this equation becomes dM c
3/dx1 + V2 = 0, and is identical to

that obtained earlier as eq. (5.38).
The governing equation of the problem is obtained by eliminating the shear force,

V2, from eqs. (14.13) and (5.38), then introducing the constitutive law for the bending
moment, eq. (5.37), to find

d2

dx2
1

[
H∗c

33

d2ū2

dx2
1

]
− d

dx1

[
N1

dū2

dx1

]
= p2. (14.15)

The second term in this equation is a new term which is absent in previous devel-
opments, see eq. (5.40). The governing equation is now a fourth order differential
equation for the transverse displacement field.

Four boundary conditions are required, two at each end of the beam. The bound-
ary conditions are identical to those discussed in section 5.5.4, except when a large
axial force is applied at an unsupported end of the beam. In this case, the natural
boundary conditions must be derived from equilibrium of the beam in its deformed
configuration. Consider, for instance, a cantilevered beam with an end tip load P1

acting in a fixed, horizontal direction, as depicted in fig. 14.7. The boundary condi-
tions at the tip end are

M c
3 = 0; V2 = −P1

dū2

dx1
. (14.16)

Governing equation (14.15) can be applied when large axial forces are present
in the beam, whether in compression (N1 is negative) or in tension (N1 is positive).
If the axial force is compressive, the beam will buckle when this compressive force
reaches a critical level; if the axial force is tensile, the beam will not buckle, although
its behavior will be affected by the presence of the large axial force which will tend
to reduce the transverse deflection.

i1

i2

V2

P1

d /dxu2 1

Fig. 14.7. Cantilevered beam with a tip load.

14.2.2 Buckling of a simply-supported beam (equilibrium approach)

Consider a uniform, simply-supported beam subjected to an end compressive load
of magnitude P , as shown in fig. 14.5. The axial force in the beam, N1, is constant
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along its span, and N1 = −P . Assuming axis ı̄2 to be a principal axis of bending,
the uncoupled governing equation that accounts for the presence of the large com-
pressive load is

H∗c
33

d4ū2

dx4
1

+ P
d2ū2

dx2
1

= 0. (14.17)

with the following boundary conditions, ū2 = d2ū2/dx2
1 = 0, at the beam’s root,

and ū2 = d2ū2/dx2
1 = 0 at its tip. The governing equations and associated boundary

conditions are homogeneous. Hence, the trivial solution, ū2 ≡ 0, is a solution of the
problem. The buckling load is defined as the lowest load for which a non-trivial
solution of the governing equations exists.

For simplicity, the governing equation is recast in a non-dimensional form as

ū′′′′2 + λ2ū′′2 = 0, (14.18)

where

λ2 =
PL2

H∗c
33

, (14.19)

is a non-dimensional loading parameter, and (·)′ denotes a derivative with respect to
the non-dimensional span-wise variable η = x1/L. The boundary conditions at the
beam’s root are ū2 = ū′′2 = 0 and at its tip, ū2 = ū′′2 = 0.

The solution of eq. (14.18) is

ū2 = A + Bη + C cos λη + D sin λη, (14.20)

where A, B, C, and D, are four integration constants to be determined from the
boundary conditions. The two root boundary conditions imply A+C = 0 and λ2C =
0, which in turn, implies A = C = 0. The solution now reduces to ū2 = Bη +
D sin λη. The two tip boundary conditions yield

[
1 sin λ
0 sin λ

]{
B
D

}
= 0. (14.21)

This is a set of algebraic equations for the last two integration constants, B and
D. Since the system is homogeneous, the solution is B = D = 0, which corresponds
to the trivial solution of the problem. A linear system of homogeneous algebraic
equations admits a non-trivial solution if and only if the determinant of the system
vanishes, i.e., when

det
[
1 sin λ
0 sin λ

]
= 0. (14.22)

Expanding this determinant yield the buckling equation

sin λ = 0. (14.23)

The governing equation of the problem admits non-trivial solutions for the dis-
crete values, λn, which satisfy eq. (14.23), and the lowest solution is the buckling
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load. The roots of eq. (14.23) are λn = nπ, n = 1, 2, ...∞, which, in view of
eq. (14.19), can be written as

(Pcr)n =
n2π2H∗c

33

L2
; n = 1, 2, ...∞. (14.24)

The lowest root corresponds to n = 1, resulting in a buckling load

Pcr =
π2H∗c

33

L2
. (14.25)

The deflected shape of the beam can also be determined from this analysis. The
first equation in (14.21) is BL + D sin λ = 0, which, in view of eq. (14.23), yields
B = 0. The deflected shape is then ū2 = D sinλnη. The buckling mode shape
corresponding to the lowest buckling load is now

ū2 = D sin πη. (14.26)

When the beam is loaded, its transverse displacement remains zero until P =
Pcr, at which point it buckles with the transverse deflection assuming the sinusoidal
shape given by eq. (14.26). The integration constant, D, remains undetermined, i.e.,
the transverse displacement is of arbitrary amplitude, indicating a lateral collapse of
the beam. This is the same fundamental behavior presented by the rigid bar exam-
ined in section 14.1, and the unknown deflection amplitude is a direct result of the
inherent linearization in the governing differential equation, eq. (14.15). A more pre-
cise description of the behavior of the structure at and beyond buckling cannot be
determined within the framework of this linearized theory.

The above analysis is based on the uncoupled governing equation (14.17) pertain-
ing to bending in plane (̄ı1, ı̄2). A buckling analysis using the uncoupled governing
equation in plane (̄ı1, ı̄3) could be performed in the same manner, leading to the
following buckling load

Pcr =
π2H∗c

22

L2
, (14.27)

assuming, of course that the boundary conditions in planes (̄ı1, ı̄2) and (̄ı1, ı̄3) are
identical. For the case at hand, this would mean that the beam is pinned in both
directions by a ball-and-socket joint. In such cases, the buckling load is based on the
lowest principal bending stiffness, and the buckling load, called the Euler buckling
load is

PEuler =
π2H∗c

L2
, (14.28)

where H∗c is the lowest principal centroidal bending stiffness. This buckling load
is proportional to this lowest principal centroidal bending stiffness, and inversely
proportional to the square of the beam length.

14.2.3 Buckling of a simply-supported beam (imperfection approach)

In the previous section, a perfect system is analyzed. The beam is perfectly uniform
and straight, and the line of action of the load passes exactly through the centroid. In
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practical situations, no system is ever perfect: manufacturing imperfections always
result in non-uniform beams, and no experimental set-up can apply a compressive
load exactly at the centroid. Imperfections are always present, although their exact
nature and magnitude are generally unknown.

To investigate the effect of these imperfections, a pinned-pinned beam with ec-
centrically applied end compressive loads will be analyzed. Figure 14.8 depicts the
geometry of the problem, and it shows the compressive loads are applied at a dis-
tance e from the centroid. The governing equation of the problem is eq. (14.17)
once more. The boundary conditions at the beam’s root now become ū2 = 0,
H∗c

33d2ū2/dx2
1 = −Pe and at its tip, ū2 = 0, H∗c

33d2ū2/dx2
1 = −Pe.

i1

i2

L
P

e

Fig. 14.8. Pinned-pinned beam with eccentric end loads.

The present problem is no longer homogeneous, because non-zero right-hand
side terms appear in the boundary conditions. The trivial solution, ū2(x1) ≡ 0, is
not a solution of the problem. Introducing once more the non-dimensional span and
loading variables, η and λ, respectively, the differential equation can be written as
eq. (14.18). The beam’s root boundary conditions now become ū2 = 0, ū′′2 = −λ2e
and at its tip, ū2 = 0, ū′′2 = −λ2e.

The solution of eq. (14.18) is once more given by eq. (14.20). The root boundary
conditions imply A + C = 0 and −λ2C = −λ2e, which yields −A = C = e.
Proceeding with the tip boundary conditions yields B + D sin λ = e(1 − cos λ
and −λ2D sin λ = −eλ2(1 − cos λ). Solving for the last two integration constants
gives D = e(1 − cosλ)/ sin λ and B = 0. The final solution for the transverse
displacement then becomes

ū2 = e

[
1− cosλ

sin λ
sin λη + cos λη − 1

]
= e

[
cosλ(η − 1/2)

cos λ/2
− 1

]
. (14.29)

The buckling load for the structure can be defined as the load for which the
response of an initially imperfect structure becomes unbounded. Clearly, ū2 → ∞
when cos λ/2 → 0, i.e., when λ = (2n− 1)π, n = 1, 2, ...∞. Using eq. (14.19), the
dimensional buckling load now becomes

(Pcr)n =
(2n− 1)2π2H∗c

33

L2
; n = 1, 2, . . .∞. (14.30)

The lowest buckling load corresponds to n = 1, leading to the same result given for
the perfect beam in eq. (14.25). The solutions for the perfect and imperfect simply
supported beams give the same buckling load.
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Fig. 14.9. Mid-span transverse deflection of
an imperfect pinned-pinned beam for various
levels of imperfection.

Fig. 14.10. Maximum stress in an imperfect
pinned-pinned beam versus applied compres-
sive load.

Insight into the behavior of imperfect structures can be gained by computing the
mid-span deflection, ∆, of the beam. With η = 1/2, eq. (14.29) becomes

∆ = ū2

(
η =

1
2

)
= e

(
1

cosλ/2
− 1

)

The non-dimensional loading parameter is expressed in terms of the applied com-
pressive load with the help of eqs. (14.19) and (14.28)

λ =
(

PL2

H∗c

)1/2

=
(

π2P

PEuler

)1/2

= π

(
P

PEuler

)1/2

. (14.31)

The non-dimensional mid-span transverse deflection now becomes

∆

e
=

1

cos
(π

2

√
P/PEuler

) − 1 = sec
[
cos

(π

2

√
P/PEuler

)]
− 1. (14.32)

Figure 14.9 depicts the mid-span deflection as a function of the applied compres-
sive load, P , for various levels of the initial imperfection e. For all levels of imper-
fection, the mid-span deflection grows to infinity as the applied load approaches the
buckling load. Although large mid-span deflections can occur for applied load levels
far smaller than the buckling load when large imperfections are present, the buckling
load itself is unaffected by the presence of imperfections.

The bending moment distribution in the beam is obtained from the transverse
displacement field, eq. (14.29), as

M c
3 = H∗c

33

d2ū2

dx2
1

= Pe
cos λ(η − 1

2 )
cos λ/2

. (14.33)

The maximum bending moment occurs in the middle of the beam and is Mmax =
Pe/ cos(λ/2). Considering a beam with a rectangular cross-section of height, h,
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made of a homogeneous material with a modulus of elasticity, E, the corresponding
maximum axial (compressive) stress in the beam is the sum of the uniform stress due
to the axial force and of that arising from the bending moment,

|σmax| = P

A + E
Mmaxh/2

H∗c
33

=
P

A

[
1 +

1
2

e

h

Sh2

H∗c
33

sec

(
π

2

√
P

PEuler

)]
, (14.34)

where Sh2/H∗c
33 is a non-dimensional ratio of the axial to bending stiffnesses, and

e/h a measure of the imperfection’s magnitude.
The beam deflects until the maximum axial stress reaches the allowable stress

level, σallow,

σallowA
PEuler

=
Pallow

PEuler

[
1 +

1
2

e

h

Sh2

H∗c
33

sec

(
π

2

√
Pallow

PEuler

)]
. (14.35)

This is a transcendental equation for Pallow/PEuler and must be solved numerically.
For structures with large imperfections, the allowable load, Pallow, can be substan-
tially lower than the buckling load, PEuler, as depicted in fig. 14.10.

14.2.4 Work done by the axial force

The analysis of the buckling behavior of simply-supported beams is developed in
the previous section as the solution of a differential equation. The buckling load is a
solution of the buckling equation, eq. (14.23), which is, in general, a transcendental
equation. In view of the difficulties associated with this solution process, an alter-
native approach, such as an energy approach, is desirable. General procedures for
obtaining approximate predictions of the static deflection of beams under transverse
loading are developed in chapter 11, based on the principle of virtual work and the
principle of minimum total potential energy. The latter approach requires the evalu-
ation of the strain energy stored in the elastic system and of the work done by the
externally applied forces.

Consider the problem of a cantilevered beam subjected to an axial force. When
dealing with buckling problems, the strain energy stored in the deformed beam is a
function of the sole curvature, as given by eq. (10.39). The work done by the axial
force that causes buckling is a key aspect of the problem.

Figure 14.11 shows a differential element of the beam subjected to an axial force,
N1. In the deformed, buckled configuration of the beam, the point of application of
the axial force displaces an amount δ along the line of action of the force.
Consequently, the work, dW , done by the axial force is dW = −N1δ; the minus
sign reflects the fact that displacement δ occurs in the direction opposite to that of
the force. Figure 14.11 indicates that a + δ = dx1. Because the bending and axial
loading problems are assumed to be decoupled, it follows that when undergoing
bending deformation, the length of the beam remains unchanged. If the differential
beam element is inextensible, a = dx1 cos(dū2/dx1), and hence,
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δ = dx1 − dx1 cos
dū2

dx1
= dx1 − dx1

[
1− 1

2

(
dū2

dx1

)2

+ . . .

]
, (14.36)

where the second equality results from a Taylor series expansion of the cosine
function. If the slope of the beam is assumed to remain much smaller than unity,
see eq. (14.12), the higher order terms in the expansion can be neglected and
δ = 1/2 (dū2dx1)

2 dx1. The total work done by the internal axial forces is then
found by integration along the span of the beam

Φ =
1
2

∫ L

0

N1(x1)
(

dū2

dx1

)2

dx1. (14.37)

The total potential energy of the struc-
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Fig. 14.11. A differential element of the
beam in the deformed configuration.

ture now becomes

Π =
1
2

∫ L

0

H∗c
33

(
d2ū2

dx2
1

)2

dx1+
1
2

∫ L

0

N1

(
dū2

dx1

)2

dx1−
∫ L

0

p2 ū2 dx1.

(14.38)
The first term represents the strain energy
associated with the bending deformation of
the beam, the second the work done by the
externally applied axial load, N1, and the
third the work done by the externally ap-
plied transverse load, p2(x1).

The principle of minimum total poten-
tial energy requires that the total potential energy of the system is a minimum with
respect to all arbitrary variations of the displacement field, and hence the total poten-
tial energy must be stationary

δΠ =
∫ L

0

H∗c
33

d2ū2

dx2
1

δ
d2ū2

dx2
1

dx1 +
∫ L

0

N1
dū2

dx1
δ
dū2

dx1
dx1 −

∫ L

0

p2 δū2 dx1 = 0.

The first term is integrated by parts twice and the second once to yield

∫ L

0

δū2

[
d2

dx2
1

(
H∗c

33

d2ū2

dx2
1

)
− d

dx1

(
N1

dū2

dx1

)
− p2

]
dx1

+
[
H∗c

33

d2ū2

dx2
1

δ

(
dū2

dx1

)]L

0

+
{[

N1
dū2

dx1
− d

dx1

(
H∗c

33

d2ū2

dx2
1

)]
δū2

}L

0

= 0.

This equation is satisfied for arbitrary variations, δū2(x1), only if the integral and
each of the boundary terms vanishes independently. The integral term vanishes if
the integrand in brackets vanishes leading to the Euler-Lagrange equation of the
problem,

d2

dx2
1

(
H∗c

33

d2ū2

dx2
1

)
− d

dx1

(
N1

dū2

dx1

)
= p2.
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This is the governing differential equation of the problem. It is identical to eq. (14.15)
that is obtained from the equilibrium conditions for a differential element of the beam
in the deformed configuration, see section 14.2.2.

For a cantilevered beam, the geometric boundary conditions at the beam’s
root imply ū2 = 0 and dū2/dx1 = 0. Because the variations at the beam’s
tip, δ(dū2(L)/dx1) and δū2(L), are arbitrary, H∗c

33d2ū2(L)/dx2
1 = 0 and

N1dū2(L)/dx1 − d/dx1(H∗c
33d2ū2/dx2

1) = 0, respectively. The first condition cor-
responds to the vanishing of the bending moment at the tip of the beam, as expected;
the second condition corresponds to N1 dū2(L)/dx1 + V2(L) = 0. These boundary
conditions are identical to those derived in section 14.2.2, see eq. (14.16), and corre-
spond to the tip equilibrium equations of the beam in its deformed configuration.

The energy approach developed in this section leads to the same governing dif-
ferential equation and boundary conditions obtained from the equilibrium approach
in section 14.2.1. This result should be expected because the principle of minimum
total potential energy is derived from the equations of equilibrium.

14.2.5 Buckling of a simply-supported beam (energy approach)

Consider a uniform, simply-supported beam of length L subjected to an end com-
pressive load of magnitude P , as depicted in fig. 14.5. The beam is assumed to be
pinned about axis ı̄3 which is perpendicular to the plane of symmetry of the beam.
The axial force in the beam, N1, is constant along the span, and N1 = −P . The total
potential energy of the system, eq. (14.38), becomes

Π =
1
2

∫ L

0

H∗c
33

(
d2ū2

dx2
1

)2

dx1 − 1
2

∫ L

0

P

(
dū2

dx1

)2

dx1.

An approximate solution can be developed by expressing ū2(x1) as a sum of
shape functions, each of which satisfies the geometric boundary conditions, see sec-
tion 11.4.

Solution using a single shape function

The geometric boundary conditions for a simply supported beam require the dis-
placement to vanish at both end. An assumed transverse displacement field that sat-
isfies these conditions is

ū2(x1) = qj sin
jπx1

L
(14.39)

where qj is the single degree of freedom of the problem and j an unspecified integer.
Substituting this assumed displacement field into the expression for the total po-

tential energy, eq. (14.38), and carrying out the integrations yields the total potential
energy as a function of the degree of freedom

Π =

[
Hc

33

(
jπ

L

)2

− P

] (
jπ

L

)2
L

2
q2
j .
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The principle of minimum total potential energy requires the total potential en-
ergy to be a minimum with respect to the choice of the degrees of freedom, leading
to

∂Π

∂qj
=

[
Hc

33

(
jπ

L

)2

− P

] (
jπ

L

)2

Lqj = 0.

This homogeneous equation admits a trivial solution, qj = 0, which implies
ū2(x1) ≡ 0. A nontrivial solution exists if (j2π2Hc

33/L2 − P ) = 0, and this condi-
tion yields the critical load,

Pcr = j2π2 Hc
33

L2
.

The lowest critical load is obtained when j = 1 and defines the buckling load, Pcr =
π2Hc

33/L2. The buckling shape is given by eq. (14.39) as ū2(x1) = q1 sin(πx1)/L2.
This result is identical to that obtained in section 14.2.2. This should not be sur-

prising because the shape function given in eq. (14.39) is, in fact, the exact solution.
An infinite number of critical loads are obtained for all values of integer j, but the
lowest critical load is the buckling load.

Solution using multiple shape functions

The following transverse displacement field containing two shape functions will be
assumed next

ū2(x1) = q1h1(x1)+ q2h2(x1) = q1 sin
πx1

L
+ q2 sin

2πx1

L
= HT (x1)q, (14.40)

where h1 and h2 are the assumed shape functions, H the displacement interpolation
array defined by eq. (11.62), and q =

{
q1, q2

}T the solution array. In this case, the
shape functions are selected as sine functions. In general, N shape functions could
be used, but the assumed shape functions must all satisfy the geometric boundary
conditions of the problem.

Calculation of the integrals in eq. (14.38) requires the first and second derivatives
of the transverse deflection which can be expressed in matrix form as follows

dū2

dx1
= q1

π

L
cos

πx1

L
+ q2

2π

L
cos

2πx1

L
= GT (x1)q, (14.41a)

d2ū2

dx2
1

= −q1

(π

L

)2

sin
πx1

L
− q2

(
2π

L

)2

sin
2πx1

L
= BT (x1)q. (14.41b)

The displacement gradient interpolation array, G(x1), is defined as

G(x1) =
{

dh1

dx1
,
dh2

dx1
, . . .

dhN

dx1

}T

, (14.42)

and the curvature interpolation array, B(x1), is given by eq. (11.72).



778 14 Buckling of beams

The strain energy in the structure is readily evaluated using the general procedure
described in section 11.4.3. The strain energy is expressed as A = 1/2 qT K q, see
eq. (11.75). The stiffness matrix is given by eq. (11.67) as

K =
∫ L

0

B(x1) Hc
33(x1)BT (x1) dx1. (14.43)

For the shape functions defined in eq. (14.40), the stiffness matrix becomes

K =
π4Hc

33

2L3

[
1 0
0 16

]
. (14.44)

The second integral in eq. (14.38) represent the work done by the applied axial
load. Using eq. (14.41a), it can be evaluated as follows

Φ = −1
2

∫ L

0

P

(
dū2

dx1

)2

dx1 = −P

2

∫ L

0

(
GT q

)T (
GT q

)
dx1

=
1
2
qT P

[∫ L

0

G GT dx1

]
q =

1
2
qT PK

G
q,

where the geometric stiffness matrix, K
G

, is defined as

K
G

=
∫ L

0

G(x1)GT (x1) dx1. (14.45)

For the problem at hand, this matrix is

K
G

=
π2

2L

[
1 0
0 4

]
. (14.46)

The total potential energy of the structure is now found by combining the strain
energy and the work done by the axial force as

Π =
1
2

qT K q − 1
2

qT PK
G

q =
1
2

qT
[
K + PK

G

]
q.

This is a positive-definite quadratic form in q, and from the principle of minimum
total potential energy, it must assume a minimum when the system is in equilibrium.
It is shown in appendix A.2.9 that this quadratic form is minimum when the solution
array, q, satisfies the following condition

[
K + PK

G

]
q = 0. (14.47)

This is a set of homogeneous, algebraic equations for the solution array, q; the solu-
tion of this homogeneous system is the trivial solution, q = 0, which corresponds to
the vanishing of the transverse displacement field.
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In the equilibrium approach developed in section 14.2.5, a trivial solution is also
found. The buckling load of the system is defined as the lowest load for which a
non-trivial solution of the governing equations exists. A nontrivial solution of the
homogeneous, algebraic system given by eq. (14.47) exists if and only if the deter-
minant of the system vanishes,

det
(
K − PK

G

)
= 0. (14.48)

This is the buckling equation for the system, and the values of the axial compressive
load, P , for which this determinant vanishes are the critical loads. Introducing the
stiffness matrix, eq. (14.44), and the geometric stiffness matrix, eq. (14.46), leads to
an explicit expression for the buckling equation

det





π2

2L




π2H∗c
33

L2
− P 0

0 16
π2H∗c

33

L2
− 4P








= 0. (14.49)

The solutions of this buckling equation are P = π2H∗c
33/L2 and 4π2H∗c

33/L2.
The lowest solution is the buckling load Pcr = π2H∗c

33/L2. This buckling load is
identical to that found from the equilibrium approach, see section 14.2.5. Again,
this should be expected because the exact buckling mode shape, sin πx1/L, see
eq. (14.26), is one of the assumed mode shapes in eq. (14.40).

The solutions of the buckling equation give rise to non-trivial solutions of the
problem. Since the stiffness and geometric stiffness matrices are, in general, matrices
of size N × N , the expansion of the determinant equation leads to an N th order
algebraic equation in P , and hence, solutions Pi, i = 1, 2, . . . , N . For large values
of N , the coefficients of this algebraic equation become very large, and the solution
process becomes increasingly difficult, leading to inaccurate solutions. In this case,
it is preferable to recast eq. (14.48) as K q = PK

G
q. Multiplying through by K−1

then yields
D q = λ q, (14.50)

where D = K−1K
G

and λ = 1/P . This is an eigenvalue problem of the type
described in appendix A.2.4, and the eigenvalues, λ, are the reciprocals of the critical
loads.

Matrix D is of size N ×N and it possesses N eigenvalues λi, i = 1, 2, · · · , N ,
see appendix A.2.4. Let λ1 be the highest eigenvalue of D; Pcr = 1/λ1 is then
an approximation to the lowest critical load of the system, which is the buckling
load. If q

1
is the corresponding eigenvector, the buckling mode shape is ū2(x1) =

HT (x1) q
1
.

The procedure described in this section can be summarized by the following
steps.

1. Select N shape functions that satisfy the geometric boundary conditions. Con-
struct the corresponding displacement, displacement gradient, and strain inter-
polation arrays.
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2. Compute the strain energy of the structure, leading to the N×N stiffness matrix,
K, see eq. (14.43).

3. Compute the work done by the axial forces, leading to the N × N geometric
stiffness matrix, K

G
, see eq. (14.45).

4. Solve the eigenproblem D q = λq, where D = K−1K
G

, to find the highest
eigenvalue λ1, and corresponding eigenvector q

1
.

5. The approximate buckling load of the structure is Pcr = 1/λ1 and the buckling
mode shapes is ū2(x1) = HT (x1)q1

.

If externally applied transverse loads are also applied, the above procedure must
be modified as follows.

1. Select N shape functions that satisfy the geometric boundary conditions. Con-
struct the corresponding displacement, displacement gradient, and strain inter-
polation arrays.

2. Compute the strain energy of the structure, leading to the N×N stiffness matrix,
K.

3. Compute the work done by the externally applied transverse loads, leading to
the load array, Q.

4. Compute the work done by the axial forces, leading to the N × N geometric
stiffness matrix, K

G
.

5. Solve the linear system (K − PK
G

)q = Q to find the solution array, q.

In this case, the solution procedure assumes that matrix (K−PK
G

) is non-singular,
i.e., det(K − PK

G
) 6= 0. If the axial force is such that det(K − PK

G
) = 0, the

linear system cannot be solved, and P has reached the buckling load.

14.2.6 Applications to beam buckling

A number of examples will be worked to illustrate the use of both the equilibrium
and energy approaches.

Example 14.1. Cantilevered beam with tip support (equilibrium approach)
Consider a uniform, cantilevered beam with a tip support as depicted in fig. 14.12.
The beam is subjected to an axial compressive load P at the tip. The resulting axial
force in the beam, N1, is constant along the span, and N1 = −P . The governing dif-
ferential equation of the problem is given by eq. (14.17), with the following boundary
conditions at the beam’s root ū2 = dū2/dx1 = 0 and at its tip ū2 = d2ū2/dx2

1 = 0.
The non-dimensional span-wise variable η = x1/L is defined and the governing
equation then reduces to eq. (14.18), where (·)′ denotes a derivative with respect to η
and the non-dimensional loading parameter, λ2, is defined by eq. (14.19). The bound-
ary conditions at the beam’s root become ū2 = ū′2 = 0 and at its tip ū2 = ū′′2 = 0.

The solution of eq. (14.18) is

ū2 = A + Bη + C cosλη + D sin λη

where A, B, C, and D, are four integration constants to be determined from the
boundary conditions. The first two boundary conditions imply A + C = 0 and B +
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λD = 0. Eliminating constants B and C yields ū2 = A(1−cosλη)+D(sinλη−λη).
The last two boundary conditions then yield

[
1− cosλ sin λ− λ

cos λ − sinλ

]{
A
D

}
= 0.

P
i1

i2

L

Fig. 14.12. Cantilevered beam with tip sup-
port under axial load.
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Fig. 14.13. Buckling mode shape for the can-
tilevered beam with tip support. Exact solu-
tion: solid line; approximate solution (n = 1):
dashed line.

This is a set of algebraic equations for the last two integration constants, A and D.
Because the system is homogeneous, the solution is A = D = 0, which corresponds
to the trivial, non-buckled, solution of the problem. A linear system of homogeneous
algebraic equations admits a non-trivial solution if and only if the determinant of the
system vanishes,

det
[
1− cosλ sin λ− λ

cosλ − sin λ

]
= 0.

Expanding this determinant yield the buckling equation, tanλ−λ = 0. The buckling
equation is a transcendental equation, and the lowest solution is λ = 4.4934. The
buckling load of the system is Pcr = (4.4934)2H∗c

33/L2. For comparison, this can be
recast as Pcr = 2.0457π2H∗c

33/L2 = 2.0457PEuler, or about twice the buckling load
for a simply supported beam of the same length.

The buckling mode shape can be determined from this analysis. The buckling
equation implies A cosλ = D sin λ or A = D tanλ = λD. the buckling mode
shape is then ū2(η) = D [λ(1− η) + sinλη − λ cos λη]. The integration constant,
D, remains undetermined, which means that the transverse displacement is of arbi-
trary amplitude, indicating a lateral collapse of the beam.

Example 14.2. Cantilevered beam with tip support (energy approach)
Consider the same cantilevered beam with a tip support depicted in fig. 14.12. An
energy approach will be used to find an approximate solution to the problem. The
following transverse displacement field will be assumed
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ū2(x1) =
N∑

n=1

qn hn(η) =
N∑

n=1

qn
1
2

[cos anη − cos bnη] , (14.51)

where η = x1/L is the non-dimensional span-wise variable, an = (n − 1/2)π and
bn = (n + 1/2)π. Note that each assumed shape function satisfies the geometric
boundary conditions of the problem: hn(0) = 0, h′n(0) = 0, and hn(1) = 0, where
(·)′ denotes a derivative with respect to η.

The displacement field is written as ū2(x1) = HT (η) q, where H is the displace-
ment interpolation array, and qT the solution array. The displacement gradient and
the curvature interpolation arrays are given by eqs. (14.41) as

dū2

dx1
=

N∑
n=1

qn

2L
[−an sin anη + bn sin bnη] = GT (η) q,

d2ū2

dx2
1

=
N∑

n=1

qn

2L2

[−a2
n cos anη + b2

n cos bnη
]

= BT (η) q.

The bending and geometric stiffness matrices are computed using eqs. (14.43)
and (14.45), and using the first four terms in eq. (14.51) results in

K =
H∗c

33

4L3

(π

2

)4




14 + 34 −34 0 0
−34 34 + 54 −54 0
0 −54 54 + 74 −74

0 0 −74 74 + 94


 ,

and

K
G

=
1

4L

(π

2

)2




12 + 32 −32 0 0
−32 32 + 52 −52 0
0 −52 52 + 72 −72

0 0 −72 72 + 92


 .

The buckling equation is given by eq. (14.48). If a single term is taken in the
assumed displacement field, i.e., if N = 1, the buckling load is found to be Pcr =
82/10(π/2)2H∗c

33/L2 = 2.0500π2H∗c
33/L2. This compares very favorably with the

exact solution found in the previous example as Pcr = 2.0457π2H∗c
33/L2. A two term

approximation yields Pcr = 2.0467π2H∗c
33/L2 that overestimates the exact solution

by 0.05% only. For larger values of N more accurate solutions are obtained, but it is
the preferable to rely on the solution of the eigenproblem defined by eq. (14.50).

Figure 14.13 depicts the buckling mode shape for the exact solution developed in
the previous example and the present approximate solution using a single assumed
mode, i.e., with N = 1. For N = 2, the exact and approximate buckling mode shapes
are almost coincident.

Example 14.3. Cantilevered beam with linearly tapered depth
During buckling of a cantilevered beam, the region near the root undergoes the
largest bending moment. To increase the buckling load, it is reasonable to increase
the depth of the section in the root region to provide a greater bending stiffness.
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To investigate this effect, consider a cantilevered beam with a depth in plane
(̄ı2, ı̄1) that is tapered linearly from hr at the root to ht at the tip, as shown in
fig. 14.14. From a practical point of view, assume also that either the beam is re-
strained from deflection in the ı̄3 direction or else Hc

22 À Hc
33 so that buckling in

plane (̄ı1, ı̄3) will not occur.
For a beam with a rectangular cross-section having a linearly tapered depth, the

bending stiffness can be written as

Hc
33 = H0

[
h̄− (h̄− 1)η

]3
, (14.52)

where η = x1/L is a non-dimensional span-wise variable, H0 the tip bending stiff-
ness, and h̄ = hr/ht > 1 the root depth factor.

P
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L
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Fig. 14.14. Tapered cantilevered beam under
axial load.
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Fig. 14.15. Buckling load for tapered can-
tilevered beam as a function of the root depth
to the tip depth, h̄.

The following transverse displacement field satisfies the geometric boundary
conditions

ū2(x1) =
N∑

n=1

qn ηn+1 =
N∑

n=1

qn hn(η), (14.53)

where the shape functions are hn(η) = ηn+1. For N = 2, the displacement gradi-
ent and curvature interpolation arrays are G = [2η, 3η2]/L and B = [2, 6η]/L2,
respectively.

The bending stiffness matrix, K, and geometric stiffness matrix, K
G

, are found
from eqs. (14.43) and (14.45), respectively, as

K =
H0

5L2

[
5(1 + h̄ + h̄2 + h̄3) 3(4 + 3h̄ + 2h̄2 + h̄3)

3(4 + 3h̄ + 2h̄2 + h̄3) 3(10 + 6h̄ + 3h̄2 + h̄3)

]
,

and

K
G

=
1

30L

[
40 45
45 54

]
,
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From eq. (14.50), the critical loads are the reciprocals of the two eigenval-
ues of the matrix D = K−1K

G
. The buckling load is the lowest of these. Fig-

ure 14.15 shows the increase in buckling load as the root depth factor, h̄, increases.
For h̄ = 1, the beam is a cantilever with uniform depth, and the buckling load is
Pcr = 0.2519PEuler where PEuler = π2H∗c/L2. This compares very favorably with
the exact buckling load, Pcr = 0.2500PEuler. For h̄ = 2, the buckling load is ap-
proximately the same as that obtained for cantilevered beam with tip support, see
example 14.1. For h̄ = 3.7, the buckling load is equal to that of a uniform, simply
supported beam of the identical length and tip bending stiffness.

14.2.7 Buckling of beams with various end conditions

The analysis method developed in the previous section can be repeated for beams
with various end conditions. The buckling load for various configurations are sum-
marized in table 14.1 which lists the non-dimensional buckling parameter k, such
that

Pcr = k̄π2 H∗c
33

L2
= k̄ PEuler.

Table 14.1. Buckling loads for beams with various end conditions.

Boundary Conditions Buckling parameter k̄

Clamped - Free 1/4
Clamped - Clamped 4
Clamped - Pinned 2.0457
Pinned - Pinned 1

Finally, it should be noted that in all the previous examples, it is assumed that the
beam under consideration is supported in such a way that it is free to buckle in plane
(̄ı1, ı̄2). This can be assured if this is a plane of symmetry or contains one of the
principal axes of bending and if the bending stiffness is the minimum for the given
cross-section.

14.2.8 Problems

Problem 14.1. Uniform cantilevered beam
Consider a uniform cantilevered beam of length L subjected to an axial compressive load P .
Find the lowest buckling load of the system and the associated buckling mode shape. Check
your predictions with the results listed in table 14.1.

Problem 14.2. Simply-supported beam with end torsional springs
Consider a simply-supported beam with end torsional springs of stiffness k subjected to an
axial compressive load P , as depicted in fig. 14.16. It will be convenient to use the non-
dimensional load P/PEuler where PEuler = π2H∗c

33/L2 and non-dimensional spring constant
k̄ = kL/H∗c

33 . (1) Find the lowest buckling load Pcr of the system. Plot Pcr as a function of
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k̄. Discuss the limiting cases k̄ = 0 and k̄ = ∞. (2) Use an energy method to estimate the
lowest buckling load of the system. Select the following assumed displacements ū2(x1) =
q1 sin πx1/L + q2 sin 2πx1/L. (3) Plot the exact and approximate buckling loads on the
same graph. Comment on the accuracy of the approximate solution. How would you improve
its accuracy?

P i1

i2

L

k k

Fig. 14.16. Simply-supported beam with end
torsional springs.

P i1

i2

k

L/2 L/2

Fig. 14.17. Simply-supported beam with a
mid-span spring.

Problem 14.3. Simply-supported beam with a mid-span spring
Study the effect of a mid-span spring of stiffness constant k on the buckling load of the simply-
supported beam of span L depicted in fig. 14.17. To investigate this problem, use an energy ap-
proach with the following assumed mode shapes ū2(η) = q1 sin πη+q2 sin 2πη+a3 sin 3πη.
It is convenient to use the following notation: PEuler = π2H∗c

33/L2 is the Euler buckling load
for the beam in the absence of the mid-span spring, k̄ = kL3/H∗c

33 the non-dimensional stiff-
ness of the spring, and η = x1/L the non-dimensional span variable. (1) Find the buckling
loads of the system. (2) How does the lowest buckling load vary when k̄ increases? Plot the
non-dimensional buckling loads P/Pe as a function of k̄. (3) How much improvement in
buckling load can be expected from the mid-span spring.

Problem 14.4. Cantilevered beam with axial and transverse loads
Consider the cantilevered beam of length L subjected to tip axial load in tension, T , and tip
transverse load, P , as depicted in fig. 14.18. (1) Write the governing differential equation of
the problem and the associated boundary conditions. (2) Find the transverse displacement field
of the beam.

P
i1

i2

L

T

Fig. 14.18. Cantilevered beam subjected to
tip axial and transverse loads.

i1
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L
e

P

Fig. 14.19. Cantilevered beam subjected to
tip axial load with an off-set.

Problem 14.5. Various short questions
Consider a cantilevered beam subjected to a tip compressive load applied with an off-set e, as
depicted in fig. 14.19. Let PEuler denote the Euler buckling load on the system. (1) For the
perfect system, i.e., for e = 0, is the buckling load of the system affected by the strength of the
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material the beam is made of? (2) For the imperfect system, i.e., for e 6= 0, is the buckling load
of the system affected by the strength of the material the beam is made of? (3) For the perfect
system, i.e., for e = 0, does the beam experience transverse deflections when P < PEuler?
(4) For the imperfect system, i.e., for e 6= 0, does the beam experience transverse deflections
when P < PEuler? (5) Consider an imperfect system, i.e., e 6= 0, under increasing load P .
Does the material allowable stress play a role in predicting the allowable applied load P ?
Explain your answers to all the above questions; a YES/NO answer is not valid.

Problem 14.6. Cantilevered beam with tip support
A uniform cantilevered beam of span L has a tip support, as depicted in fig. 14.20. The beam
is subjected to a tip compressive axial force P and a uniform transverse loading p0. (1) Find
the exact solution of the problem when the beam is subjected to the sole transverse load p0.
(2) Find an approximate solution for the problem when the beam is subjected to the combined
loading, i.e., both transverse loading p0 and tip compressive load P are applied. Use an energy
method with a single assumed mode selected to be the solution to part 1. (3) Determine the
buckling load Pcr for this problem. (4) How is the buckling load affected by the transverse
loading p0. (5) Under the combined loading condition, find the failure envelope in the two-
dimensional space P/Pcr, p0/(bσult). Failure is reached when |σmax

ben |+|σmax
axi | = σult, where

σmax
ben and σmax

axi are the the maximum stresses due to bending and axial force, respectively,
and σult the ultimate allowable stress for the material. Use the following data E = 73.0 GPa,
σult = 620 MPa. Plot two failure envelopes for L/h = 20 and 10 on the same graph. Assume
a rectangular section of width b and hight h.

o
P i1

i2

L

p0

Fig. 14.20. Cantilevered beam with tip sup-
port subjected to a compressive load.

Lmg

i1

i2

Fig. 14.21. Flag pole standing under its own
weight.

Problem 14.7. Flag pole standing under its own weight
A flagpole of uniform mass per unit span m is standing up against gravity, as depicted in
fig. 14.21. What is the critical weight mgcr such that this flagpole will buckle under its own
weight? (1) Use an energy method to solve this problem. Use the following assumed mode
ū2(η) = a (1− cos πη/2). (2) If the flagpole is made of steel and has a square cross-section
(1cm× 1cm), what is the critical length at which it will buckle under its own weight. (For
steel: material density ρ = 7700kg/m3, Young’s modulus E = 210 GPa; g = 9.81m/sec2).

Problem 14.8. Cantilevered beam with tip spring
An axial compressive load P is applied at the centroid of a uniform, cantilevered beam of span
L with a tip spring of stiffness k, as depicted in fig. 14.22. (1) Derive the exact buckling equa-
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tion for this problem in terms of the following non-dimensional parameters λ2 = PL2/H∗c
33 ,

k̄ = kL3/H∗c
33 . (2) Plot the buckling load of the system for k̄ ∈ [0, 75]. (3) Find an approx-

imate solution of the problem using an energy approach with the following assumed mode
ū2 = q1(η

4 − 4η3 + 6η2) + q2(2η4 − 5η3 + 3η2), where η = x1/L. (4) Compare your
results by plotting the exact and approximate buckling loads of the system for k̄ ∈ [0, 75].

P i1

i2

L k

Fig. 14.22. Cantilevered beam with tip
spring.

P
i1

i2

L

Fig. 14.23. Clamped-clamped beam under tip
load.

Problem 14.9. Clamped-clamped beam under tip load
Consider the clamped-clamped beam of length L depicted in fig. 14.23. The beam is subjected
to a compressive load P . (1) Find the lowest buckling load of this system using the differential
equation approach. (2) Find the lowest buckling load of the system using an energy approach
with the following assumed mode ū2(η) = a(η2 − 2η3 + η4), where η = x1/L is the
non-dimensional variable along the beam span.

Problem 14.10. Portal frame subjected to compressive loads
Consider the portal frame shown in fig. 14.24. Note that the problem is symmetric, and hence
it is sufficient to consider one of the vertical beams with a tip torsional spring of stiffness
constant k and subjected to a compressive load P . (1) Verify that k = 6J33/w. (2) Find the
lowest buckling load of the system. Show that the non-dimensional critical load depends on
the non-dimensional parameter β = (H33w)/(J33h). (3) Plot the lowest buckling load as a
function of β. Discuss the meaning of your results when β = 0 and ∞.

P P

wh
H33 H33

J33

Fig. 14.24. Portal frame sub-
jected to compressive loads.

P

L

Centroid

b

h

d

i1

i3

i3

i2

i2

Fig. 14.25. Cantilevered beam with a C-channel cross-section.
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Problem 14.11. Cantilevered beam with a C-channel cross-section
A uniform cantilevered beam with a thin-walled, C-channel cross-section is subjected to an
end compressive load P in the lower corner, as depicted in fig. 14.25. Let L = 10b, h = 2b,
and b = 10t, where t is the constant wall thickness. (1) Find the distributions of transverse
displacements ū2(x1) and ū3(x1). (2) Determine the buckling load Pcr of the system. (3) Plot
P/Pcr versus ūtip

2 /b and P/Pcr versus ūtip
3 /b, both on the same graph. ūtip

2 and ūtip
3 are the

tip transverse displacements of the beam along the ı̄2 and ı̄3, respectively.

Problem 14.12. Cantilevered beam under tip tensile force
Consider a cantilevered beam of length L and bending stiffness Hc

33 subjected to a tip trans-
verse load, P , and a tip tensile axial force, F . The tip deflection of the beam will be de-
noted δ = ū2(x1 = L). The beam features a rectangular cross-section of width b and height
h. (1) Compute the non-dimensional transverse displacement field Hc

33ū2(η)/PL3, where
η = x1/L is the non-dimensional span-wise variable. Express your result in terms if the
non-dimensional axial force factor λ = π/2

√
F/PEuler, where PEuler = π2Hc

33/4L2 is
the buckling load for the cantilevered beam. (2) Compute the non-dimensional tip transverse
displacement Hc

33δ/PL3. Show that for vanishing axial force, F = 0, the tip deflection be-
comes δ0 = PL3/(3Hc

33), as expected. (3) Plot the non-dimensional tip deflection δ/δ0 as a
function of F/PEuler ∈ [0, 5.0]. (4) On one graph, plot the non-dimensional transverse dis-
placement field, Hc

33ū2(η)/(PL3), for F/PEuler = 0.0, 1.0, 2.0, 3.0, 4.0 and 5.0. (5) Plot the
non-dimensional root bending moment Mroot/(PL) as a function of F/PEuler ∈ [0, 5.0].
(6) On one graph, plot the non-dimensional bending moment distribution, M3(η)/(PL), for
F/PEuler = 0.0, 1.0, 2.0, 3.0, 4.0 and 5.0. (7) Based on simple statics arguments, prove that
Mroot = PL − Fδ. Does your solution satisfy this relationship? (8) Plot the maximum root
axial stress, σ/σ0, as a function of F/PEuler ∈ [0, 5.0]. σ0 = 6PL/(bh2) is the maximum
root axial stress for a vanishing axial force, F = 0. Your result should depend on δ0/h; select
values of δ0/h = 0.5, 1.0, 2.0, 3.0, 4.0 and 5.0. Is it possible to reduce the maximum axial
stress in the cantilevered beam by applying the axial force F ? Discuss your results.

Problem 14.13. Simply-supported beam under thermal loading
Consider a simply-supported beam of length L subjected to the parabolic thermal field de-
picted in fig. 14.26. The beam features a rectangular cross-section of height h and width b,
where h < b. (1) Find the transverse deflection of the beam. (2) Find the critical thermal strain,
αTcr, at which the beam buckles. (3) Plot T0/Tcr as a function of the beam’s mid-span deflec-
tion, ūmid

2 /h. (4) Plot T0/Tcr as a function of the mid-span bending moment, hMmid
3 /Hc

33.
(5) How does the situation change if h > b?

i1

i2

L

T = T  (x /h + 1/2)0 2

2

h

Fig. 14.26. Simply-supported beam under thermal loading.
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14.3 Buckling of sandwich beams

Beams with sandwich cross-section are very common in aerospace constructions due
to their high stiffness and strength to weight ratios. A typical sandwich cross-section
is depicted in fig. 14.27. Two thin faces of thickness tf and Young’s modulus Ef

sandwich a rather thick core of thickness tc and Young’s modulus Ec. The stiffness
of the core is, in general, much smaller than that of the faces, Ec ¿ Ef .

The bending stiffness of the complete sandwich section is readily found as

Hs
33 = 2

bt3f
12

Ef + 2btf
h2

4
Ef +

bt3c
12

Ec = btf
h2

2
Ef

[
1 +

1
3

t2f
h2

+
1
6

tc
tf

t2c
h2

Ec

Ef

]
.

For typical constructions, the faces are much thinner than the core, tf/h ¿ 1, and the
core material is very much softer than that of the faces, Ec/Ef ¿ 1. Consequently,
the bending stiffness reduces to

Hs
33 ≈ btf

h2

2
Ef . (14.54)

Very stiff constructions can be obtained by selecting deep cores (large values of
h) and a stiff material for the faces (such as composite materials). Note that for a
given amount of material, i.e., for a specific face thickness tf , the bending stiffness
of the sandwich increases quadratically with the depth h.

tf Ef

h

b

tc

Fig. 14.27. Cross-section of a
sandwich beam.

i1

i2

Elastic foundation k

L

P

Fig. 14.28. Upper face of a sandwich structure under end
compressive loads. The core of the sandwich is modeled
by an elastic foundation.

If sandwich beams are subjected to axial compressive loads, buckling will occur
when the critical load level is reached, i.e., when Pcr = π2Hs

33/L2 for a simply-
supported boundary conditions. Because sandwich structures are designed to achieve
large bending stiffnesses, they are efficient at sustaining large in-plane compressive
loads.

This general instability of the structure is not the only failure mode of sandwich
constructions. Because the core material is typically very soft, it carries a negligible
portion of the axial force, and hence, the axial compressive load is primarily carried
by the thin faces. Figure 14.28 shows an idealized model of the upper face of the
sandwich subjected to an axial compressive load P . If a sandwich beam is subjected
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to an axial force N1, the load in each of the upper and lower faces will be P ≈ N1/2,
assuming identical faces and a negligible contribution of the core to supporting the
axial force.

Although the core material is of little help in carrying the axial compressive load,
it does provide an elastic support for the faces. This elastic support can be approxi-
mated by an elastic foundation of stiffness constant k, as depicted in fig. 14.28. The
problem is now to determine the buckling load of the system shown in fig. 14.28,
which consists a beam acted upon by axial compressive forces and resting on an
elastic foundation of stiffness k. The bending stiffness of the face, Hf

33 = Ef bt3f/12,
is much smaller than that of the sandwich beam given by eq. (14.54), and hence its
buckling load can be considerably lower than that of the sandwich beam.

The buckling problem for the thin face resting on an elastic foundation will be
treated using an energy approach with the following assumed displacement field for
the face

ū2(x1) =
∞∑

n=1

qn sin
nπx1

L
,

where qn are unknown displacement parameters. Note that each assumed displace-
ment mode, sin nπx1/L satisfies the geometric boundary conditions of the problem.

The total potential energy of the system is

Π =
1
2

∫ L

0

Hf
33

(
d2ū2

dx2
1

)2

dx1 +
1
2

∫ L

0

k ū2
2 dx1 − 1

2

∫ L

0

P

(
dū2

dx1

)2

dx1,

where the first term represents the strain energy associated with the bending of the
face, the second term the strain energy in the elastic foundation, and the last term the
work done by the axial compressive load P . Introducing the assumed displacement
field in this expression leads to

Π =
Hf

33

2

∞∑
m=1

∞∑
n=1

qmqn

(mπ

L

)2 (nπ

L

)2
∫ L

0

sin
mπx1

L
sin

nπx1

L
dx1

+
k

2

∞∑
m=1

∞∑
n=1

qmqn

∫ L

0

sin
mπx1

L
sin

nπx1

L
dx1

− P

2

∞∑
m=1

∞∑
n=1

qmqn

(mπ

L

)(nπ

L

) ∫ L

0

cos
mπx1

L
cos

nπx1

L
dx1.

In view of the orthogonality of trigonometric functions, see apendix A.4, the total
potential energy reduces to

Π =
1
2

∞∑
m=1

[
Hf

33

(mπ

L

)4

+ k − P
(mπ

L

)2
]

L

2
q2
m.

The principle of minimum total potential energy implies that Π is a minimum
with respect to the choice of the displacement parameters qm. Hence ∂Π/∂qn = 0,
for n = 1, 2, . . .∞ or
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[
Hf

33

(nπ

L

)4

+ k − P
(nπ

L

)2
]

qn = 0, n = 1, 2, . . .∞.

This represents a set of homogeneous, uncoupled algebraic equations for the un-
known displacement parameters qn. The solution of this system is qn = 0, n =
1, 2, . . .∞, corresponding to the trivial solution of the problem. A non-trivial solu-
tion exists if and only if the determinant of the system of equations vanishes, leading
to the following condition

Hf
33

(nπ

L

)4

+ k − P
(nπ

L

)2

= 0, n = 1, 2, . . .∞.

Solving for the critical load yields

Pcr n = Hf
33

(nπ

L

)2

+k

(
L

nπ

)2

=
π2Hf

33

L2

[
n2 +

kL4

π4Hf
33

1
n2

]
, n = 1, 2, . . .∞.

In this expression, PEuler = π2Hf
33/L2 is the Euler buckling load for the simply-

supported face in the absence of elastic foundation. If k̄ = kL4/π4Hf
33 is defined

as the non-dimensional stiffness of the elastic foundation, the critical loads of the
system become

Pcr n

PEuler
= n2 +

k̄

n2
, n = 1, 2, . . .∞.

Each of the above critical loads gives rise to a non-trivial solution of the problem,
and the lowest critical load is the buckling load. The lowest critical load, however, is
not always obtained for n = 1; indeed, as n increases, the first term, n2, increases,
but the second term, k̄/n2, decreases. This implies that the wave number, n, that
yields the lowest critical load is itself a function of k̄.

To illustrate this point, fig 14.29 shows the non-dimensional critical loads
Pcr n/PEuler for n = 1, 2, and 3. For a wave number n = 1, the critical load
is Pcr 1/PEuler = 1 + k̄, a linear relationship. For n = 2, the critical load is
Pcr 2/PEuler = 4 + k̄/4, which is also a linear relationship, and defines a dashed
line with intermediate slope. A third dashed line is shown for n = 3. It follows that
when 0 ≤ k̄ ≤ 4, the lowest critical load is obtained for a wave number n = 1 but
when 4 ≤ k̄ ≤ 36, the lowest critical load is obtained with n = 2. The buckling load
is therefore a function of k̄, and it consists of an envelope of straight line segments,
each with a different value of the wave number.

Let k̄co be the cross-over value of k̄ at which the wave number switches from n to
n+1. This cross-over point is the intersection of two straight lines, Pcr (n)/PEuler =
n2 + k̄/n2 and Pcr (n+1)/PEuler = (n+1)2 + k̄/(n+1)2, which is readily found as
k̄co = n2(n + 1)2. It follows that the range of values of k̄ for which buckling occurs
with wave number n is

(n− 1)2n2 ≤ k̄ ≤ n2(n + 1)2.

When looking at a large range of values of k̄, the various straight line segments blend
together into a smooth curve, as illustrated in fig. 14.30. The buckling load can then
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Fig. 14.29. Non-dimensional critical loads
Pcr n/PEuler for n = 1, 2, and 3.
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Fig. 14.30. Non-dimensional buckling load
Pcr/PEuler versus k̄.

be approximated as Pcr/PEuler ≈ 2
√

k̄. This result, however, hides the constantly
changing wave number as the elastic foundation stiffness k̄ changes.



15

Shearing deformations in beams

15.1 Introduction

Euler-Bernoulli beam theory is developed in chapter 5 based on the purely kinematic
assumptions discussed in section 5.1. In particular, the cross-section of the beam is
assumed to remain plane after deformation, and furthermore, this plane is assumed
to remain normal to the deformed axis of the beam. This second assumption implies
the vanishing of the transverse shear strains, γ12 = 0, and leads to the following
result for a beam made from a linearly elastic, homogeneous and isotropic material

V2 =
∫

A
τ12 dA =

∫

A
Gγ12 dA = 0, (15.1)

where the second integral is the result of using the constitutive law relating shear
stresses to shear strains, τ12 = Gγ12.

On the other hand, equilibrium conditions require a non-vanishing transverse
shear force, V2, to equilibrate the distributed transverse load, p2(x1), applied to the
beam, see eq. (5.38). This apparent contradiction with eq. (15.1) can be resolved
through the following reasoning: as required by equilibrium, the shear stress, τ12,
does not vanish, but the corresponding shear strain is vanishingly small. This implies
a very large shearing modulus, G → ∞, so that a vanishing shear strain γ12 → 0,
results in a product, Gγ12 = τ12, that becomes a finite, non-vanishing quantity.

In view of this reasoning, the assumption “plane sections remain normal to the
deformed axis of the beam,” which implies the vanishing of the transverse shear
strains, could be replaced by “the beam is made of a material with an infinite
shear modulus.” Because such a constitutive law is awkward, the transverse shear
force (the stress resultant associated with the shear stress), is not evaluated from
this constitutive law but from equilibrium considerations instead. In fact, the shear
force is altogether eliminated from Euler-Bernoulli beam theory using equilibrium
considerations, see eq. (5.39), and can be recovered from the bending moment as
V2 = −dM c

3/dx1, eq. (5.38).
In reality, the shear modulus is of the order of Young’s modulus and for isotropic

materials, G = E/(2(1 + ν). To investigate the effects of the additional flexibility
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of the beam introduced by shear deformation, a formulation must be developed that
allows for non-vanishing transverse shear strains. In this case, the assumption “plane
sections remain normal to the deformed axis of the beam” can no longer be made.

Two important questions must be addressed by this new formulation: (1) how
do shearing deformations affect the transverse displacement of the beam, and (2)
what is the distribution of shear stresses over the cross-section of the beam? The
resulting theoretical description for shear deformable beams is generally referred to
as Timoshenko beam theory.

15.1.1 A simplified approach

Consider a beam with a rectangular cross-section of width b and depth h subjected
to a shear force, V2. In this very simplified approach, the shear stresses are assumed
to be uniformly distributed over the cross-section of the beam as depicted in fig. 15.1
which shows a differential segment along the length of a beam. The shear resultant
can be calculated as

V2 =
∫

A
τ12 dA = τ12

∫

A
dA = Aτ12, (15.2)

and hence, the shear stress is τ12 = V2/A.
If the beam is made of a homogeneous, lin-

du2

dx1

g
12

t12

t12

A

B

Fig. 15.1. Simplified deforma-
tion under shear.

early elastic material, the transverse shear strain is
also uniformly distributed over the cross- section,
γ12 = τ12/G = V2/(GA); hence, the local shear
strain, γ12, can also be interpreted as a sectional
shear strain. The sectional constitutive law is then

V2 = GA γ12, (15.3)

where GA is the sectional shear stiffness.
Figure 15.1 shows that dū1/dx2 = 0, and the

transverse shear strain therefore becomes γ12 =
dū1/dx2 + dū2/dx1 = dū2/dx1. Equation (15.3)
now implies

dū2

dx1
=

V2

GA . (15.4)

This equation can be integrated to yield the transverse displacement field, ū2(x1),
associated with shear deformation.

Finally, the strain energy due to the shear deformation of a differential segment
of the beam is

dA =
1
2

∫

A
τ12γ12 dAdx1 =

1
2

∫

A

τ2
12

G
dAdx1 =

1
2

τ2
12

G
A dx1 =

1
2

V 2
2

GA dx1.

(15.5)
These developments provide a crude description of shear deformation effects in

beams. The shear stress distribution is uniform over the cross-section, the sectional
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shear stiffness is GA, and the transverse displacements, ū2, stemming from shear
deformation can be obtained by integrating eq. (15.4).

Unfortunately, this simplified description is wrong because it violates a basic
equilibrium condition. The principle of reciprocity of shear stresses, eq. (1.5), re-
quires the shear stress, τ12, to vanish at points A and B, see fig. 15.1, because the
upper and lower faces of the beam are stress free. It follows that the shear stress
distribution cannot possibly be uniform over the cross-section of the beam.

15.1.2 An equilibrium approach

To remedy the shortcomings of the simplified representation developed in the previ-
ous section, equilibrium conditions for the problem must be established. Figure 15.2
depicts a differential element of the beam with a rectangular cross-section of width b
and depth h. Loading is applied in plane (̄ı2, ı̄1), and consequently, stresses are uni-
form across the width of the section. Consider now a differential element in depth,
as highlighted in fig. 15.2. Summing forces along axis ı̄1 yields the following equi-
librium equation

dσ1

dx1
+

dτ12

dx2
= 0. (15.6)

This equation indicates that the distribution of shear stress through the depth of the
section is related to the distribution of axial stress along the span of the beam. Con-
sequently, simply assuming a certain shear stress distribution through the depth as
is done in the previous section is unlikely to satisfy the basic equilibrium condition
expressed by eq. (15.6).

b

h

dx1

dx2

dx1

dx2

i1

i2

i3

s1
s

s

1

1 1 1

+

/d dx  dxt12

t t12 12 2 2+ /d dx dx

Fig. 15.2. Configuration of a differential element of the beam.

The purely kinematic Euler-Bernoulli assumptions state that the cross-section
of the beam remains plane after deformation, and furthermore, this plane remains
normal to the deformed axis of the beam. In the present development, the second
assumption cannot be made, as it implies the vanishing of the transverse shear strains.
The first assumption implies an axial displacement field in the form of eq. (5.2):
u1(x1, x2, x3) = −x2Φ3(x1), where Φ3(x1) is the rotation of the section about axis
ı̄3.
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For simplicity, the origin of the axis system is assumed to be located at the cen-
troid of the section, i.e., x2c = 0. The axial strain distribution is then obtained
as ε1 = −x2dΦ3/dx1. The axial stress distribution follows from Hooke’s law as
σ1 = −Ex2dΦ3/dx1.

The basic equation of equilibrium, eq. (15.6), can now be used to solve for the
shear stress distribution

dτ12

dx2
= −dσ1

dx1
= Ex2

d2Φ3

dx2
1

. (15.7)

Integration yields τ12 = Ex2
2/2 d2Φ3/dx2

1 + c, where c is an integration constant
that can be evaluated by imposing the boundary condition, τ12(x2 = ±h/2) = 0, to
find

τ12 =
1
2
E

(
h

2

)2
[(

2x2

h

)2

− 1

]
d2Φ3

dx2
1

. (15.8)

This result is a parabolic distribution of the shear stress through the depth of the
cross-section.

Next, the resultant shear force is obtained by integration of shear stress distribu-
tion over the cross-section, eq. (5.9), to find

V2 =
1
2
E

(
h

2

)2 d2Φ3

dx2
1

∫ h/2

−h/2

∫ b/2

−b/2

[(
2x2

h

)2

− 1

]
dx2dx3

= −1
3
EA

(
h

2

)2 d2Φ3

dx2
1

,

Finally, the sectional rotation, Φ3, is eliminated with the help of eq. (15.8) to obtain
the shear stress distribution in terms of the applied shear force,

τ12 =
3V2

2A

[
1−

(
2x2

h

)2
]

. (15.9)

Figure 15.3 shows this parabolic shear stress distribution through the depth of
the section. For reference, the uniform distribution postulated in the simplified rep-
resentation is also shown in the figure. The maximum shear stress, τmax = 3V2/2A,
occurs at x2 = 0 and is 50% higher than that obtained for the uniform distribution,
τ12 = V2/A. Clearly, the simplified representation is erroneous and grossly under-
estimates the maximum shear stress.

The strain energy associated with the shear deformation in a differential segment
of the beam is

dA =
1
2

∫

A

τ2
12

G
dAdx1 =

1
2

∫ h/2

−h/2

b

G

(
3V2

2A
)2

[
1−

(
2x2

h

)2
]2

dx2dx1.

After integration, the strain energy becomes
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t12

tmax

t12

tmax 2= 3V /2A

Simplified
shear stress
distribution

Parabolic
shear stress
distribution

dx1
dx1

Fig. 15.3. Shear stress distribution for a rectangular section.

dA =
1
2

V 2
2

GA
6
5

=
1
2

V 2
2

K22
dx1, (15.10)

where the sectional shear stiffness, K22, is defined as the denominator in the expres-
sion for the strain energy in eq. (15.10). For for the rectangular cross-section,

K22 =
5
6
GA. (15.11)

This result should be contrasted with the sectional shear stiffness K22 = GA found
for the simplified solution that overestimates the shear stiffness by about 20%.

The deformation of the cross-section associated with the present representation
is more complex than that obtained with the simplified model. Indeed, the parabolic
shear stress distribution is associated with a parabolic distribution of shear strain. The
following reasoning then implies that the axial displacement field must present the
“S” shape shown in the right hand side of fig. 15.4. First, the vanishing of the shear
strain at points A and B implies that the initial right angle between the beam’s upper
or lower surfaces and the cross-section plane must remain a right angle. Second, the
change in the initially right angle between the beam axis and the cross-section plane,
which is a direct measure of γ12, will be maximum at the midpoint (x2 = 0) of
the cross-section. This “S” shaped axial displacement field directly contradicts the
kinematic assumption underlying the present analysis: plane sections remain plane.
Hence, the present solution is inconsistent.

Equivalent shear deformation model

Although the simplified deformation shown in fig. 15.4 is incorrect, it has the advan-
tage of conveying a very simple picture of the deformation pattern. This raises the
question as to whether it is possible to make the simplified and actual representations
equivalent in some sense. One approach is to find the average shear strain, γave, in
the simplified deformation that will be equivalent to the more complex shear strain
distribution obtained from equilibrium analysis.
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Fig. 15.4. The simplified and actual deformation configurations.

This equivalence can be obtained in an energy sense: the shear strain, γave, can
be selected so that the strain energies associated with the two deformation patterns
are equal. From eqs. (15.5) and (15.10), this requires 1/2 V 2

2 /K22 = 1/2 V2γave

which can be solved for the equivalent average shear strain

γave =
V2

K22
. (15.12)

For the simplified model the strain-displacement relations reduces to γave =
dū2/dx1, and hence,

dū2

dx1
=

V2

K22
. (15.13)

This equation can be integrated to yield the transverse displacement field associated
with shear deformation.

In summary, the following facts about shear deformation are established. The
axial and shear stress distributions are related through an equilibrium condition,
eq. (15.6). Assuming plane sections to remain plane, a linear distribution of ax-
ial stress is obtained for beam made of a linearly elastic, homogeneous material.
The shear stress profile that is in equilibrium with this axial stress distribution can
then be obtained from the equilibrium equation. A parabolic shear stress distribution,
eq. (15.9), is found for a rectangular cross-section. The deformation of the section
due to the parabolic variation of shear strain results in warping of the cross-section
and violates the basic kinematic assumption of plane sections remaining plane. Con-
sequently, the development presented here leads to an inconsistent and therefore ap-
proximate solution of the problem. Finally, the simplified deformation presented in
the previous section, and the more realistic deformation presented here can be made
equivalent in an energy sense by selecting the average sectional shear strain to be
that given by eq. (15.12). The shear stiffness is found to be K22 = 5/6 GA for a
rectangular cross-section.
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Example 15.1. Shear distribution in a sandwich section
Consider the cross-section of a sandwich beam depicted in fig. 15.5. Such structures
are typically made of two thin faces of thickness tf and Young’s modulus Ef that are
designed to carry most of the bending stresses. The faces sandwich a core of much
lighter material that is often highly anisotropic. The core material usually has a very
low Young’s modulus in the directions parallel to the faces, a moderate Young’s
modulus in the direction perpendicular to the faces, and a moderate shear modulus,
Gc. A reasonable assumption is that Young’s modulus for the core material, Ec, is
orders of magnitude smaller than that of the faces; hence, setting Ec ≈ 0 is a very
reasonable approximation.

h

b

tf Ef

Gc t12
t12

Actual
distribution

Simplified
distribution

Fig. 15.5. Shear stress distribution on the cross-section of a sandwich section.

Under these assumptions, the bending stiffness of the sandwich section is due to
the faces alone and is given by

Hc
33 = 2

[
bt3fEf

12
+ bttEf

(
h

2

)2
]

=
1
2
btth

2Ef

[
1 +

1
3

(
tf
h

)2
]

(15.14)

where the first term represents the bending stiffness of the thin face with respect to
its own centroid, and the second term is the transport term. The core does not signif-
icantly contribute to the bending stiffness because its intrinsic stiffness is negligible.
In typical constructions, the face thickness is much smaller than the sandwich depth,
i.e., tf/h ¿ 1, and the bending stiffness reduces to

Hc
33 =

1
2
btth

2Ef . (15.15)

This results explains why sandwich structures are efficient lightweight structures
in bending: the bending stiffness is proportional to the square of the sandwich depth,
rather than the cube of the face thickness, while the low density core material con-
tributes to a low overall density. In effect, the core material contributes little to the
bending stiffness but keeps the two faces a distance h apart, dramatically increasing
their contribution to the overall bending stiffness. These concepts are discussed in
more details in section 5.5.7.

If the sandwich beam is subjected to shear forces, it is necessary to determine the
shear stress distribution over the cross-section. Proceeding along the same path as in
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the previous section, the basic equation of equilibrium, eq. (15.6), is used to solve
for the shear stress distribution in the lower face, to find

τf =
1
2
Ef

(
h + tf

2

)2
[(

2x2

h + tf

)2

− 1

]
d2Φ3

dx2
1

.

Because the axial stiffness of the core is negligible, the axial stress vanishes, and
the basic equation of equilibrium, eq. (15.6), yields dτ12/dx2 = 0. Hence, the shear
stress is constant through the thickness of the core.

The shear stress must be continuous at the face/core interface implying that

τc =
1
2
Ef

(
h + tf

2

)2
[(

h− tf
h + tf

)2

− 1

]
d2Φ3

dx2
1

= −1
2
Efhtf

d2Φ3

dx2
1

.

In view of the symmetry of the problem, the shear stress in the top face is a mirror
image of that in the lower face, as depicted in fig. 15.5. The shear force is then
obtained by integrating this shear stress distribution over the cross-section to find

V2 = −1
2
Ef bh2tf

[
1 +

1
3

(
tf
h

)2
]

d2Φ3

dx2
1

≈ −1
2
Efbh2tf

d2Φ3

dx2
1

.

Eliminating d2Φ3/dx2
1 between the previous two equations yields the shear stress in

the core in term of the applied shear force

τc =
V2

bh
.

This result indicates that the shear force is carried entirely by a uniform shear stress in
the core. The shear stress in the faces contribute little to the load carrying capability
of the sandwich, although the faces carry most of the bending stress, σ1.

Finally, the strain energy associated with the shear deformation in the sandwich
beam is

dA =
1
2

∫

A

τ2
12

G
dAdx1 =

b

2

∫ h/2

−h/2

τ2
c

Gc
dx2dx1 =

1
2

τ2
c

Gc
bh dx1 =

1
2

V 2
2

bhGc
dx1.

It follows that the shear stiffness of the sandwich is

K22 = bhGc. (15.16)

This analysis reveals an important aspect of the structural behavior of sandwich
structures. Whereas the bending stiffness and strength of sandwich beams are in-
herited solely from the stiffness and strength characteristics of the faces, the shear
stiffness and strength of these structures are inherited from the stiffness and strength
characteristics of the core. Because the mechanical properties of the core are gener-
ally much lower than those of the faces, shear failure in the core can possibly occur
for applied loads far below those that would result in failure of the faces. Conse-
quently, the evaluation of shear stress distributions plays an important role in the
analysis and design of sandwich structures.
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15.1.3 Problems

Problem 15.1. Simply supported beam under uniform load
Consider a beam with a solid rectangular cross-section under shear loads. In the process of
developing a theory to model the deformation of the beam based on the assumption that plane
sections remain plane, the two different shear stress distributions and associated shear strain
distributions have been obtained and are depicted in fig. 15.4. (1) Why is the simplified defor-
mation mode an incorrect solution? (2) Why is the improved deformation mode an incorrect
solution?

Problem 15.2. Simply supported beam under uniform load
Consider a simply supported beam of length L subjected to a uniform transverse load p0.
The beam has a rectangular section of width b and depth h and is made of a homogeneous
material. (1) Find the magnitude and location of the maximum axial stress in the structure.
Sketch the axial stress distribution for this section. (2) Find the magnitude and location of
the maximum shear stress in the structure. Sketch the shear stress distribution for this section.
(3) Is the mid-span deflection of the beam affected by shearing deformations? How can you
assess the importance of this effect? (4) Is the mid-span bending moment in the beam affected
by shearing deformations? How can you assess the importance of this effect? (5) If the beam
is cantilevered at both ends, how would your answers to the last two questions change?

Problem 15.3. Cross-section made of two materials
The cross-section of a sandwich beam is depicted

i2 E , Gf f

b

hhc

E , Gc c

Fig. 15.6. Cross-section made of two
materials.

in fig. 15.6. The subscript (•)c refers to core quan-
tities, whereas the subscript (•)f refers to facing
quantities. (1) Determine the shear stress distribution
over the cross-section. (2) Evaluate the correspond-
ing shear force V2. (3) Plot the shear stress distri-
bution τ12bh/V2 and compute the shearing stiffness
of the section K22/(Gcbh). Use hc/h = 2/3.6,
Ec/Ef = 70/140, Gc/Gf = 70/140. (4) Plot the
shear stress distribution τ12bh/V2 and compute the
shearing stiffness of the section K22/(Gcbh). Con-
sider a sandwich with a soft core Ec ≈ 0 and very thin facings t/h ¿ 1, t = (h− hc)/2.

15.2 Shear deformable beams: an energy approach

Consider the cantilevered beam subjected to distributed transverse loads, p2(x1),
distributed bending moments, q3(x1), a concentrated tip load, P2, and a bending
moment, Q3, as depicted in fig. 15.7. The transverse displacement is assumed to take
place in plane (̄ı2, ı̄1). The strain energy stored in the beam can be evaluated using
the general expression for the strain energy in a three-dimensional solid, eq. (10.46),

A =
1
2

∫ L

0

∫

A
σT ε dAdx1,

where L is the length of the beam and A its cross-sectional area.



802 15 Shearing deformations in beams
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Fig. 15.7. Cantilevered beam under distributed and concentrated transverse loads and bending
moments.

The kinematics are shown in fig. 15.8 where a cross-section containing point
P is shown before and after deformation. Plane sections of the beam are assumed
to remain plane, leading to an axial displacement field in the form of eq. (5.2):
u1(x1, x2, x3) = −x2Φ3(x1), where Φ3(x1) is the rotation of the section about axis
ı̄3 as shown in fig. 15.8. For simplicity, the centroid of the section is assumed to be
located of the origin of the axis system, i.e., x2c = 0. The cross-section of the beam
is also assumed to remain rigid in its own plane, leading to a transverse displacement
field in the form of eq. (5.1), u2(x1, x2, x3) = ū2(x1).

The axial strain distribution is then ob-

i1

i2

d /dxu2 1

d /dxu2 1 F3

P

P

g12

Fig. 15.8. Kinematic assumptions for
shear deformable beams.

tained as ε1 = ∂ū1/∂x1 = −x2 dΦ3/dx1,
and the transverse shear strain is

γ12 =
∂u1

∂x2
+

∂u2

∂x1
= −Φ3+

dū2

dx1
. (15.17)

In Euler-Bernoulli theory, the trans-
verse shear strain is assumed to vanish,
γ12 = 0, and hence the rotation of the sec-
tion, Φ3, is equal to the slope of the beam,
dū2/dx1. In the present development, il-
lustrated in fig. 15.8, the shear strain given
by eq. (15.17) is the difference between the
slope of the beam and the rotation of its
cross-section. The beam slope and sectional

rotation are the independent variables of the theory.
The strain energy expression now reduces to

A =
1
2

∫ L

0

∫

A
(σ1ε1 + τ12γ12) dAdx1.

The stress components, σ2, σ3, and τ23 acting in the plane of the cross-section are
assumed to be much smaller than the axial stress, σ1, and hence, Hooke’s law implies
σ1 = Eε1 and τ12 = Gγ12. Introducing these constitutive relationships and strain
fields into the strain energy yields

A =
1
2

∫ L

0

{[∫

A
Ex2

2 dA
](

dΦ3

dx1

)2

+
[∫

A
G dA

] (
dū2

dx1
− Φ3

)2
}

dx1.
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The term in the first square bracket is the bending stiffness of the beam, Hc
33, see

eq. (5.36). The curvature of the beam is still dΦ3/dx1, but in view of eq. (15.17) it
does not equal d2ū2/dx2

1 as is the case for Euler-Bernoulli beam theory. The two
expressions are different now because the slope of the beam no longer equals the
rotation of the section. The term in the second square bracket is the shear stiffness,
and for beams made of homogeneous, linearly elastic material, this stiffness is GA,
as developed in section 15.1.1. With these results, the strain energy becomes

A =
1
2

∫ L

0

[
Hc

33

(
dΦ3

dx1

)2

+ GA
(

dū2

dx1
− Φ3

)2
]

dx1.

At this point, the transverse shear strain is assumed to be uniformly distributed
over the cross-section, see eq. (15.17). This is a direct consequence of assuming
plane sections to remain plane after deformation, and therefore, the strain distribution
is identical to that of the simplified representation discussed in section 15.1.1. This
explains why the shear stiffness, GA, in the present formulation is identical to that
for the simplified representation.

As discussed in section 15.1.2, the simplified and equilibrium based representa-
tions can be made equivalent from an energy perspective by selecting the average
shear strain to be γave = V2/K22, see eq. (15.12). With the help of eqs. (15.10)
and (15.17), the shear strain energy for the equilibrium based representation is then
dA = 1/2 K22γ

2
ave dx1 = 1/2 K22(dū2/dx1 − Φ3)2. Thus, it is only necessary

to replace the shear stiffness, GA, in the above equation by its more accurate coun-
terpart, K22, to obtain the shearing strain energy corresponding to the equilibrium
based representation. Consequently, the following expression gives the strain energy
stored in a beam subjected to bending and shearing

A =
1
2

∫ L

0

[
Hc

33

(
dΦ3

dx1

)2

+ K22

(
dū2

dx1
− Φ3

)2
]

dx1, (15.18)

where the first term represents the strain energy associated with bending of the beam
and the second is that associated with shearing. The total potential energy of the
complete beam system can now be expressed as

Π =
1
2

∫ L

0

[
Hc

33

(
dΦ3

dx1

)2

+ K22

(
dū2

dx1
− Φ3

)2
]

dx1

−
∫ L

0

(p2ū2 + q3Φ3) dx1 − P2ū2(L)−Q3Φ3(L).

(15.19)

Given the total potential energy, the principle of minimum total potential energy
can be used to derive the governing differential equations of the problem and asso-
ciated boundary conditions. This principle requires the total potential energy to be
stationary for all arbitrary choices of the displacement fields ū2(x1) and Φ3(x1),
leading to
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δΠ =
∫ L

0

[
Hc

33

dΦ3

dx1
δ

(
dΦ3

dx1

)
+ K22

(
dū2

dx1
− Φ3

)
δ

(
dū2

dx1
− Φ3

)]
dx1

−
∫ L

0

(p2 δū2 + q3δΦ3) dx1 − P2δū2(L)−Q3δΦ3(L) = 0.

Integration by parts and interchanging the variational and differential operators then
yields the following expression

δΠ =
∫ L

0

δΦ3

{
− d

dx1

(
Hc

33

dΦ3

dx1

)
−K22

(
dū2

dx1
− Φ3

)
− q3

}
dx1

+
∫ L

0

δū2

{
− d

dx1

[
K22

(
dū2

dx1
− Φ3

)]
− p2

}
dx1 +

[
Hc

33

dΦ3

dx1
δΦ3

]L

0

+
[
K22

(
dū2

dx1
− Φ3

)
δū2

]L

0

− P2δū2(L)−Q3δΦ3(L) = 0.

(15.20)
This expression must vanish for all arbitrary variations δΦ3 and δū2, and there-

fore the two integrand terms in braces must vanish, leading to the Euler-Lagrange
equations for the problem

d
dx1

(
Hc

33

dΦ3

dx1

)
+ K22

(
dū2

dx1
− Φ3

)
= −q3, (15.21a)

d
dx1

[
K22

(
dū2

dx1
− Φ3

)]
= −p2. (15.21b)

For the cantilevered beam depicted in fig. 15.7, the geometric boundary conditions
at the root of the beam are ū2 = 0 and Φ3 = 0. At the tip of the beam, the variations
δΦ3(L) and δū2(L) are arbitrary, and the boundary terms of eq. (15.20) yield the
following boundary conditions

Hc
33

dΦ3

dx1
= Q3, and K22

(
dū2

dx1
− Φ3

)
= P2. (15.22)

These two natural boundary conditions are readily interpreted as M c
3 = Q3 and

V2 = P2, which are the equilibrium equations at the loaded end of the beam.
In summary, the problem of a shear deformable beam is governed by two second

order, coupled ordinary differential equations, eqs. (15.21), for the two unknown
displacement fields, ū2(x1) and Φ3(x1). Four boundary conditions are required to
solve these equations. Once these differential equations are solved, the bending mo-
ment and shear force distributions can be recovered as M c

3 = Hc
33 dΦ3/dx1 and

V2 = K22 (dū2/dx1 − Φ3), respectively.
The governing equations, eqs. (15.21), can be rewritten in terms of stress resul-

tants as dM c
3/dx1 + V2 = −q3, and dV2/dx1 = −p2. They represent the equi-

librium conditions for a differential element of the beam and are identical to those
obtained for Euler-Bernoulli beam theory, see eq. (5.38). This should be expected
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because equilibrium equations always apply, no matter what kinematic assumptions
are made.

While the equilibrium equations are identical for Euler-Bernoulli and shear de-
formable beam theories, the relationships that involve kinematic quantities are dif-
ferent. For instance, in shear deformable beams, the bending moment-curvature re-
lationship is M c

3 = Hc
33dΦ3/dx1. Therefore, it would be erroneous to use the corre-

sponding relationship from Euler-Bernoulli beam theory, i.e., M c
3 6= Hc

33 d2ū2/dx2
1.

Finally, eq. (15.19) for the total potential energy can also be used to obtain ap-
proximate solutions for shear deformable beam problems in a manner similar to that
described in section 11.4.2 for Euler-Bernoulli beams. Both transverse displacement
and sectional rotation fields must be approximated with the help of suitable sets of
shape functions. This technique will be demonstrated in later sections.

15.2.1 Shearing effects on beam deflections

Consider the uniform, cantilevered

i1

i2 P
aL

L

Fig. 15.9. Cantilevered beam with concen-
trated transverse load.

beam of length L subjected to a con-
centrated transverse load P acting at a
distance αL from its root, as depicted
in fig. 15.9. The differential equilib-
rium equations for the beam are given
by eqs. (15.21). For the first segment of
the beam with 0 ≤ x1 ≤ αL, the dif-
ferential equations are

Hc
33

d2Φ3

dx2
1

+ K22

(
dū2

dx1
− Φ3

)
= 0,

d
dx1

[
K22

(
dū2

dx1
− Φ3

)]
= 0.

The boundary conditions at the beam’s root are ū2 = 0 and Φ3 = 0, and at x1 = αL,
they are K22 (dū2/dx1 − Φ3) = P and Hc

33 dΦ3/dx1 = 0.
Integration of the second governing equation yields K22 (dū2/dx1 − Φ3) = c1,

where c1 is an integration constant which is determined from the boundary con-
dition at x1 = αL to be c1 = P . Hence K22 (dū2/dx1 − Φ3) = P . Because
K22 (dū2/dx1 − Φ3) = K22 γave = V2, this means that V2 = P , and therefore the
transverse shear force is constant along the span of the beam, a result that could have
been obtained from simple equilibrium considerations.

Introducing this result into the first governing equation yields Hc
33 d2Φ3/dx2

1 +
P = 0. With the help of the boundary conditions, this integrates to

Φ3 =
PL2

Hc
33

(
−1

2
η2 + αη

)
,

where η = x1/L is the non-dimensional variable along the span of the beam.
Finally, the transverse displacement field is found by integrating dū2/dx1 =

Φ3 + P/K22 and using the boundary condition, Φ3(0) = 0, to find
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ū2 =
PL3

6Hc
33

(−η3 + 3αη2
)

+
PL

K22
η.

A similar process can be followed to find the displacement field over the second
segment of the beam, αL ≤ x1 ≤ L. The boundary conditions at the beam’s tip are
V2 = K22 (dū2/dx1 − Φ3) = 0 and M c

3 = Hc
33 dΦ3/dx1 = 0, whereas continuity

conditions on ū2 and Φ3 are applied at x1 = αL.
The transverse displacement field for the complete beam becomes

ū2(η) =
PL3

6Hc
33

{
η2(3α− η) + 6s̄2η, 0 ≤ η ≤ α,

α2(3η − α) + 6s̄2α, α ≤ η ≤ 1,
(15.23)

where
s̄2 =

Hc
33

K22L2
(15.24)

is a non-dimensional shear flexibility parameter defining the shear flexibility relative
to the bending flexibility.

The sectional rotation is

Φ3(η) =
PL2

2Hc
33

{
η (−η + 2α) , 0 ≤ η ≤ α,

α2, α ≤ η ≤ 1.
(15.25)

The non-dimensional shear flexibility parameter, s̄2, measures the importance
of shear deformations relative to bending deformations. For an Euler-Bernoulli
beam, the shear modulus is assumed to be infinite, the shear stiffness is then also
infinite, and the shear flexibility parameter vanishes. Using s̄2 = 0 in eq. (15.23),
the transverse displacement for an Euler-Bernoulli beam is recovered, see eq. (5.55).

Example 15.2. Shear deformation in a tip loaded cantilevered beam
Consider the case of a cantilevered beam with a tip load, P . The tip deflection is
obtained by introducing α = 1 and η = 1 into eq. (15.23) to find

ū2(1) =
PL3

3Hc
33

(
1 + 3s̄2

)
. (15.26)

The first term represents the tip deflection due to bending, denoted δb, and the second
is the additional contribution due to shear deformation, denoted δs. The ratio of these
two contributions is

δs

δb
= 3s̄2. (15.27)

If the shear stiffness decreases, the shear flexibility parameter increases and the tip
deflection due to shear deformations becomes more and more pronounced compared
to that due to bending.

To relate the shear flexibility parameter to the physical characteristics of beams,
the two cross-sections depicted in fig. 15.10 will be investigated. Consider first a solid
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rectangular section of width b and depth h made of a linearly elastic, homogeneous
material. The shear flexibility parameter is

s̄2 =
bh3E

12
6

5bhG

1
L2

=
1
10

(
E

G

)(
h

L

)2

. (15.28)

The shear flexibility parameter is the product of two ratios: a material property ratio,
E/G, and a geometric aspect ratio, h/L. The material property ratio is the ratio of
Young’s modulus to the shearing modulus. For a linearly elastic, homogeneous and
isotropic material, this ratio is E/G = 2(1 + ν). The geometric aspect ratio is the
ratio of the depth of the beam to its length, and it is a powerful contributor to the
shear flexibility parameter because the ratio is squared.

For many engineering materials such as steel, aluminum, or titanium, Poisson’s
ratio is about 0.3, and the shear flexibility parameter becomes solely a function of
the geometric aspect ratio, s̄2 = 0.26(h/L)2. For long beams, the shear flexibility
parameter quickly tends to zero, and shear deformation effects quickly become neg-
ligible. It is perhaps more useful to consider the reverse reasoning. As the beam’s
length decreases, bending deformations decrease fast, and shear deformations to be-
come relatively more pronounced.

Example 15.3. Shear deformation of a sandwich beam
Consider next a sandwich section such as that depicted in the left part of fig. 15.10
as “cross-section A.” The bending and shearing stiffnesses are given by eqs. (15.15)
and (15.16), respectively, and hence, the shear flexibility parameter becomes

s̄2 =
tbh2Ef

2
1

bhGc

1
L2

=
1
2

(
Ef

Gc

)(
tf
h

)(
h

L

)2

. (15.29)

The shear flexibility parameter is again the product of two ratios: a material property
ratio, Ef/Gc, and a geometric aspect ratio, h/L. The ratio tf/h characterizes the
relative thickness of the faces. The material property ratio is the ratio of Young’s
modulus of the faces, Ef , to the shearing modulus of the core, Gc. There is, of course,
no intrinsic relationship between these two moduli because they are the properties of
two different materials.

Cross-section BCross-section A

h h

b b

tf Ef

Gc

Fig. 15.10. Two different cross-sections for a beam.

Consider, for instance, a sandwich with aluminum faces (Ef = 73 GPa), and an
aluminum honeycomb core (Gc = 1 GPa). The material ratio is then Ef/Gc = 73,
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as compared to E/G = 2.6 for a homogeneous aluminum beam. This implies much
larger shear flexibility parameters for sandwich constructions as compared solid sec-
tions made of homogeneous material. The geometric aspect ratio is the ratio of the
depth of the beam to its length and its effect is similar to that discussed earlier.

To quantitatively assess the importance of shear deformations, the following two
cases will be considered. The first is an aluminum beam (E/G = 2.6) with a rectan-
gular cross-section shown as “cross-section B” in fig. 15.10. Two beam aspect ratios
will be investigated, a long beam, h/L = 1/10, and a shorter beam, h/L = 1/5.

The second case is a sandwich beam with thin composite faces, tf/h = 1/10,
and an aluminum honeycomb core, Ef/Gc = 70 × 109/1 × 109 = 70, shown
as “cross-section A” in fig. 15.10. Here again, both long and short beams will be
considered.

Table 15.1 summarizes the results for the two cases, listing the values of the
shear flexibility parameters given by eqs. (15.28) and (15.29), respectively, and the
corresponding relative magnitude of the transverse displacement due to shear defor-
mations at the tip of the beam, see eq. (15.27).

Table 15.1. Effect of shear deformation on the tip deflection of a tip-loaded cantilevered beam.

Rectangular section Sandwich section
h/L 1/10 1/5 1/10 1/5

s̄2 2.6× 10−3 10.4× 10−3 35.0× 10−3 140.0× 10−3

δs/δb(%) 0.78% 3.1% 10.5% 42%

For the beam with a solid rectangular section, the results indicate a rather small
influence of shearing deformations. Only for very short beams do shearing effects
become significant; beam theory itself, however, is valid only for structures having
one dimension larger than the other two, i.e., L/h À 1. Hence, shearing effects are
unlikely to be very significant for such structures.

This contrasts with the case of sandwich beams. As indicated in table 15.1, much
larger values of the shear flexibility parameter are found for these structures, resulting
in much larger contributions of shear deformations to the total transverse displace-
ment. With a 42% contribution to the total transverse displacement for a sandwich
beam with an aspect ratio h/L = 1/5, shear deformations cannot be ignored. Of
course, the stress resultants in the beam are identical to those obtained from Euler-
Bernoulli beam theory, because stress resultants can be evaluated from equilibrium
considerations alone.

Example 15.4. Cantilevered beam with intermediate support
A cantilevered beam of span L features an intermediate support at location x1 = αL
and is subjected to a tip load, P , as depicted in fig. 15.11. This is a hyperstatic
configuration, and hence the reactions cannot be determined without considering the
deformation of the beam. The force method from section 4.3.3 will be employed and
both bending and shearing deflections will be included.
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To begin, the intermediate support is replaced by a reaction force, R, of unspeci-
fied magnitude. The transverse displacement field under this combined loading then
follows from eq. (15.23)

ū2(η) =
L3

6Hc
33

{
R

[
η2(3α− η) + 6s̄2η

]
+ P

[
η2(3− η) + 6s̄2η

]
, 0 ≤ η ≤ α,

R
[
α2(3η − α) + 6s̄2α

]
+ P

[
η2(3− η) + 6s̄2η

]
, α ≤ η ≤ 1,

where η = x1/L is the non-dimensional variable along the beam’s span.

i1

i2 PaL

L

Fig. 15.11. Cantilevered beam with intermediate support.

The unknown reaction force at the support point is found by imposing the van-
ishing of the transverse displacement at η = α. From ū2(α) = 0, it follows that

R = −α(3− α) + 6s̄2

2α2 + 6s̄2
P = −µP. (15.30)

Because this problem is hyperstatic, the reaction force depends on the deformations
of the system, and in this case, it depends on the magnitude of shearing deforma-
tions as is evident from the presence of the shear flexibility parameter in the above
expression. Substituting for the support reaction force, R, from eq. (15.30) yields the
transverse displacement in terms of the applied load

ū2(η) =
PL3

6Hc
33

{[−(1− µ)η3 + 3(1− αµ)η2 + 6(1− µ)s̄2η
]
, 0 ≤ η ≤ α,[−η3 + 3η2 − 3µα2η + µα3 + 6(η − αµ)s̄2

]
, α ≤ η ≤ 1,

Next, the rotation of the section is found with the help of eq. (15.25)

Φ3(η) =
L2

2Hc
33

{
R

(−η2 + 2αη
)

+ P
(−η2 + 2η

)
, 0 ≤ η ≤ α,

R
(
α2

)
+ P

(−η2 + 2η
)
, α ≤ η ≤ 1,

and introducing the support reaction force yields the sectional rotation in terms of
the applied load

Φ3(η) =
PL2

2Hc
33

{[−(1− µ)η2 + 2(1− αµ)η
]
, 0 ≤ η ≤ α,(−η2 + 2η − µα2

)
, α ≤ η ≤ 1.

The bending moment distribution in the beam then follows from the sectional con-
stitutive law, M3 = dΦ3/dx1, as
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M3(η) = PL

{
[−(1− µ)η + (1− αµ)] , 0 ≤ η ≤ α,

(1− η) , α ≤ η ≤ 1.

Finally, the shear force distribution is found from the sectional constitutive law, V2 =
K22(dū2/dx1 − Φ3), as

V2(η) = P

{
(1− µ), 0 ≤ η ≤ α,

1, α ≤ η ≤ 1.

Figure 15.12 shows the transverse displacement distribution and sectional rota-
tion of the beam for α = 0.6. The first case shown on the figure is an Euler-Bernoulli
solution obtained by setting s̄2 = 0 in the above expressions. For the second case, a
beam with an aspect ratio, h/L = 1/10, is assumed with a solid rectangular cross-
section made of aluminum. The shear flexibility parameter, s̄2, given by eq. (15.28),
is s̄2 = 0.0026. The third case features a sandwich beam with tf/h = 1/10 and
Ef/Gc = 70. The shear flexibility parameter, s̄2, given by eq. (15.29), is s̄2 = 0.035,
assuming h/L = 1/10. Little difference is observed between the Euler-Bernoulli
solution (s̄2 = 0) and the shear deformable solution with s̄2 = 0.0026. For the sand-
wich structures, however, the beam’s tip displacement is markedly larger, 67%, as
compared to Euler-Bernoulli predictions.
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Fig. 15.12. Transverse displacement (top fig-
ure) and sectional rotation (bottom figure) of
the cantilevered beam with an intermediate
support, α = 0.6. Shear flexibility parameter
s̄2 = 0, solid line; s̄2 = 0.0026, dotted line;
s̄2 = 0.035, dashed line.

h

M
/ 

P
L

3
V

/ 
P

2

Fig. 15.13. Bending moment (top figure)
and shear force (bottom figure) of the can-
tilevered beam with an intermediate support,
α = 0.6. Shear flexibility parameter s̄2 = 0,
solid line; s̄2 = 0.0026, dotted line; s̄2 =
0.035, dashed line.

Figure 15.13 shows the bending moment and shear force distributions along the
beam for the same three cases. Here again, little difference is observed between the
Euler-Bernoulli solution (s̄2 = 0) and the shear deformable solution with s̄2 =
0.0026. For the overhanging portion of the beam, α ≤ η ≤ 1, the stress resultants
are readily obtained from equilibrium considerations and hence, are identical for all
values of the shear flexibility parameter.
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For the remaining portion of the beam, 0 ≤ η ≤ α, the stress resultants are
dependent on the reaction force at the support. This reaction force is obtained from
a kinematic conditions, ū2(η = α) = 0, and is a function of the deformation of
the beam. Consequently, in this portion of the beam, both displacements and stress
resultants are affected by shearing deformations.

Two features of the shear deformable solution are worth noting. First, the root
slope of the beam does not vanish; indeed, at η = 0, dū2/dx1 = PL2/Hc

33 (1 −
µ)s̄2 = (1 − µ)P/K22 = V2/K22 = γ12. Clearly, the root shear strain does not
vanish, and hence, the slope of the beam is not zero, although the sectional rotation
does indeed vanish. Second, the slope of the beam is discontinuous at the intermedi-
ate support. To see this, let α− = α − ε and α+ + ε where ε → 0 denote stations
of the beam just before and after the intermediate support, respectively. It is then
readily found that dū2(α+)/dx1 − dū2(α−)/dx1 = PL2/Hc

33 µs̄2 = Pµ/K22 =
−R/K22. Clearly, the slope discontinuity is a direct consequence of the shear force
discontinuity at the same location.

Example 15.5. Unit load method for beams including shear deformations
The transverse deflections of beams including shear deformations can be calculated
using the unit load method developed section 9.7.6. The unit load method is a direct
application of the principle of complementary virtual work and states that ∆δD +
δW ′

I = 0, where ∆ is the prescribed displacement, δD the virtual driving force, and
δW ′

I the complementary internal virtual work in the beam. For an Euler-Bernoulli
beam, this latter quantity is given by eq. (9.79b). To include shear deformations in
the unit load method, the complementary internal virtual work done by virtual shear
forces undergoing actual shear strains must also be taken into account.

For beams presenting symmetry with respect to plane (̄ı1, ı̄2) and subjected to
bending moments M3 only, the complementary internal virtual work reduces to
δW ′

I = − ∫ L

0
κ3δM3dx1. With the addition of the complementary internal virtual

work done by virtual shear forces undergoing actual shear strains, this becomes

δW ′
I = −

∫ L

0

(κ3δM3 + γaveδV2) dx1, (15.31)

where γave is given by eq. (15.12).
Following the reasoning developed section 9.7.6, the unit load method applied to

shear deformable beams leads to the following expression for the displacement at a
point of the beam

∆ =
∫ L

0

(
M3M̂3

Hc
33

+
V2V̂2

K22

)
dx1. (15.32)

A unit load is applied at the point and in the direction of the desired displacement
component. The bending moment distribution, M3, and shear force distribution, V2,
are those acting in the beam under the action of the externally applied loads. The
bending moment distribution, M̂3, and shear force distribution, V̂2, are statically ad-
missible bending moment and shear force distributions in equilibrium with the unit
load. The displacement component, ∆, is then computed by eq. (15.32).
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To illustrate the unit load method applied to shear deformable beams, consider
a cantilevered beam of length L subjected to a tip load P . For this isostatic prob-
lem, the bending moment and shear force distributions are easily found from statics
considerations as M3 = −Px1 and V2 = P , respectively. The statically admissible
bending moment and shear force distributions in equilibrium with a unit tip load are
then M̂3 = −x1 and V̂2 = 1, respectively. Equation (15.32) then yields the desired
tip displacement as

∆ =
∫ L

0

[
(−Px1)(−x1)

Hc
33

+
(P )(1)
K22

]
dx1 =

1
3

PL3

Hc
33

+
PL

K22
.

Introducing the shear flexibility parameter, s̄, defined in eq. (15.24), leads to

∆ =
1
3

PL3

Hc
33

(
1 + 3s̄2

)
,

which agrees with eq. (15.26).

15.2.2 Shearing effects on buckling

In chapter 14, the buckling load of a simply supported beam under axial compressive
loads is found using Euler-Bernoulli beam theory. If the beam is shear deformable,
the additional compliance of the system will lower the buckling load, implying that
the predictions based on Euler-Bernoulli theory overestimate the actual buckling
load.

To investigate the effect of shear deformation on buckling loads, an energy ap-
proach will be used. Consider a uniform, simply-supported beam subjected to an end
compressive load of magnitude P . The total potential energy of the system is ob-
tained by combining the strain energy for a shear deformable beam, eq. (15.18), and
the potential of the axial load, eq. (14.37), to find

Π =
1
2

∫ L

0

Hc
33

(
dΦ3

dx1

)2

dx1 +
1
2

∫ L

0

K22

(
dū2

dx1
− Φ3

)2

dx1

− 1
2

∫ L

0

P

(
dū2

dx1

)2

dx1,

where the first term represents the strain energy associated with the bending of the
beam, the second term that associated with its shearing, and the last term the work
done by the axial compressive load, P .

The following displacement shape functions will be assumed

ū2(x1) = q1 sin
πx1

L
, Φ3(x1) = q2 cos

πx1

L
. (15.33)

The mode shape assumed for the transverse displacement corresponds to the exact
solution of the problem using Euler-Bernoulli theory. The mode shape assumed for
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the sectional rotation is the derivative of the assumed transverse displacement. Be-
cause the sectional rotation is not equal to the slope of the beam, coefficients q1 and
q2 are different for a shear deformable beam.

Introducing the assumed shape functions into the expression for the total poten-
tial energy and integrating over the beam span then yields

Π =
1
2

L

2

[
Hc

33

(π

L

)2

q2
2 + K22

((π

L

)2

q2
1 −

2π

L
q1q2 + q2

2

)
− P

(π

L

)2

q2
2

]
.

This expression can be recast into a matrix format as two quadratic forms given by

Π =
1
2

qT L

2




(π

L

)2

K22 −π

L
K22

−π

L
K22

(π

L

)2

Hc
33 + K22


 q − 1

2
qT PL

2

[(π

L

)2

0

0 0

]
q

=
1
2

qT K q − 1
2
qT PK

G
q,

where q = {q1, q2}T is the solution array, K the stiffness matrix, and K
G

the geo-
metric stiffness matrix. The buckling equation is now given by eq. (14.48), and the
vanishing of the determinant leads to

(π

L

)2
[(π

L

)2

Hc
33 + K22

]
Pcr −

(π

L

)4

K22H
c
33 = 0.

Solving for the buckling load yields

Pcr =
π2Hc

33/L2

1 + π2Hc
33/(K22L2)

.

The buckling load can be written in terms of the shear flexibility parameter de-
fined by eq. (15.24) and the buckling load for an Euler-Bernoulli beam, PEuler =
π2Hc

33/L2, eq. (14.25), as

Pcr =
PEuler

1 + π2s̄2
.

For Euler-Bernoulli beams, s̄2 = 0, and Pcr = PEuler, as expected. For shear de-
formable beams, s̄2 > 0, and the buckling load is always lower than PEuler due to
the additional flexibility of the system.

To quantify this effect, the beams with solid rectangular and sandwich sections
described in section 15.2.1 will be examined again. Table 15.2 lists the ratios of the
buckling loads to the Euler loads for the various cases. Shear deformation has a more
pronounced effect on buckling loads than on static deflections. For the sandwich sec-
tions, the results indicate a 26% or 58% decrease in buckling load as compared to
Euler-Bernoulli predictions for aspect ratios h/L = 1/10 and 1/5, respectively.
Clearly, the inclusion of shear deformation effects is critically important when com-
puting the buckling loads of a system, even for long, slender sandwich beams.
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Table 15.2. Effect of shear deformation on the buckling load of a simply supported beam.

Rectangular section Sandwich section
h/L 1/10 1/5 1/10 1/5

s̄2 2.6× 10−3 10.4× 10−3 35.0× 10−3 140.0× 10−3

Pcr/PE 0.98 0.91 0.74 0.42

15.2.3 Problems

Problem 15.4. Cantilevered beam under distributed bending moment
Consider a shear deformable, cantilevered beam subjected to a uniform, distributed bending
moment q3(x1) = q0. (1) Write the governing differential equations of the problem. (2) Write
the boundary conditions of the problem. (3) Find the tip transverse displacement and sectional
rotation distributions along the beam. (4) Is the tip deflection affected by shear deformations?

Problem 15.5. Four-point bending test
The four-point bending test set-up depicted in fig. 5.19 is routinely used to experimentally
determine the bending stiffness of a beam. The load, P , applied by the testing machine is
transmitted to the test sample through two rollers; the applied load is reacted underneath the
test sample by two additional rollers. The deformation of the test sample is measured by
two strain gauges, one located on top and the other on the bottom of the sample, as shown in
fig. 5.19. Let εt and εb be the strain measurements at the top and bottom locations, respectively.
(1) Using Euler-Bernoulli beam theory, describe the data reduction procedure that evaluates
the test sample’s bending stiffness given the measured load, P , and strain gauge readings, εt

and εb. (2) What correction should be made to the data reduction procedure if the test sample
is a shear deformable, sandwich structure.

Problem 15.6. Cantilevered beam with a uniform distributed load
Derive the governing equations and associated boundary conditions for the shear deformable
cantilevered beam with uniform distributed load depicted in fig. 15.14. (1) Develop a solution
for the bending deflection, ūb

2, (assume s̄2 = 0). (2) Construct an approximate solution for
the shear deformable beam. Use ūb

2 as the shape function for the transverse displacement field
and dūb

2/dx1 as that for the rotation field. (3) Use the principle of minimum total potential
energy to find the approximate solution. (4) Construct a table similar to table 15.1 and discuss
the results.

i1

i2

L

p0

Fig. 15.14. Cantilevered beam with a uni-
form distributed load.

i1

i2

L

D

Fig. 15.15. Clamped-clamped beam with tip
deflection.
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Problem 15.7. Clamped-clamped beam with support misalignment
A uniform beam of length, L, is clamped at both ends, but the right hand support is mis-
aligned by a vertical distance, ∆, as depicted in fig. 15.15. (1) Plot the transverse displacement
field ū2(η)/∆ over the span of the beam, η = x1/L. (2) Plot the bending moment distri-
bution, L2M3(η)/(Hc

33∆), over the span of the beam. (3) Plot the shear force distribution,
L3V2(η)/(Hc

33∆), over the span of the beam. For each question, consider the following cases:
(a) the beam has no shearing deformations (i.e., assume Euler-Bernoulli beam theory); (b) the
beam is made of steel and has a rectangular cross-section with E/G = 2.6 and h/L = 1/5,
see section A in fig. 15.10; (c) the beam has a sandwich cross-section with Ef/Gc = 35,
t/h = 1/10, h/L = 1/5, see section B in fig. 15.10. Parameter s̄2 = Hc

33/(K22L
2) can be

used to characterize the shearing deformations. For each of the three questions, plot the results
for the three cases on on a single graph.

Problem 15.8. Measuring sectional shear stiffness
Figure 15.16 depicts the experimental set-up for the four-point and three-point bending tests.
The four-point bending test is discussed in example 5.3. In the four-point bending test, the
test section is subjected to bending only, and in the three-point bending test, the test section
is subjected to combined bending and shearing. Assume that the test sample is of sandwich
construction with the configuration shown in fig. 15.10. The beam shear stiffness is denoted
K22. (1) Compute the deflection of point M, denoted ∆4, for the four-point bending test.
(2) Compute the deflection of point M, denoted ∆3, for the three-point bending test. (3) Use
these results to develop an expression for the shear stiffness, K22, in term of the deflections,
∆4 and ∆3, and the beam properties. (4) Using a simple first order analysis, determine the
sensitivity of this expression to errors in the measurement of ∆4 and ∆3. This can be done by
constructing a first order Taylor’s series expansion for K22 in terms of ∆4 and ∆3. Comment
on your results.

Pd d

L

P

3-point test4-point test

h

L

M M

Fig. 15.16. Beam under 4-point and 3-point loading.

Problem 15.9. Cantilevered beam with tip rotational spring
Consider a cantilevered beam of length, L, with a tip rotational spring of stiffness, k, de-
picted in fig. 15.17. The beam is subjected to an end compressive load, P . Use an en-
ergy method to compute the buckling load of the system. The effects of shearing defor-
mations should be included in your analysis. Assume the following displacement modes:
ū2 = a (1− cos πx1/2L), Φ3 = b sin πx1/2L. The following notation will be convenient
to use: PE = π2Hc

33/(4L2), s̄2 = π2Hc
33/(4K22L

2), k̄ = 8kL/(π2Hc
33, where Peuler is

the buckling load of the system without the tip spring and ignoring shearing deformations, s̄2

is the shearing deformation parameter, and k∗ is the non-dimensional stiffness of the torsional
spring.
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i1

i2

L

Pk

Fig. 15.17. Cantilevered beam with tip tor-
sional spring.
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L

aL
P

A

Fig. 15.18. Cantilevered beam with interme-
diate support.

Problem 15.10. Simply supported beam on an elastic foundation
Consider a simply supported beam of length L resting on an elastic foundation of stiffness
constant k, as shown in fig. 15.19. The beam is subjected to an axial compressive force, P .
Shearing deformations should be taken into account. Use an energy approach with the fol-
lowing assumed modes: ū2 =

∑∞
n=1 Un sin nπx1/L; Φ3 =

∑∞
n=1 Φn cos nπx1/L. The

following notation will be convenient to use: s̄2 = π2Hc
33/(K22L

2), k̄ = kL4/(π4Hc
33).

(1) Find the buckling load of the system as a function k̄. (2) For a value of k̄ = 12.0 × 103,
find the buckling mode shape n and the buckling load of the system P/Peuler when shearing
deformations are neglected. (3) Same questions when shearing deformation are taken into ac-
count. Use a beam of rectangular cross-section with h/L = 1/10 and E/G = 2.6. (4) Same
questions for a beam of rectangular cross-section with h/L = 1/10 and E/G = 28. Note: In
section 14.3, this problem is treated under the assumption of negligible shearing deformations.

i1

i2

Elastic foundation k

L

P

Fig. 15.19. Simply supported beam on an elastic foundation.

Problem 15.11. Cantilevered beam with intermediate support
The cantilevered beam depicted in fig. 15.18 is subjected to a tip load P . The tip of a second
cantilevered beam contacts the first at point A. The lower and upper beams have a uniform
bending stiffness, Hc

33, uniform shearing stiffnesses, K22, and are of length L and αL, re-
spectively. (1) Find the displacement fields for the two beams. (2) On one graph, plot the
distribution of non-dimensional transverse displacement, Hc

33ū2/(PL3), for both beams. (3)
Plot the distribution of non-dimensional rotation, Hc

33Φ3/(PL2), for both beams. (4) Plot the
distribution of non-dimensional bending moment, M3/(PL), for both beams. (5) Plot the dis-
tribution of non-dimensional transverse shear force, V2/P , for both beams. Use α = 0.25.
(6) Study the behavior of the system as α → 0. (7) Plot the non- dimensional force in the
intermediate support, F/P , as a function of α ∈ [0, 0.5]. (8) Plot the distribution of non-
dimensional transverse tip displacement, Hc

33ū2/(PL3), as a function of α ∈ [0, 0.5]. (9)
Plot the distribution of non-dimensional root bending moment, M3/(PL), as a function of
α ∈ [0, 0.5] for both beams. (10) Plot the distribution of non-dimensional root shear force,
V2/P , as a function of α ∈ [0, 0.5] for both beams. Comment on your results. For each
question, consider the following three cases: (a) the beam has no shearing deformations (i.e.,
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assume Euler-Bernoulli beam theory); (b) the beam is made of steel and has a rectangular
cross-section with E/G = 2.6 and h/L = 1/5, see section A in fig. 15.10; (c) the beam
has a sandwich cross-section with Ef/Gc = 35, t/h = 1/10, h/L = 1/5, see section B in
fig. 15.10.
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Kirchhoff plate theory

Chapter 5 develops the analysis of beams, which are structures presenting one dimen-
sion that is much larger than the other two. The present chapter focuses on another
type of structural component, plates, which are defined as structures possessing one
dimension far smaller than the other two. The mid-plane of the plate lies along the
two long dimensions of the plate, whereas the normal to the plate extends along the
shorter dimension. The term “plate” is usually reserved for flat structures, while the
term “shell” refers to a curved plate.

The long, slender wings of an aircraft can be analyzed, to a first approximation,
as beams, but a more refined analysis will treat the upper and lower skins of the wing
as thin plates supported by ribs and longerons or stiffeners. Aircraft wings with a
small aspect ratio cannot be treated as beams because two of their dimensions are
large compared to their thickness. Such structures, however, can often be treated
as plates. Aircraft fuselages are also constructed of thin-walled structures stiffened
with ribs and longerons, and the thin-walled portions between the stiffeners can be
viewed as thin plates. Finally, portions of thin-walled beams such as those studied in
chapter 8 can be modeled as plates when considering localized behavior induced by
attachments or supports, for instance.

Solid mechanics theories describing plates, more commonly referred to simply
as plate theories, play an important role in structural analysis because they provide
tools for the analysis of structures that are commonly used. Although more sophisti-
cated tools, such as fully three-dimensional finite element methods, are now widely
available for the analysis of complex structures, plate and shell models are often
used because they provide valuable insight into the behavior of these structures and
are computationally simpler.

Beam theories reduce the analysis of complex, three-dimensional structures
to one-dimensional problems. Indeed, the equations of Euler-Bernoulli and Timo-
shenko beam theories, as presented in chapters 5 and 15, respectively, lead to ordi-
nary differential equations expressed in terms of a single span-wise variable along the
axis of the beam. In contrast, plate theories reduce the analysis of three-dimensional
structures to two-dimensional problems. The equations of plate theory are partial
differential equations in the two dimensions defining the mid-plane of the plate.
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One widely used theory for thin plates, Kirchhoff plate theory, is based on as-
sumptions that are closely related to those of Euler-Bernoulli beam theory described
in section 5.1. Whereas the assumptions of beam theory deal with the kinematics of
the cross-section of the beam, the assumptions of Kirchhoff plate theory deal with the
kinematics of a normal material line, i.e., a set of material particles initially aligned
in a direction normal to the mid-plane of the plate.

A fundamental assumption of Kirchhoff plate theory is that the normal material
line is infinitely rigid along its length, i.e., no deformations occur in the direction
normal to plate’s mid-plane. This assumption parallels the beam theory assumption
that the cross-section of the beam is infinitely rigid in its own plane, i.e., no defor-
mations occur in the plane of the cross-section. Two additional assumptions deal
with the displacements of the material line in the plate’s mid-plane. During defor-
mation, the normal material line is assumed to remain, (1) straight, and (2) normal
to the deformed mid-plane of the plate. These assumptions parallel the beam theory
assumptions stating that during deformation, the beam’s cross-section remains, (1)
plane, and (2) normal to the deformed axis of the beam.

16.1 Governing equations of Kirchhoff plate theory

The development of Kirchhoff plate theory closely parallels the development of
Euler-Bernoulli beam theory, and a similar treatment will be followed. First, the
Kirchhoff assumptions and their implications are discussed in detail in section 16.1.1.
These assumptions are of a purely kinematic nature and allow the displacement and
strain fields of the plate to be expressed in terms of a two-dimensional, mid-plane
displacement field. Next, the stress resultants are defined in section 16.1.2 and the
equilibrium equations of the plate are developed in section 16.1.3. The plate consti-
tutive laws presented in section 16.1.4 complete the development of Kirchhoff plate
theory.

16.1.1 Kirchhoff assumptions

A plate is a structure that possesses one dimension that is far smaller than the other
two. Consider, for instance, the thin rectangular plate of width, a, length, b, and
thickness, h, depicted in fig. 16.1. This structure is considered to be a plate when
h/a ¿ 1 and h/b ¿ 1. The coordinate system used for the problem is selected in
such a way that axis ı̄3 is normal to the plane of the plate, whereas axes ı̄1 and ı̄2
define the mid-plane of the plate, as shown in fig. 16.1.

As discussed in the previous section, the assumption of Kirchhoff plate theory
parallel those of Euler-Bernoulli beam theory presented in section 5.1. As is the case
for Euler-Bernoulli beam theory, the Kirchhoff assumptions are of a purely kinematic
nature, and can be summarized by the following statements.

Assumption 1: The normal material line is infinitely rigid along its own length.
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Fig. 16.1. Rectangular plate of thickness h.

Assumption 2: The normal material line of the plate remains a straight line after
deformation.

Assumption 3: The straight normal material line remains normal to the deformed
mid-plane of the plate.

These assumptions are known as the Kirchhoff assumptions for plates. Experi-
mental measurements show that these assumptions are valid for thin plates made of
homogeneous, isotropic materials. When one or more of theses conditions are not
met, the predictions of Kirchhoff plate theory might become inaccurate. The mathe-
matical and physical implications of these assumptions will be discussed in detail in
this chapter.

Displacement field

Since the normal material line does not deform along its length, the displacement of
any point along this line in the direction normal to the plate is the same, leading to

u3(x1, x2, x3) = ū3(x1, x2), (16.1)

where u3(x1, x2, x3) is the transverse displacement of any point of the plate and
ū3(x1, x2) that of the normal material line. The normal material line may rotate
during this displacement, but these rotations are assumed to be small enough to have
negligible effect on the transverse displacement field.

Next, because the normal material line remains a straight line after deformation,
its displacement field in the plane of the plate, also called the in-plane displacement
field, is at most a linear function of coordinate x3, and can be written as

u1(x1, x2, x3) = ū1(x1, x2) + x3Φ2(x1, x2), (16.2a)
u2(x1, x2, x3) = ū2(x1, x2)− x3Φ1(x1, x2), (16.2b)

where u1(x1, x2, x3) and u2(x1, x2, x3) are the in-plane displacements of any point
of the plate, ū1(x1, x2) and ū2(x1, x2) those of the mid-point of the normal material
line, and Φ1(x1, x2) and Φ2(x1, x2) the rotations of the material line about axes ı̄1
and ı̄2, respectively.

Note the sign convention used here: displacements u1, u2, and u3 or ū1, ū2, and
ū3 are positive along axes ı̄1, ı̄2, and ı̄3, respectively. Similarly, Φ1 and Φ2 are the
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Fig. 16.2. Rotations of the normal line and slopes of the plate.

rotations of the normal material line, counted positive about axes ı̄1 and ı̄2, respec-
tively.

Finally, the normal material line is assumed to remain normal to the deformed
mid-plane of the plate. As depicted in fig. 16.2, this assumption implies that the
slopes of the plate are equal to the rotations of the material line, and leading to

Φ1 =
∂ū3

∂x2
, Φ2 = −∂ū3

∂x1
. (16.3)

The complete displacement field of the plate is found by combining eqs. (16.1),
(16.2), and (16.3), to find

u1(x1, x2, x3) = ū1(x1, x2)− x3
∂ū3

∂x1
, (16.4a)

u2(x1, x2, x3) = ū2(x1, x2)− x3
∂ū3

∂x2
, (16.4b)

u3(x1, x2, x3) = ū3(x1, x2). (16.4c)

This three-dimensional displacement field is defined in terms of three displacements,
ū1(x1, x2), ū2(x1, x2), and ū3(x1, x2), and the derivatives of the transverse dis-
placement with respect to variables x1 and x2. The three displacement components,
ū1(x1, x2), ū2(x1, x2), and ū3(x1, x2), can be interpreted as the mid-point displace-
ments of the normal material line.

The structure of the displacement field implied by eqs. (16.4) is a direct con-
sequence of the Kirchhoff assumptions and allows the development of a two-
dimensional plate theory in which the unknown displacement field is a spatial func-
tion solely of the in-plane coordinates, x1 and x2.

Strain field

The strain field can be evaluated from the displacement field defined by eqs. (16.4)
using eqs. (1.63) and (1.71) to find the transverse strain

ε3 =
∂u3

∂x3
= 0. (16.5)
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The vanishing of the strain component in the direction normal to the plate is a direct
consequence of the first assumption of Kirchhoff plate theory: the normal material
line is infinitely rigid along its own length.

The transverse shearing strains are found is a similar manner

γ13 =
∂u1

∂x3
+

∂u3

∂x1
= −∂ū3

∂x1
+

∂ū3

∂x1
= 0, γ23 =

∂u2

∂x3
+

∂u3

∂x2
= −∂ū3

∂x2
+

∂ū3

∂x2
= 0.

(16.6)
The vanishing of the transverse shear strain components is a direct consequence of
the third assumption of Kirchhoff plate theory: the normal material line remains nor-
mal to the deformed mid-plane of the plate. The 90 degree angle between the normal
material line and the plate’s mid-plane remains a 90 degree angle, implying the van-
ishing of the corresponding shear strain components, see eq. (1.64).

The in-plane strains become

ε1 =
∂u1

∂x1
=

∂ū1

∂x1
− x3

∂2ū3

∂x2
1

, ε2 =
∂u2

∂x2
=

∂ū2

∂x2
− x3

∂2ū3

∂x2
2

, (16.7)

and finally, the in-plane shear strain is

γ12 =
∂u1

∂x2
+

∂u2

∂x1
=

∂ū1

∂x2
+

∂ū2

∂x1
− 2x3

∂2ū3

∂x1∂x2
. (16.8)

The in-plane strains vary linearly through the thickness of the plate, as implied by
their linear dependency on coordinate x3.

It is convenient to introduce the array of plate mid-plane strains, defined as

ε0 =
{

∂ū1

∂x1
,
∂ū2

∂x2
,
∂ū1

∂x2
+

∂ū2

∂x1

}T

=
{
ε01, ε02, ε012

}T
, (16.9)

where the notation (·)0 or (·)0 is a reminder that these quantities are strains at the
mid-plane of the plate, i.e., at x3 = 0. Similarly, the array of plate curvatures is
defined as

κ =
{

∂2ū3

∂x2
2

, −∂2ū3

∂x2
1

, 2
∂2ū3

∂x1∂x2

}T

=
{
κ1, κ2, κ12

}T
. (16.10)

In summary, the strain component in the direction normal to the mid-plane of the
plate and the transverse shearing strain components vanish. The only non-vanishing
strain components are the in-plane strains that can be written as

ε1 = ε01 + x3 κ2, ε2 = ε02 − x3 κ1, γ12 = ε012 − x3 κ12. (16.11)

In addition, a more compact matrix notation is defined,

ε = ε0 + x3 S κ, (16.12)

where the array of in-plane strains is
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ε = [ε1, ε2, γ12]
T

, (16.13)

and matrix S is defined as

S =




0 1 0
−1 0 0

0 0 −1


 . (16.14)

The permutation matrix, S, is introduced solely to change signs and reorder the cur-
vatures components; it enables the compact notation of eq. (16.12). Thus, the product
S κ = κ̂ simply defines a new array of curvatures, κ̂, which differ from those defined
in eq. (16.10) by only a sign convention: κ̂1 = κ2, κ̂2 = −κ1, and κ̂12 = −κ12. Note
that κ̂1 is the curvature of the plate about axis ı̄1, and κ̂2 is the negative of the curva-
ture about axis ı̄2. Finally, the twisting curvature, κ̂12, is the negative of κ12. Matrix
S simply performs a change in the sign convention for the curvatures, and it will be
used frequently for this purpose throughout the remainder of this chapter. Finally,
note that matrix S is orthogonal, i.e., ST S = I , where I is the identity matrix.

16.1.2 Stress resultants

The internal forces and moment in beam theory are expressed in terms of sectional
stress resultants defined in section 5.3. Similar quantities will be defined for plates.
Consider a differential element of the plate of infinitesimal dimensions dx1 and dx2

in the plane of the plate, but of finite thickness, h, equal to that of the plate, as
depicted in the right portion of fig. 16.3.
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Fig. 16.3. Stress resultants acting on a differential element of the plate.

First, the in-plane stress components, σ1, acting on the face normal to axis ı̄1 is
integrated over this face to find the axial force, N1. A similar integral of the stress
component σ2 over the face normal to axis ı̄2 yields the axial force N2, and finally,
the in-plane force, N12, results from integration of the shear stress component, τ12.
The three in-plane forces are defined as
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N1(x1, x2) =
∫

h

σ1 dx3, (16.15a)

N2(x1, x2) =
∫

h

σ2 dx3, (16.15b)

N12(x1, x2) =
∫

h

τ12 dx3, (16.15c)

where the notation
∫

h
(·) dx3 is used instead of the more cumbersome

∫ +h/2

−h/2
(·) dx3.

It is important to understand that the term “in-plane force” is incorrect, because
the in-plane forces are, in fact, in-plane forces per unit span. Indeed, examination of
eqs. (16.15) reveals that the units of these forces are force per unit length, N/m in
the SI system. The in-plane shear forces acting on the faces normal to axes ı̄1 and
ı̄2 are equal due the principle of reciprocity of shear stresses, see eq. (1.5). Equa-
tions (16.15) can be written in a more compact form as

N =
∫

h

σ dx3, (16.16)

where N is the array of in-plane forces defined as

N =
{
N1, N2, N12

}T
, (16.17)

and σ the array of in-plane stresses

σ =
{
σ1, σ2, τ12

}T
. (16.18)

Next, the transverse shearing stress components, τ13 and τ23, are integrated over
the faces normal to axes ı̄1 and ı̄2, respectively, to find the corresponding transverse
shear forces, Q1 and Q2, respectively, as

Q1(x1, x2) =
∫

h

τ13 dx3, (16.19a)

Q2(x1, x2) =
∫

h

τ23 dx3. (16.19b)

Here again, the term “transverse shear force” is misleading, because these forces are,
in fact, transverse shear forces per unit span. Indeed, examination of eqs. (16.19)
reveals that the units of these forces are force per unit length, N/m in the SI system.

In beams, the transverse shear forces are denoted V2 and V3. Shear force V2 acts
on the beam’s cross-section, along axis ı̄2 and shear force V3 acts on the same cross-
section, along axis ı̄3. In plates, the transverse shear forces per unit span are denoted
Q1 and Q2 but the subscript now refers to the orientation of the face on which they
act. Shear force Q1 acts on the face normal to axis ı̄1, along axis ı̄3 and shear force
Q2 acts on the face normal to axis ı̄2, along axis ı̄3.

Finally, the first moments of the in-plane stress components, σ1 and σ2, are de-
termined by integration over the faces normal to axes ı̄1 and ı̄2, respectively, to yield
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the bending moments, M2 and −M1, respectively Similarly, the first moment of the
in-plane shear stress component, τ12, is called the twisting moment, M12. These three
stress resultants are defined as

M1(x1, x2) = −
∫

h

x3σ2 dx3, (16.20a)

M2(x1, x2) =
∫

h

x3σ1 dx3, (16.20b)

M12(x1, x2) = −
∫

h

x3τ12 dx3. (16.20c)

Note the sign convention used for the bending moments: M1 and M2 are positive
about axes ı̄1 and ı̄2, respectively, but act on faces normal to axes ı̄2 and ı̄1, respec-
tively1. In view of the principle of reciprocity of shearing stresses, see eq. (1.5),
the twisting moments acting on mutually orthogonal faces are equal in magnitude.
The sign convention implied by eq. (16.20c) is that twisting moment M12 is positive
about axis ı̄1 on the face normal to this axis, but negative about axis ı̄2 on the face
normal to this axis. It is important to understand that the terms “bending moment”
or “twisting moment” are incorrect, because these moments are, in fact, moment per
unit span. Indeed, examination of eqs. (16.20) reveals that the units of these moment
are those of a force, N·m/m = N in the SI system.

Equations (16.20) can be recast in a more compact form as

M = ST

∫

h

σx3 dx3, (16.21)

where M is the array of bending moments defined as

M =
{
M1,M2,M12

}T
. (16.22)

Permutation matrix S is defined by eq. (16.14). The product M̂ = S M simply
defines a new array of plate bending moments which differ from those defined in
eq. (16.20) by only a sign convention: M̂1 = M2, M̂2 = −M1, and M̂12 = −M12.

16.1.3 Equilibrium equations

Figure 16.1 shows the loading applied to the plate; it consists of in-plane pressures,
denoted p1(x1, x2) and p2(x1, x2), acting along axes ı̄1 and ı̄2, respectively. Fur-
thermore, a transverse pressure, p3(x1, x2), also acts along axis ı̄3. These externally
applied forces have units of pressure or load per unit area of the plate, N/m2 or Pas-
cals in the SI system.

The left portion of fig. 16.4 shows the free body diagram of a differential ele-
ment of the plate with all the in-plane forces and externally applied loads. Imposing

1 In some texts, this notation is reversed and M1 is defined as the moment due to σ1 about
axis ı̄2, and vice versa for M2.
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the vanishing of the sum of the forces along axis ı̄1 yields −N1dx2 − N12dx1 +
(N12 + ∂N12/∂x2 dx2)dx1 + (N1 + ∂N1/∂x1 dx1)dx2 + p1 dx1dx2 = 0. After
simplification, this leads to

∂N1

∂x1
+

∂N12

∂x2
= −p1, (16.23a)

∂N12

∂x1
+

∂N2

∂x2
= −p2, (16.23b)

where the second equations results from imposing the vanishing of the forces along
axis ı̄2.
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dx1
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N   + N  / x dx12 12 2 2¶ ¶

N2

Fig. 16.4. Left figure: free body diagram for the equilibrium of in-plane forces. Right figure:
free body diagram for the equilibrium of transverse shear forces.

The right portion of fig. 16.4 shows the free body diagram of a differential ele-
ment of the plate with all the out-of-plane forces and externally applied loads. Impos-
ing the vanishing of the sum of the forces along axis ı̄3 yields −Q2dx1 −Q1dx2 +
(Q2 + ∂Q2/∂x2 dx2)dx1 + (Q1 + ∂Q1/∂x1 dx1)dx2 + p3 dx1dx2 = 0. After
simplification, this becomes

∂Q1

∂x1
+

∂Q2

∂x2
= −p3. (16.24)

Equilibrium of the differential element of the plate also implies the vanishing
of the sum of the moments about axes ı̄1, ı̄2, and ı̄3. Figure 16.5 shows the free
body diagram of a differential element of the plate with all applied moments and
shear forces. Imposing the vanishing of the sum of the moments about axis ı̄1 yields
−M1dx1−M12dx2 +(M1 +∂M1/∂x2 dx2)dx1 +(M12 +∂M12/∂x1 dx1)dx2 +
Q2 dx1dx2 = 0. After simplification, this becomes
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∂M2

∂x1
− ∂M12

∂x2
−Q1 = 0, (16.25a)

∂M12

∂x1
+

∂M1

∂x2
+ Q2 = 0, (16.25b)

where the second equation results from imposing the vanishing of the sum of the
moments about axis ı̄2.

The free body diagram appearing in the left portion of fig. 16.4 is conveniently
used to express the moment equilibrium condition about axis ı̄3 and leads to N12 −
N12 = 0, but this equations bring no new information about equilibrium. The reason
for this apparent loss of information is clear: the in-plane shear forces acting on
two normal faces are equal in magnitude because of the principle of reciprocity of
shear stresses, see eq. (1.5). The principle of reciprocity of shear stresses is obtained
from moment equilibrium conditions. Because this moment equilibrium condition is
already used to infer the equality of in-plane shear forces, it is not unexpected that a
second application of the same equilibrium condition brings no new information to
light.
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Fig. 16.5. Free body diagram for the equilibrium of bending moment and shear forces.

16.1.4 Constitutive laws

The plate is assumed to be made of a linearly elastic, isotropic material that obeys
Hooke’s law, see eqs. (2.4). The magnitudes of the stresses acting in the plane of the
plate, σ1 and σ2, should be much larger than that of the transverse stress component,
σ3: σ1 À σ3 and σ2 À σ3. Consequently, the transverse stress component is as-
sumed to be vanishingly small, σ3 ≈ 0. For this stress state, the generalized Hooke’s
law, eqs. (2.4), reduce to

σ1 =
E

1− ν2
(ε1 + νε2) , σ2 =

E

1− ν2
(νε1 + ε2) , σ3 ≈ 0. (16.26)
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The constitutive laws for shear stress and shear strain components, see eqs. (2.9), re-
main unchanged. The constitutive laws for the in-plane stress and strain components
are written in a compact matrix form as

σ = C ε, (16.27)

where C is the stiffness matrix for the plane stress state given by eq. (2.16), ε the
in-plane strain array defined by eq. (16.13) and σ the in-plane stress array defined by
eq. (16.18).

When describing the plate’s kinematics, it is assumed that the normal material
line does not deform along its length, and therefore, the transverse strain vanishes,
see eq. (16.5). When dealing with the plate’s constitutive laws, the transverse stress
component is assumed to vanish. This is an inconsistency of Kirchhoff plate theory
that uses two contradictory assumptions: the vanishing of both transverse strain and
stress components. In view of Hooke’s law, these two quantities cannot vanish si-
multaneously. Indeed, if σ3 = 0, eq. (2.4c) results in ε3 = −ν(σ1 + σ2)/E, which
implies that the transverse strain does not vanish due to Poisson’s effect. Because this
effect is very small, assuming the vanishing of this strain component when describing
the plate’s kinematics does not cause significant errors for most problems.

The relationship between the in-plane force, N1, and plate deformations is found
by introducing the reduced Hooke’s law into the definition of the in-plane force,
eq. (16.15a), to find

N1 =
∫

h

σ1 dx3 =
∫

h

E

1− ν2

[
(ε01 + x3κ2) + ν(ε02 − x3κ1)

]
dx3

=
hE

1− ν2
(ε01 + νε02),

where the plate in-plane strain field is expressed in terms of plate mid-plane strains
and curvatures using eq. (16.12). Similar developments will yield the other in-plane
force components. It is convenient to recast the results in a matrix form as

N = A ε0, (16.28)

where the in-plane stiffness matrix is

A = hC (16.29)

and C the material stiffness matrix defined in eq. (2.16).
Next, the relationship between the bending moment, M1, and plate deformations

is found by introducing the reduced Hooke’s law into the definition of the bending
moment, eq. (16.20a), to find

M1 = −
∫

h

x3σ2 dx3 = −
∫

h

Ex3

1− ν2

[
ν(ε01 + x3κ2) + (ε02 − x3κ1)

]
dx3

=
Eh3

12(1− ν2)
(−νκ2 + κ1),
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where the plate in-plane strain field is expressed in terms of plate mid-plane strains
and curvatures using eq. (16.12). Similar developments will yield the other bending
moment component, M1, and the twisting moment, M12. It is convenient to recast
the results in a matrix form as

M = D̃ κ, (16.30)

where the bending stiffness matrix for homogeneous, isotropic plates is

D̃ =
Eh3

12(1− ν2)




1 −ν 0
−ν 1 0
0 0 (1− ν)/2


 . (16.31)

16.1.5 Stresses due to in-plane forces and bending moments

Once a constitutive law is defined, the stresses in the plate due to bending and stretch-
ing can be determined. Using the constitutive laws, eqs. (16.27), the in-plane stress
components can be expressed in terms of the in-plane strain components as

σ = C ε = C(ε0 + x3 S κ),

where the second equality follows from eq. (16.12). Next, the in-plane strain and
curvature components are expressed in terms of the in-plane forces and bending mo-
ments using eqs. (16.28) and (16.30), respectively, to find

σ = C
[
A−1N + x3S D̃

−1
M

]
. (16.32)

16.1.6 Summary of Kirchhoff plate theory

In summary, Kirchhoff plate theory is characterized by the following sets of equa-
tions.

1. Six strain-displacement equations: three equations define the mid-plane strains
in terms of the plate in-plane displacements, see eqs. (16.9), and three equa-
tions define the plate curvatures in terms of the transverse displacement, see
eqs. (16.10).

2. Five equilibrium equations: two equations express the equilibrium conditions for
the in-plane forces, see eqs. (16.23), one equation expresses the vertical force
equilibrium condition, see eq. (16.24), and finally, two equations express the
moment equilibrium conditions, see eqs. (16.25).

3. Six constitutive laws: three equations state the relationship between the in-plane
forces and mid-plane strains, see eqs. (16.28), and three equations state the rela-
tionship between the bending moments and plate curvatures, see eqs. (16.30).

Kirchhoff plate theory involves seventeen equations for the following seventeen un-
knowns: six components of strain, three mid-plane strains and three curvatures, eight
stress resultants, three in-plane forces, three bending moments and two transverse
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shear forces, and three components of displacement. Given the proper boundary con-
ditions, it therefore should be possible to solve this problem.

A cursory investigation of the governing equations indicates that the problem can
be separated into two simpler problems.

1. The in-plane problem. This problem involves eight unknowns: the three in-plane
forces, the three mid-plane strains, and the two in-plane displacement compo-
nents. The eight governing equations are: three stain-displacement equations re-
lating the mid-plane strains to the in-plane displacements, see eqs. (16.9), two
equations of equilibrium involving the in-plane forces, see eqs. (16.23), and
three constitutive laws relating the in-plane forces to the mid-plane strains, see
eqs. (16.28).

2. The bending problem. This problem involves nine unknowns: the three bending
moments, the two transverse shear forces, the three curvatures, and the trans-
verse displacement. The nine governing equations are: three stain-displacement
equations relating the curvatures to the transverse displacement, see eqs. (16.10),
three equations of equilibrium involving the bending moments, see eqs. (16.25),
and shear forces, see eq. (16.24), and three constitutive laws relating the bending
moments to the curvatures, see eqs. (16.30).

For linearly elastic, homogeneous and isotropic materials, the in-plane and bend-
ing problems decouple from each other. The in-plane problem is, in fact, identical
to the two-dimensional, plane stress elasticity problem described in section 3.3. The
in-plane forces of plate theory are the through-the-thickness integral of the corre-
sponding in-plane stress components which are assumed to be constant through the
thickness of the plate. Because it is a two-dimensional elasticity problem of the kind
treated in section 3.3, solutions of the in-plane problem will not be pursued here;
the solutions methods developed in chapter 3 are directly applicable. Solution proce-
dures for the bending problem will be developed in the following sections.

16.2 The bending problem

The bending problem can be reduced to a single partial differential equation for
the plate transverse displacement, ū3. First, the moment equilibrium equations,
eqs. (16.25), are used to find the shear forces, which are then introduced into the
vertical equilibrium equation, eq. (16.24), to find a single relationship among the
three moment components,

∂2M2

∂x2
1

− 2
∂2M12

∂x1∂x2
− ∂2M1

∂x2
2

= −p3. (16.33)

Next, the strain-displacement equations, eqs. (16.10), are introduced into the consti-
tutive laws, eqs. (16.30), to express the bending and twisting moments in terms of
derivatives of the transverse displacements as
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M1 =
Eh3

12(1− ν2)
(κ1 − νκ2) =

Eh3

12(1− ν2)

(
∂2ū3

∂x2
2

+ ν
∂2ū3

∂x2
1

)
, (16.34a)

M2 =
Eh3

12(1− ν2)
(−νκ1 + κ2) =

Eh3

12(1− ν2)

(
−ν

∂2ū3

∂x2
2

− ∂2ū3

∂x2
1

)
, (16.34b)

M12 =
Eh3

24(1 + ν)
κ12 =

Eh3

12(1 + ν)
∂2ū3

∂x1∂x2
. (16.34c)

Finally, the bending and twisting moment components are introduced into the mo-
ment equilibrium equation, eq. (16.33), to find a single, partial differential equation
for the transverse displacement component

∂4ū3

∂x4
1

+ 2
∂4ū3

∂x2
1∂x2

2

+
∂4ū3

∂x4
2

=
p3

D
, (16.35)

where the plate bending stiffness, D, is defined as

D =
Eh3

12(1− ν2)
. (16.36)

The basic equation of Kirchhoff plate bending theory, eq. (16.35), is the bihar-
monic partial differential equation for the transverse displacement, which can be
written in a more compact manner with the help of the Laplacian operator, ∇2, de-
fined by eq. (3.2),

∇4ū3 =
p3

D
. (16.37)

16.2.1 Typical boundary conditions

The basic governing differential equation for plates is a fourth-order, partial differen-
tial equation for the transverse displacement, ū3, given by eq. (16.37). The solution
of this differential equation will require a proper set of boundary conditions. For a
rectangular plate, two boundary conditions are required along each of the four edges
of the plate. This section will focus on different types of boundary conditions ap-
plied to the edge of the plate located at x1 = a; similar developments will yield the
corresponding boundary conditions along the other three edges of the plate.

1. Clamped edge. Figure 16.6 illustrates the situation where the edge of the plate
at x1 = a is clamped. Clearly, the transverse displacement must vanish along
the edge, and because the rotation of the normal line is equal to the slope of the
plate, see eq. (16.3), the slope of the plate also vanishes, leading to the following
geometric boundary conditions,

ū3 = 0;
∂ū3

∂x1
= 0. (16.38)

2. Simply supported edge. Figure 16.6 also illustrates the situation where the edge
of the plate at x1 = a is simply supported. Clearly, the transverse displacement
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must vanish along the edge, and because the pivot line cannot resist a bending
moment, the bending moment, M2, must also vanish along the edge. In view of
eq. (16.34b), this latter condition implies −ν ∂2ū3/∂x2

2 − ∂2ū3/∂x2
1 = 0. Be-

cause the transverse displacement vanishes along the edge, so does its derivative
with respect to x2, and this boundary condition reduces to ∂2ū3/∂x2

1 = 0. The
boundary conditions along a simply supported edge become

ū3 = 0;
∂2ū3

∂x2
1

= 0. (16.39)
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i3 i3
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Clamped
edge

Simply supported
edge
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Fig. 16.6. Boundary conditions for clamped and simply supported edges.

3. Free edge. The free edge boundary condition is shown in fig 16.7 for an edge
perpendicular to axis ı̄1. No geometric conditions apply, and because the edge
is free of any externally applied loads, the bending moment, twisting moment,
and transverse shear force must all three vanish, i.e., the boundary conditions
are M2 = 0, M12 = 0, and Q1 = 0. Unfortunately, it is not possible to en-
force these three boundary conditions because the fourth-order partial differen-
tial equations only requires two boundary conditions along each edge. To over-
come this problem, Kirchhoff introduced the concept of total vertical load, il-
lustrated on the right portion of fig. 16.7. The twisting moment, M12dx2, acting
on a differential element of length, dx2, along the free edge can be replaced by
an equipollent system consisting of two vertical force of magnitude M12 sepa-
rated by a moment arm, dx2. A similar representation of the twisting moment
is depicted in the figure for the neighboring differential element. At each of the
common boundaries between elements, the total vertical force, V1dx2, is equal
to M12dx2−M12dx2−∂M12/∂x2dx2 +Q1dx2, or expressed in force per unit
length

V1 = Q1 − ∂M12

∂x2
=

∂M2

∂x1
− 2

∂M12

∂x2
, (16.40)

where the last equality follows from the moment equilibrium equation (16.25a).
Note that the total vertical edge load, V1, has the same units as the vertical shear
force, Q1, namely load per unit span, N/m. The proper boundary conditions to
apply along the free edge perpendicular to axis ı̄1 are now M2 = 0 and V1 = 0.
Finally, the boundary conditions must be expressed in terms of the transverse
displacement ū3 and its derivatives with the help of eqs. (16.34), to find the
moment and shear conditions,
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Fig. 16.7. Boundary conditions for free edge.

∂2ū3

∂x2
1

+ ν
∂2ū3

∂x2
2

= 0;
∂3ū3

∂x3
1

+ (2− ν)
∂3ū3

∂x1∂x2
2

= 0. (16.41)

While a free edge is an easily understood concept, the associated boundary con-
ditions are not easily expressed.

4. Edge with a linear spring. It is often the case that an edge of the plate is rest-
ing on an elastic foundation which is conveniently represented by a distributed
linear spring as illustrated in fig. 16.8. Note that the spring representing the elas-
tic foundation is a distributed spring with a stiffness, k, having units of force
per length per length or, N/m2. In addition, the bending moment, M2, is as-
sumed to vanish along the edge. Considering the free body diagram shown in
the right portion of fig. 16.8, the total vertical load, V1, must be equal to the
load the distributed spring applies to the plate, so V1 = −kū3. The minus sign
in this relationship comes from the sign convention for the plate: the transverse
displacement is positive along axis ı̄3, but the total vertical load applied to the
spring is positive in the opposite direction. These two boundary conditions can
be expressed in terms of the transverse displacement, leading to the following
moment and shear conditions,

∂2ū3

∂x2
1

+ν
∂2ū3

∂x2
2

= 0;
∂3ū3

∂x3
1

+(2−ν)
∂3ū3

∂x1∂x2
2

− 12k(1− ν2)
Eh3

ū3 = 0. (16.42)
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V1 u3
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Free body diagram

Fig. 16.8. Boundary conditions for an edge with a linear spring.

5. Edge with a rotational spring. It may often be the case that the rotation of a
simply supported edge of the plate is restrained by an elastic connection which
is conveniently represented by a distributed rotational spring as illustrated in
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fig. 16.9. Note that the spring representing the elastic connection is a distributed
spring with a stiffness, k, having units of moment per radian per length or, N/rad.
In addition, the transverse displacement, ū3, is assumed to vanish along the edge
(similar to the simply supported boundary condition for a beam). Considering the
free body diagram shown in the right portion of fig. 16.9, the distributed bending
moment, M2, must be equal to the moment the distributed spring applies to the
plate, M2 = k ∂ū3/∂x1. Note that due to the sign conventions, the bending
moment applied to the spring and the plate rotation are both negative about axis
ı̄2. These two boundary conditions can be expressed in terms of the transverse
displacement, leading to

ū3 = 0;
∂2ū3

∂x2
1

+ ν
∂2ū3

∂x2
2

+
12k(1− ν2)

Eh3

∂ū3

∂x1
= 0. (16.43)

Fig. 16.9. Boundary conditions for an edge with a rotational spring.

The boundary conditions along the other three edges of the plate at x1 = 0,
x2 = 0, or x2 = b, are similar to the expressions given above. It is also possible
to consider different combinations of geometric and force boundary conditions de-
pending on the particular physical configuration under study. For example, an edge
may be supported by both a rotational and linear spring, or by a linear spring with
fixed rotation. In other cases, it may be necessary to permute the subscripts for other
edges not considered above. For example, for a free edge condition along x2 = 0, or
x2 = b, the total vertical load, V2, must be introduced

V2 = Q2 − ∂M12

∂x1
= −∂M1

∂x2
− 2

∂M12

∂x1
, (16.44)

and recast in terms of the transverse displacement, ū3.

Twisting moment

Twisting moments applied along one or more edges of the plate require further dis-
cussion. Consider the case of an edge, say at x1 = a, subjected to a uniform twisting
moment, M12 = M0. The boundary conditions are similar to those of a free edge,
M2 = 0 and V1 = Q1 − ∂M12/∂x2 = 0 − 0 = 0. It is clear that the edge does not
“see” the applied constant twisting moment, which seems to indicate that an edge
subjected to a constant twisting moment is, in fact, a free edge.
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Next, consider the case where two adjacent edges of the plate are subjected to
constant twisting moments, M0. Note that using the same reasoning as employed for
the free edge analysis, the total vertical load along the edge vanishes, V1 = Q1 −
∂M12/∂x2 = 0 − 0 = 0. At the corner between the two edges, however, the same
reasoning leads to an applied corner force, R = 2M12.

As shown in fig. 16.10, if the plate is subjected to constant twisting moments,
M12 = M0, along its four edges, this loading is equivalent to free edges but four
forces, each of magnitude R = 2M0, are applied in alternating up and down direc-
tions at each of the four corners. This type of loading is called corner force bending.
The corner force can be expressed in terms of the derivatives of the transverse dis-
placement at the corner

R = 2M12 = 2D
1− ν

2
κ12 = 2(1− ν)D

∂2ū3

∂x1∂x2
. (16.45)

If a plate is subjected to a constant twisting moment, M12 = M0, along one of its
edges, two forces, each of magnitude R = M0 and opposite direction, will arise at
the boundaries of the edge. Corner forces will appear when the edges of the plate are
subjected to twisting moments. For instance, a plate simply supported along its four
edges will develop reaction twisting moments along the edges and reaction forces at
the four corners.

R = 2M0

M0

M0

M0

M0

2M0

2M0

2M0

2M0

M   = M12 0

M   = M12 0

"Corner
force"

bending

Uniform edge
twisting moment

Fig. 16.10. Loading the edge of a plate with a uniform twisting moment. Plate under corner
force bending

16.2.2 Simple plate bending solutions

Consider a plate subjected only to loading applied along its edges. The governing
differential equation, see eq. (16.37), becomes the homogeneous biharmonic equa-
tion, ∇4ū3 = 0. Consider now a solution of the type ū3 = A x2

1 + B x1x2 + C x2
2,
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where A, B, and C, are three arbitrary constants. This solution satisfies the govern-
ing equation, and the bending and twisting moments are easily evaluated with the
help of eqs. (16.34) to find

M1 = D

(
∂2ū3

∂x2
2

+ ν
∂2ū3

∂x2
1

)
= D(2C + ν2A), (16.46a)

M2 = D

(
ν

∂2ū3

∂x2
2

+
∂2ū3

∂x2
1

)
= −D(2νC + 2A), (16.46b)

M12 = D(1− ν)
∂2ū3

∂x1∂x2
= D(1− ν)B, (16.46c)

which reveals that the bending and twisting moments are uniform throughout the
plate. From eqs. (16.25), it follows that the shear forces vanish throughout the plate:
Q1 = ∂M2/∂x1 − ∂M12/∂x2 = 0, and Q2 = −∂M12/∂x1 − ∂M1/∂x2 = 0.
Finally, eqs. (16.40) and (16.44) show that the total vertical load also vanish, V1 =
Q1 − ∂M12/∂x2 = 0, and V2 = Q2 − ∂M12/∂x1 = 0.

The unknown constants of the problem are readily evaluated in terms of the bend-
ing moments by inverting eqs. (16.46) to find

A = −M2 + νM1

2D(1− ν2)
, C =

M1 + νM2

2D(1− ν2)
, B =

M12

D(1− ν)
. (16.47)

Three case are now considered that correspond to different edge loading of the
plate.

Synclastic bending

In the first case, all four edges of the plate are subjected to bending moments of
equal magnitude in such a way that M1 = M0 and M2 = −M0, as illustrated in
fig. 16.11. The unknown constants corresponding to this loading case are obtained
from eqs. (16.47) as A = M0/[2D(1 + ν)], C = M0/[2D(1 + ν)], and B = 0.
Hence, the transverse displacement field in the plate is

ū3 =
M0

2D(1 + ν)
(x2

1 + x2
2). (16.48)

This solution is called synclastic bending, and the plate deforms into the shape of a
sphere, as depicted in fig. 16.12.

Anticlastic bending

In the second case, all four edges of the plate are subjected to bending moments of
equal magnitude in such a way that M1 = M0 and M2 = M0, as illustrated in
fig. 16.13. The unknown constants corresponding to this loading case are obtained
from eqs. (16.47) as A = −M0/[2D(1 − ν)], C = M0/[2D(1 − ν)], and B = 0.
Hence the transverse displacement field in the plate is
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Fig. 16.11. Transverse displacement distribu-
tion for synclastic bending.
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Fig. 16.12. Transverse displacement distribu-
tion for synclastic bending.

ū3 = − M0

2D(1− ν)
(x2

1 − x2
2). (16.49)

This solution of the problem is called anticlastic bending, and the plate deforms into
the shape of a hyperbolic paraboloid, depicted in fig. 16.14.
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Fig. 16.13. Transverse displacement distribu-
tion for anticlastic bending.
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Fig. 16.14. Transverse displacement distribu-
tion for anticlastic bending.

Corner force bending

In the last case, all four edges of the plate are subjected to twisting moments of equal
magnitude, in such a way that M12 = M0, as illustrated in fig. 16.15. The applied
bending moments are zero, M1 = M2 = 0. The unknown constants corresponding to
this loading case are obtained from eqs. (16.47) as A = C = 0, and B = M0/[D(1−
ν)]. Hence, the transverse displacement field for the plate is

ū3 =
M0

D(1− ν)
x1x2. (16.50)
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This solution of the problem is called corner force bending, and the plate deforms
into the shape of a hyperbolic paraboloid, depicted in fig. 16.16.
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Fig. 16.15. Transverse displacement distribu-
tion for corner force bending.
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Fig. 16.16. Transverse displacement distribu-
tion for corner force bending.

Other plate bending solutions

The treatment of plates with pressure loading, p3, or with concentrated transverse
loads requires development of general solutions to the governing nonhomogeneous
biharmonic partial differential equation, eq. (16.37). This is a rich area of mathemat-
ical theory and exact and approximate solutions will be developed in later sections.

16.2.3 Problems

Problem 16.1. Plate with various boundary conditions
State the governing differential equation and the boundary conditions for the plate bending
problem shown in fig. 16.17.

Problem 16.2. Rectangular plate with edge moments
A rectangular plate is acted upon by edge moments M0, as shown in fig. 16.18. Find
the solution of this problem for the transverse displacement ū3(x1, x2), bending moments
M1(x1, x2), M2(x1, x2) and M12(x1, x2), and transverse shear forces Q1(x1, x2) and
Q2(x1, x2). Plot the deflected shape of the plate and the various stress resultants.

Problem 16.3. Plate with various boundary conditions
In section 16.2.1, five types of boundary conditions are given for the edge x1 = a of a rectan-
gular plate. Write the corresponding five sets of boundary conditions for the edge x2 = 0.

Problem 16.4. Plate with given deflection field
Consider the solution U3 = αx2

1x2 for a rectangular plate of dimensions x1 ∈ [0, a], x2 ∈
[0, b]. (1) Check that this solution satisfies the governing differential equations of plates. (2)
State the boundary conditions of the problems it solves and sketch the problem statement.
Give the boundary conditions along all four edges.
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Fig. 16.17. Rectangular plate with various
boundary conditions.
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Fig. 16.18. Rectangular plate with edge
moments.

16.3 Anisotropic plates

The last section treats plates made of homogeneous, linearly elastic, isotropic materi-
als. However, many aerospace applications feature anisotropic plates. The anisotropy
of these structures arises from the use of layered composite materials or from direc-
tional stiffening. Laminated composite plates and directionally stiffened plates will
examined in this section.

16.3.1 Laminated composite plates

Section 2.6 describes the mechanical behavior of lamina consisting of fibers all
aligned in a single direction and embedded in a matrix material. The mechanical
properties, both stiffness and strength, are highly directional. Consequently, such
lamina are not suitable for carrying stresses in several directions simultaneously. A
possible solution to this problem is the use of laminated plates which consist of a
number of lamina, often called “layers” or “plies,” stacked on top of each other to
form the plate.

Figure 16.19 depicts such a laminated plate consisting of N superposed plies.
Axes ı̄1 and ı̄2 are located at the mid-plane of the plate, and axis ı̄3 is perpendicular
to that plane. These axes form the reference system for the plate. The ith lamina
has a fiber orientation angle θ[i], and is located at a distance x

[i]
3 from the plate’s

mid-plane. The fiber orientation angle is counted positive in the counter clockwise
direction from axis ı̄1. The thickness of each lamina is t[i] = x

[i+1]
3 −x

[i]
3 . The various

lamina often have the same thickness, although this is not necessary.
Laminates will be described by the ply angle characterizing each layer, starting

from the bottom ply. For instance, [±45, 02, 02,∓45], is the notation used to describe
an 8-ply laminate. The first layer, starting from the bottom of the laminate, has a fiber
angle of +45 degrees, the next a -45 degree orientation. Next come two lamina with
a 0 degree angles, and so on up to the last layer at the top of the laminate which has
a +45 degree angle.

In many instances, laminates possess mid-plane symmetry, i.e., for each lamina
below the mid-plane, there is a lamina of identical thickness, orientation angle, and
position above the mid-plane. In such case, the top half of the laminate is a mirror
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Fig. 16.19. Definition of a laminated plate.

image of the bottom half. This symmetry is reflected in the notation as well. It is
not necessary to repeat the description of the top half of the laminate: the notation
[±45, 02, 02,∓45] is equivalent to [±45, 02]S , where the notation [.]S indicates the
mid-plane symmetry.

16.3.2 Constitutive laws for laminated composite plates

The constitutive laws for laminated plates relate the loads applied to the plate to
the resulting deformations, as is done in section 16.1.4 for homogeneous, isotropic
plates. These constitutive laws must be distinguished from the constitutive laws that
characterize an individual lamina, as discussed in sections 2.6.1 and 2.6.2. The goal
of the present analysis is to relate the behavior of the laminate to that of the individual
lamina.

The in-plane forces, eq. (16.16), can be related to the plate deformations by in-
troducing the constitutive laws for an individual lamina, eq. (2.78), and the in-plane
strain field resulting from Kirchhoff assumptions, eqs. (16.13), to find

N =
∫

h

C (ε0 + x3 S κ) dx3 =
[∫

h

C dx3

]
ε0 +

[∫

h

C x3 dx3

]
S κ.

A similar treatment for the bending moments, eq. (16.21), yields

S M =
∫

h

C (ε0 + x3 S κ)x3 dx3 =
[∫

h

C x3 dx3

]
ε0 +

[∫

h

C x2
3 dx3

]
S κ.

The following matrices are defined

A =
∫

h

C dx3; (16.51a)

D =
∫

h

C x2
3 dx3; (16.51b)

B =
∫

h

C x3 dx3. (16.51c)

With the help of these matrices, the laminate constitutive laws can be written in a
compact matrix form as
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{

N
S M

}
=

[
A B
B D

]{
ε0

S κ

}
. (16.52)

If the laminate presents mid-plane symmetry, matrix B vanishes. Indeed, the
lamina stiffness matrix C is then a symmetric function through the plate thickness,
but x3 clearly is antisymmetric, so the product C x3 is antisymmetric as well and
integrates to zero through the thickness of the plate. Consequently, the constitutive
laws for mid-plane symmetric laminates reduce to

N = A ε0, (16.53)

and
M = ST D S κ. (16.54)

The meaning of the three matrices defined in eqs. (16.51) is now clear. Matrix
A relates the in-plane forces to the plate mid-plane strains; it is called the in-plane
stiffness matrix. Matrix D relates the bending moments and the plate curvatures; it is
called the bending stiffness matrix. Matrix B, called the coupling stiffness matrix is
nonzero for laminates that do not present mid-plane symmetry.

16.3.3 The in-plane stiffness matrix

Consider a laminate consisting of N plies each made of an identical material oriented
at various angles, θ[i]. The following array stores the independent entries of the in-
plane stiffness matrix, A, arranged as follows

A =
{
A11, A22, A12, A66, A16, A26

}T
. (16.55)

In view of the definition of the in-plane stiffness matrix, eq. (16.51a), it follows
that A =

∫
h

C(θ) dx3, where array C contains the corresponding components of
the lamina stiffness matrix, C, defined by eq. (2.84). The integration through the
thickness of the plate can be seen as a summation of the integrals over the various
plies,

A =
N∑

i=1

∫ x
[i+1]
3

x
[i]
3

C(θ[i]) dx3.

where θ[i] is the fiber orientation angle for the ith ply, see fig. 16.19. The ith lamina
can be assumed to be a homogeneous, transversely isotropic material with constant
stiffness properties through its thickness, hence,

A =
N∑

i=1

C(θ[i])
∫ x

[i+1]
3

x
[i]
3

dx3 =

[
N∑

i=1

χ(θ[i])
∫ x

[i+1]
3

x
[i]
3

dx3

]
α

= h

[
N∑

i=1

x
[i+1]
3 − x

[i]
3

h
χ(θ[i])

]
α,
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where the constitutive law for the lamina, eq. (2.86), is used, and h is the total lami-
nate thickness.

The components of the in-plane stiffness array now become

A = h χAα, (16.56)

where matrix χA is defined as

χA =




1 1 χA
1 χA

2

1 1 −χA
1 χA

2

1 −1 0 −χA
2

0 1 0 −χA
2

0 0 χA
3 /2 χA

4

0 0 χA
3 /2 −χA

4




. (16.57)

Coefficient h appearing in eq. (16.56), is introduced to render the following in-plane
stiffness lay-up parameters as non-dimensional quantities,

χA
1 =

N∑

i=1

x
[i+1]
3 − x

[i]
3

h
cos 2θ[i], (16.58a)

χA
2 =

N∑

i=1

x
[i+1]
3 − x

[i]
3

h
cos 4θ[i], (16.58b)

χA
3 =

N∑

i=1

x
[i+1]
3 − x

[i]
3

h
sin 2θ[i], (16.58c)

χA
4 =

N∑

i=1

x
[i+1]
3 − x

[i]
3

h
sin 4θ[i]. (16.58d)

Although the laminate may comprise a large number of plies, the in-plane stiff-
ness matrix depends only on the four lay-up parameters defined in eqs. (16.58). Ar-
rays (2.83) and (16.58) for a lamina, and laminate, respectively, present a striking
similarity: the trigonometric function, cos 2θ[i], for the lamina, is replaced by the lay-
up parameter, χA

1 , for the laminate. In fact, the lay-up parameters are obtained from
a rule of mixture, each lamina contribution, cos 2θ[i], is weighted by the lamina rela-
tive thickness, t[i]/h = (x[i+1]

3 − x
[i]
3 )/h. The other lay-up parameters are weighted

averages of the other trigonometric functions, cos 4θ[i], sin 2θ[i], and sin 4θ[i].
Because the weighting factor is simply the lamina thickness, the position of the

lamina in the laminate is unimportant, and therefore the in-plane stiffness matrix is
said to be stacking sequence independent. It is interesting to note that the lay-up
parameters are bounded by -1 and +1, like the trigonometric functions they contain,

−1 ≤ χA
1,2,3,4 ≤ 1. (16.59)

If the laminate possesses mid-plane symmetry, the laminate constitutive laws
reduce to (16.53), which, in a reduced form, become
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1
h

N = σ̄ =
1
h

A ε0, (16.60)

where σ̄ is the average stress through-the-thickness of the laminate. The reduced
constitutive laws express a proportionality between the laminate average stresses and
the mid-plane strains.

Inverting eq. (16.60) yields the constitutive laws in compliance form

ε0 =
[

1
h

A

]−1

σ̄, (16.61)

where
[
A/h

]−1 is the laminate in-plane compliance matrix. This matrix can be ex-
perimentally measured using tests similar to those described in section 2.6.1.

Some laminates are built in such a way that for each lamina at an angle θ, there
is a corresponding lamina of equal thickness at an angle−θ. In that case, the last two
lay-up parameters χA

3 and χA
4 vanish, because the sine functions are odd functions of

the fiber orientation angle. For such laminates, called balanced laminates, the stiff-
ness matrix components A16 and A26 are zero. This means that balanced laminates
present no coupling between extension and shearing.

16.3.4 Problems

Problem 16.5. Shear moduli of tubes
The shear moduli G of thin-walled tubes have been measured experimentally for tubes made
of an identical material with the various lay-ups listed in table 16.1. Determine how well this
data correlates with classical lamination theory by plotting the shear modulus as a function
of a lay-up parameter to be determined. From the experimental data, determine the material
invariants α2 and α4.

Table 16.1. Tube lay-ups and corresponding shear moduli.

Lay-up G [GPa] Lay-up G [GPa] Lay-up G [GPa]
[±45◦]3 29.36 [0◦]12 4.64 [±30◦]3 23.90

[0◦3,±45◦]s 14.59 [0◦2,±45◦]s 17.36 [0◦4, (±45◦)3] 20.25
[±15◦]3 11.80

Problem 16.6. Uniaxial test on a cross-ply laminate
Experimental measurements have been made for the following material constants of a lamina:
E1 = 134 GPa, E2 = 8.6 GPa, and ν12 = 0.29. The shearing modulus for the lamina is to
be measured from a uniaxial test on a cross-ply laminate made of that material with the lay-up
[±45◦]s. The laminate is subjected to a force F1 and the corresponding strain ε1 is measured,
as depicted in fig. 16.20. The slope of the force F1 versus strain ε1 is found to be 9.5 MN/m.
If the ply thickness of the material is tp = 125 µm, find the lamina shearing modulus G12.



16.3 Anisotropic plates 845

F1
F1

e1

Fig. 16.20. Configuration of the uniaxial test on a cross-ply laminate.

16.3.5 The bending stiffness matrix

Consider once more a laminate consisting of N plies each made of an identical mate-
rial oriented at various angles, θ[i]. The following array stores the independent entries
of the bending stiffness matrix, D, arranged as follows

D =
{
D11, D22, D12, D66, D16, D26

}T
. (16.62)

In view of the definition of bending stiffness matrix, eq. (16.51b), it follows that
D =

∫
h

C(θ)x2
3 dx3, where array C contains the corresponding components of

the lamina stiffness matrix, C, defined by eq. (2.84). The integration through the
thickness of the plate can be seen as a summation of the integrals over the various
plies

D =
N∑

i=1

∫ x
[i+1]
3

x
[i]
3

C(θ[i])x2
3 dx3.

where θ[i] is the fiber orientation angle for the ith ply, see fig. 16.19. The ith lamina is
assumed to be a homogeneous, transversely isotropic material with constant stiffness
properties through its thickness, and hence,

D =
N∑

i=1

C(θ[i])
∫ x

[i+1]
3

x
[i]
3

x2
3 dx3 =

[
N∑

i=1

χ(θ[i])
∫ x

[i+1]
3

x
[i]
3

x2
3 dx3

]
α

=

[
N∑

i=1

x
[i+1]3
3 − x

[i]3
3

3
χ(θ[i])

]
α,

where the constitutive law for the lamina, eq. (2.86), is used.
The components of the bending stiffness array now become

D =
h3

12
χD α, (16.63)

where matrix χD is defined as

χD =




1 1 χD
1 χD

2

1 1 −χD
1 χD

2

1 −1 0 −χD
2

0 1 0 −χD
2

0 0 χD
3 /2 χD

4

0 0 χD
3 /2 −χD

4




. (16.64)
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The factor h3/12 appearing in eq. (16.63) is introduced to render the following bend-
ing stiffness lay-up parameters as non-dimensional quantities,

χD
1 =

12
h3

N∑

i=1

x
[i+1]3
3 − x

[i]3
3

3
cos 2θ[i], (16.65a)

χD
2 =

12
h3

N∑

i=1

x
[i+1]3
3 − x

[i]3
3

3
cos 4θ[i], (16.65b)

χD
3 =

12
h3

N∑

i=1

x
[i+1]3
3 − x

[i]3
3

3
sin 2θ[i], (16.65c)

χD
4 =

12
h3

N∑

i=1

x
[i+1]3
3 − x

[i]3
3

3
sin 4θ[i]. (16.65d)

Although the laminate may comprise a large number of plies, the bending stiff-
ness matrix depends only on the four lay-up parameters defined in eqs. (16.65). Ar-
rays (2.83) and (16.65) for a lamina, and laminate, respectively, present a striking
similarity: the trigonometric function, cos 2θ[i], for the lamina, is replaced by the
lay-up parameter, χD

1 , for the laminate. Here again, the lay-up parameters are ob-
tained from a rule of mixtures: each lamina contribution, cos 2θ[i], is weighted by a
purely geometric factor, (x[i+1]3

3 −x
[i]3
3 )/3. This weighting factor explicitly depends

on the position of the lamina in the stacking sequence, and therefore the bending
stiffness matrix is said to be stacking sequence dependent. The weighting factor for
the outermost ply is considerably larger than that of a lamina near the mid-plane
where x3 is nearly zero. Here again, the lay-up parameters are bounded,

−1 ≤ χD
1,2,3,4 ≤ 1. (16.66)

The stacking sequence effect can be illustrated by computing the lay-up param-
eter for two laminates [02,±45]S and [±45, 02]S . All plies are assumed to have the
same thickness t. The lay-up parameter χD

1 of the first laminate is

χD
1 =

8
(8t)3

{[
(4t)3 − (2t)3

]
cos(0) +

[
(2t)3 − (t)3

]
cos(90) +

[
(t)3

]
cos(−90)

}

=
1
64
{56× cos(0) + 7× cos(90) + 1× cos(−90)} = 0.875.

Similarly, for the second laminate:

χD
1 =

8
(8t)3

{[
(4t)3 − (3t)3

]
cos(90) +

[
(3t)3 − (2t)3

]
cos(−90) + (2t)3 cos(0)

}

=
1
64
{37× cos(90) + 19× cos(−90) + 8× cos(0)} = 0.125.

The two laminates differ only by their stacking sequence, but their bending stiffness
lay-up parameters are very different.
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If the laminate possesses mid-plane symmetry, the laminate constitutive laws re-
duce to eq. (16.54). Assume the laminate to be made of an equivalent, homogeneous
material. The linear distribution of in-plane strain through the thickness of the plate
then implies a linear distribution of in-plane stress. The maximum stress, σmax is
found at the top and bottom of the laminate, and is given by

σmax =
6
h2

M =
12
h3

D
h

2
κ. (16.67)

The assumed linearity of the in-plane strain distribution through the thickness of the
plate further implies that the strains at the top and at the bottom of the laminate are
εtop = ε0 +hκ/2 and εbottom = ε0−hκ/2, respectively. When the laminate is in pure
bending |εtop| = |εbottom| = |hκ/2|, and eq. (16.67) becomes

σmax =
12
h3

D εtop. (16.68)

These reduced constitutive laws express a proportionality between the stresses
and strains at the top of the laminate if the plate is made of an equivalent, homoge-
neous material. Inverting eq. (16.67) yields the constitutive laws in compliance form
as

h

2
κ =

[
12
h3

D

]−1 6M

h2
, (16.69)

where
[
12D /h3

]−1 is the laminate bending compliance matrix. This compliance
matrix could be experimentally measured using the four-point bending test described
in example 5.3.

Note that a balanced laminate construction does not imply the vanishing of the
bending matrix components D16 and D26. Indeed the lay-up parameters χD

3 and χD
4

depend not only on the orientation angle but also on the stacking sequence. In other
words, the contributions of two adjacent plies at angles θ and−θ, respectively, do not
cancel because the two plies are at a different position in the stacking sequence. How-
ever, it often happens that the bending stiffness matrix components D16 and D26 are
very small compared to the others. For such laminates, called specially orthotropic
laminates, no coupling exists between bending and twisting.

As a final note, the bending stiffness matrix for plate made of a homogeneous,
isotropic material is

D = S D̃ ST =
Eh3

12(1− ν2)




1 ν 0
ν 1 0
0 0 (1− ν)/2


 , (16.70)

where D̃ is defined by eq. (16.31) and matrix S by eq. (16.14).

16.3.6 The coupling stiffness matrix

Again, consider a laminate consisting of N plies each made of an identical material
oriented at various angles, θ[i]. The following array stores the independent entries of
the coupling stiffness matrix, B, arranged as follows
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B =
{
B11, B22, B12, B66, B16, B26

}T
. (16.71)

In view of the definition of coupling stiffness matrix, eq. (16.51c), it follows that B =∫
h

C(θ)x3 dx3, where array C contains the corresponding components of the lamina
stiffness matrix, C, defined by eq. (2.84). The integration through the thickness of
the plate can be viewed as a summation of the integrals over the various plies

B =
N∑

i=1

∫ x
[i+1]
3

x
[i]
3

C(θ[i])x3 dx3.

where θ[i] is the fiber orientation angle for the ith ply, see fig. 16.19. The ith lamina
can be assumed to be a homogeneous, transversely isotropic material with constant
stiffness properties through its thickness. Hence,

B =
N∑

i=1

C(θ[i])
∫ x

[i+1]
3

x
[i]
3

x3 dx3 =

[
N∑

i=1

χ(θ[i])
∫ x

[i+1]
3

x
[i]
3

x3 dx3

]
α

=

[
N∑

i=1

x
[i+1]2
3 − x

[i]2
3

2
χ(θ[i])

]
α,

where the constitutive law for the lamina, eq. (2.86), is used.
The components of the coupling stiffness matrix now become

B =
h2

2
χB α, (16.72)

where array χB is defined as

χB =




0 0 χB
1 χB

2

0 0 −χB
1 χB

2

0 0 0 −χB
2

0 0 0 −χB
2

0 0 χB
3 /2 χB

4

0 0 χB
3 /2 −χB

4




. (16.73)

The factor h2/2 appearing in eq. (16.72) is introduced to render the following cou-
pling stiffness lay-up parameters as non-dimensional quantities,
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χB
1 =

N∑

i=1

x
[i+1]2
3 − x

[i]2
3

h2
cos 2θ[i], (16.74a)

χB
2 =

N∑

i=1

x
[i+1]2
3 − x

[i]2
3

h2
cos 4θ[i], (16.74b)

χB
3 =

N∑

i=1

x
[i+1]2
3 − x

[i]2
3

h2
sin 2θ[i], (16.74c)

χB
4 =

N∑

i=1

x
[i+1]2
3 − x

[i]2
3

h2
sin 4θ[i]. (16.74d)

Although the laminate may comprise a large number of plies, the coupling stiff-
ness matrix depends only on the four lay-up parameters defined in eqs. (16.74). Ar-
rays (2.83) and (16.74) for a lamina and laminate, respectively, present a striking
similarity: the trigonometric function, cos 2θ[i], for the lamina, is replaced by the
lay-up parameter, χB

1 , for the laminate. Here again, the lay-up parameters are ob-
tained from a rule of mixtures, each lamina contribution, cos 2θ[i], is weighted by a
purely geometric factor, (x[i+1]2

3 −x
[i]2
3 )/2. This weighting factor explicitly depends

on the position of the lamina in the stacking sequence, and therefore the coupling
stiffness matrix is said to be stacking sequence dependent. The weighting factor for
the outermost ply is considerably larger than that of a lamina near the mid-plane
where x3 is nearly zero. Here again, the lay-up parameters are bounded,

−1 ≤ χB
1,2,3,4 ≤ 1. (16.75)

Note that if the laminate possesses mid-plane symmetry, the coupling bending
stiffnesses vanishes.

16.3.7 Problems

Problem 16.7. Computing stresses in a laminate
The strain states at the upper and lower surfaces of a laminated composite plate have been
measured by means of strain gauges. Figure 16.21 depicts the arrangement of the three gauges
on the upper surface of the plate, noted εu

1 , εu
2 , and εu

3 . The corresponding gauges on the lower
surface of the plate are ε`

1, ε`
2, and ε`

3. The following strains are measured: εu
1 = 3561 µ,

εu
2 = 2804 µ, εu

3 = 5011 µ, ε`
1 = 1069 µ, ε`

2 = −464.1 µ, and ε`
3 = −1603 µ. The material

properties are as follows: E1 = 140 GPa, E2 = 9.0 GPa, G12 = 6.0 GPa, ν12 = 0.3. The
ply thickness is t = 125 µm and the lay-up is [0◦2,±45◦]s. (1) Compute the axial forces N
and bending moments M in the laminate. (2) Compute the stresses in the 45◦ ply, in the axes
aligned with the fiber.

16.3.8 Directionally stiffened plates

The previous sections treat laminated composite plates composed of a stack of lay-
ers made of highly anisotropic material. This type of plate offers the potential for
strongly anisotropic behavior.
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Fig. 16.21. Configuration of the three strain
gauges at the upper surface of the plate.

i1

i2
i3

l

a

Fig. 16.22. Rectangular plate with directional
reinforcement along axis ı̄2.

A second type of plate structure that also presents anisotropic behavior is the
directionally reinforced plate. Figure 16.22 depicts such a plate presenting stiffeners
along axis ı̄2, for instance. Typically, such plates are realized by adhesively bonding
or riveting stiffeners to the plate, or they can be manufactured by starting with a thick
plate and machining or chemically etching away the material between the stiffeners,
thereby creating a set of stiffeners in a desired direction.

If the plate features a large number of closely spaced stiffeners, i.e., if `/a ¿ 1,
it is possible to smear the effect of the stiffeners to obtained equivalent plate bending
stiffnesses by adding the bending stiffness of the stiffeners to those of the plate.
On the other hand, if the plate features just a few stiffeners, the smearing process
is clearly not justified, and each stiffener must be represented individually in the
analysis.

As an example, if the number of stiffeners is sufficient to justify smearing their
properties, the bending stiffnesses of the plate become

D11 =
Eh3

12(1− ν2)
, D22 =

Eh3

12(1− ν2)
+

H stif
bend

`
,

D12 =
νEh3

12(1− ν2)
, D66 =

Eh3

24(1 + ν)
+

H stif
tor

`
.

(16.76)

In this approximation, the bending stiffness terms D11 and D12 are unaffected by
the presence of the stiffeners. The term D22 is the sum of the base plate contri-
bution, Eh3/[12(1 − ν2)], and of the smeared stiffener bending stiffness per unit
length, Hstif

bend/`. Similarly, the term D66 is the sum of the base plate contribution,
Eh3/[24(1 + ν)], and of the smeared stiffener torsional stiffness per unit length,
H stif

tor /`.
Because the plate no longer presents mid-plane symmetry, the coupling stiffness

matrix, B, no longer vanishes. These terms, however, can often be neglected. Of
course, the plate might present stiffeners located in a symmetric manner on both sides
of the plate; in such case, the coupling matrix vanishes exactly due to the symmetry
condition.



16.3 Anisotropic plates 851

16.3.9 Governing equations for anisotropic plates

The only difference between isotropic and anisotropic plates is the form of the con-
stitutive laws. For isotropic plates, the constitutive laws split into two separate sets
of equations: one set relates in-plane forces to mid-plane strains, N = A ε0, and
the other relates bending moments to curvatures, SM = D S κ. Furthermore, the
in-plane and out-of-plane responses of the plate are uncoupled.

In contrast, anisotropic, laminated plates have the potential for coupling in-plane
and out-of-plane behavior due to the presence of the coupling stiffness matrix matrix,
B, see eq. (16.51c).

Generally anisotropic plates

The governing equations for generally anisotropic plates can be reduced to three cou-
pled partial differential equations for the three displacement components. First, the
strain-displacement equations, eqs. (16.9) and (16.10), are introduced into the consti-
tutive laws, eqs. (16.52), to express the in-plane forces and the bending and twisting
moments in terms of derivatives of the three displacement components. Next, these
in-plane forces and the bending and twisting moments are introduced into the in-
plane and moment equilibrium equations, eqs. (16.23) and (16.33), respectively, to
yield the three governing equations for generally anisotropic plates.

These three equations involve numerous mixed partial derivatives up to fourth
order. They are presented below using a shorthand notation for derivatives in which
a spatial derivative of a variable is indicated by adding to the variable’s subscript a
comma followed by the spatial variable’s index. For instance, ū3,1122, is interpreted
as ∂4ū3/(∂x2

1∂x2
2).

With this notation, the governing equations for generally anisotropic plates are

A11ū1,11 + 2A16ū1,12 + A66ū1,22 + A16ū2,11 + (A12 + A66)ū2,12 + A26ū2,22

−B11ū3,111 − 3B16ū3,112 − (B12 + 2B66)ū3,122 −B26ū3,222 = −p1, (16.77a)
A16ū1,11 + (A12 + A66)ū1,12 + A26ū1,22 + A66ū2,11 + 2A26ū2,12 + A22ū2,22

−B16ū3,111 − (B12 + 2B66)ū3,112 − 3B26ū3,122 −B22ū3,222 = −p2, (16.77b)
D11ū3,1111 + 4D16ū3,1112 + 2(D12 + 2D66)ū3,1122 + 4D26ū3,1222 + D22ū3,2222

−B11ū1,111 − 3B16ū1,112 − (B12 + 2B66)ū1,122 −B26ū1,222

−B16ū2,111 − (B12 + 2B66)ū2,112 − 3B26ū2,122 −B22ū2,222 = p3. (16.77c)

Clearly, the in-plane behavior, associated with the in-plane displacement com-
ponents, ū1 and ū2, cannot be decoupled from the out-of-plane behavior associated
with the transverse displacement component, ū3. Analytical solutions of these three
coupled partial differential equations cannot be obtained for the most general cases.
Instead, numerical techniques are required, and these lead to approximate solutions.
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Anisotropic plates with zero coupling stiffness matrix

An important class of plate problems is that for which the coupling stiffness matrix
vanishes. For a plate possessing mid-plane symmetry, the coupling stiffness matrix
vanishes. The governing equations for this class are easily obtained by setting all
entries of the coupling stiffness matrix to zero in eqs. (16.77). The first two equations,
eqs. (16.77a) and (16.77b), now define the in-plane problem

A11ū1,11 + 2A16ū1,12 + A66ū1,22

+ A16ū2,11 + (A12 + A66)ū2,12 + A26ū2,22 = −p1, (16.78a)
A16ū1,11 + (A12 + A66)ū1,12 + A26ū1,22

+ A66ū2,11 + 2A26ū2,12 + A22ū2,22 = −p2. (16.78b)

These two equations involve only the two in-plane displacement components, ū1

and ū2. These equations are, in fact, the general equations for two dimensional,
anisotropic elasticity.

A subclass of problems of practical significance is that of balanced laminates for
which A16 = A26 = 0. Equations (16.78) then reduced to

A11ū1,11 + A66ū1,22 + (A12 + A66)ū2,12 = −p1; (16.79a)
(A12 + A66)ū1,12 + A66ū2,11 + A22ū2,22 = −p2. (16.79b)

When the coupling stiffness matrix vanishes, the last governing equation is read-
ily obtained from eq. (16.77c) as

D11ū3,1111 + 4D16ū1,1112 + 2(D12 + 2D66)ū3,1122

+ 4D26ū3,1222 + D22ū3,2222 = p3.
(16.80)

This is the governing equation for bending of anisotropic plates when the cou-
pling stiffness matrix vanishes. It should be compared to eq. (16.37) for bending
of isotropic plates.

Specially orthotropic plates

In many practical applications, the D16 and D26 entries in the bending stiffness ma-
trix are much smaller than the diagonal terms D11 and D22. Setting these two terms
to zero, D16 ≈ 0 and D26 ≈ 0, is, then, a reasonable approximation, and such plates
are called specially orthotropic plates.

The governing equation for the bending of specially orthotropic plates is found
by setting D16 = D26 = 0 in eq. (16.80), which results in

D11ū3,1111 + 2(D12 + 2D66)ū3,1122 + D22ū3,2222 = p3. (16.81)

Note that for a plate made of a homogeneous, isotropic, linearly elastic material, the
bending stiffness matrix is given by eq. (16.70), and D11 = D22 = D, D12 = νD,
D66 = (1 − ν)D/2, and D16 = D26 = 0, where D is the plate bending stiffness
given by eq. (16.36). The governing differential equation now reduces ū3,1111 +
2ū3,1122 + ū3,2222 = p3/D, which matches the previously results, see eq. (16.37).
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16.4 Solution techniques for rectangular plates

For rectangular plates, the bending equations for anisotropic plates can be solved us-
ing various techniques. The following sections present Navier’s and Lévy’s solution
procedures.

16.4.1 Navier’s solution for simply supported plates

The governing partial differential equation for a specially orthotropic plate, given by
eq. (16.81), is repeated here

D11ū3,1111 + 2(D12 + 2D66)ū3,1122 + D22ū3,2222 = p3. (16.82)

The rectangular plate is simply supported along its four edges, leading to the follow-
ing boundary conditions, see eqs. (16.39), ū3 = ū3,11 = 0 at x1 = 0 and a, and
ū3 = ū3,22 = 0 at x2 = 0 and b.

The solution of the problem is assumed to be represented by a double infinite
series expansion of sine functions

ū3(x1, x2) =
∞∑

m=1

∞∑
n=1

qmn sin αmx1 sin βnx2, (16.83)

where the coefficients of the expansion, qmn, are now the unknowns of the problem,
and the following short hand notation is used

αm =
mπ

a
, βn =

nπ

b
. (16.84)

Note that due to the periodic properties of trigonometric functions, each term of
this expansion satisfies all boundary conditions, and hence, the complete solution
automatically satisfies all boundary conditions.

Next, the applied transverse pressure is also represented by a double Fourier
series as

p3(x1, x2) =
∞∑

m=1

∞∑
n=1

pmn sin αmx1 sin βnx2, (16.85)

where the coefficients, pmn, of the expansion are known, and their evaluation will be
deferred until later.

The assumed transverse displacement field, eq. (16.83), and the transverse pres-
sure expansion, eq. (16.85), are introduced into the governing partial differential
equation of the problem, eq. (16.82), to find

∞∑
m=1

∞∑
n=1

{
qmn

[
D11α

4
m + 2(D12 + 2D66)α2

mβ2
n + D22β

4
n

]

−pmn} sin αmx1 sin αmx2 = 0.
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This equation must be satisfied at every point of the plate, i.e., for any value of
0 ≤ x1 ≤ a and 0 ≤ x2 ≤ b. This is only possible if the term in the braces exactly
vanishes for all integers m and n, and hence,

qmn =
pmn

D11α4
m + 2(D12 + 2D66)α2

mβ2
n + D22β4

n

=
pmn

∆mn
.

where ∆mn = D11α
4
m+2(D12+2D66)α2

mβ2
n+D22β

4
n defines the plate’s transverse

stiffness to the applied pressure.
The solution of the problem then follows from eq. (16.83) as

ū3 =
∞∑

m=1

∞∑
n=1

pmn

∆mn
sin αmx1 sinβnx2. (16.86)

Once the transverse displacements have been determined, it is possible to evaluate
the plate curvatures from eq. (16.10), and the bending moment distribution in the
plate follows from the constitutive laws, eqs. (16.54), as

M1 = −
∞∑

m=1

∞∑
n=1

(D12α
2
m + D22β

2
n)pmn

∆mn
sinαmx1 sin βnx2, (16.87a)

M2 =
∞∑

m=1

∞∑
n=1

(D11α
2
m + D12β

2
n)pmn

∆mn
sin αmx1 sin βnx2, (16.87b)

M12 =
∞∑

m=1

∞∑
n=1

2D66αmβnpmn

∆mn
cos αmx1 cosβnx2. (16.87c)

Finally, the transverse shear forces are evaluated with the help of the equilibrium
equations, eqs. (16.25), to find

Q1 =
∞∑

m=1

∞∑
n=1

αm[D11α
2

m + (D12 + 2D66)β 2
n]pmn

∆mn
cos αmx1 sin βnx2, (16.88a)

Q2 =
∞∑

m=1

∞∑
n=1

βn[D22β
2
n + (D12 + 2D66)α2

m]pmn

∆mn
sin αmx1 cos βnx2. (16.88b)

Along the edges of the plate, the vertical reaction forces are given by the total vertical
forces, defined by eqs. (16.40) and (16.44),

V1 =
∞∑

m=1

∞∑
n=1

αm[D11α
2
m + (D12 + 4D66)β2

n]pmn

∆mn
cosαmx1 sin βnx2, (16.89a)

V2 =
∞∑

m=1

∞∑
n=1

βn[D22β
2
n + (D12 + 4D66)α2

m]pmn

∆mn
sinαmx1 cos βnx2. (16.89b)
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To complete the solution process, the loading coefficients, pmn, defined by
eq. (16.85), must be evaluated for a given pressure distribution, p3(x1, x2). The coef-
ficients, pmn, are the Fourier coefficients of the applied pressure, p3(x1, x2). To eval-
uate these coefficients, both sides of eq. (16.85) are multiplied by sin αix1 sin βjx2,
then integrated over the surface of the plate, leading to

∫ a

0

∫ b

0

p3 sin αix1 sin βjx2 dx1dx2

=
∞∑

m=1

∞∑
n=1

pmn

∫ a

0

sin αmx1 sinαix1 dx1

∫ b

0

sinβnx2 sin βjx2 dx2.

Using the orthogonality properties of sine functions, the two integrals on the right-
hand side are easily evaluated with the help of eq. (A.45a). The only non-vanishing
term in the double summation is that for which m = i and n = j. Solving for
Fourier coefficients of the pressure distribution, pij , and replacing i and j by m and
n, respectively, for consistency with eq. (16.85), results in

pmn =
4
ab

∫ a

0

∫ b

0

p3(x1, x2) sin αmx1 sin βnx2 dx1dx2. (16.90)

Navier’s solution is developed for a rectangular plate with four simply supported
edges and subjected to an arbitrary transverse pressure distribution. If other bound-
ary conditions such as clamped or free edges are present, the representation of the
transverse displacement field given by eq. (16.83) no longer satisfies the boundary
conditions, and an alternative solution procedure must be used.

Example 16.1. Rectangular plate subjected to a uniform transverse pressure
Consider a uniform, rectangular plate made of a homogeneous, isotropic material
and subjected to a uniform transverse pressure, p0. First, the Fourier coefficients of
the transverse pressure distribution are evaluated, based on eq. (16.90), to find

pmn =
4p0

ab

∫ a

0

∫ b

0

sinαmx1 sin βnx2 dx1dx2

=
4p0

ab

∫ a

0

sin αmx1 dx1

∫ b

0

sin βnx2 dx2.

Integration of the sine functions is given by eq. (A.48), leading to

pmn =
16p0

π2mn

{
1, if m and n odd,

0, otherwise.
(16.91)

The solution of the problem then follows from eq. (16.86) with ∆mn reduced to
D[α4

m + β4
n] for an isotropic plate where D = Eh3/[12(1 − ν2)]. The transverse

displacement field becomes
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ū3 =
16p0

π2D

∞∑

m,n odd

sin αmx1 sinβnx2

mn(α2
m + β2

n)2
. (16.92)

Consider a square plate of length and width a. The distribution of non-
dimensional transverse displacement, ū3D/(p0a

4), over the plate is shown in
fig. 16.23. Next, the non-dimensional bending moment distributions, M1/(p0a

2) and
M2/(p0a

2), and twisting moment distribution, M12/(p0a
2), in the plate can be com-

puted from eqs. (16.87) and are depicted in figs. 16.25, 16.26 and 16.24, respectively.
Finally, the non-dimensional shear force distributions, Q1/(p0a) and Q2/(p0a) in
the plate are obtained from eqs. (16.88), and shown in figs. 16.27 and 16.28, respec-
tively.
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Fig. 16.23. Distribution of transverse dis-
placement, ū3, over the plate.

Fig. 16.24. Distribution of twisting moment,
M12, over the plate.

Fig. 16.25. Distribution of bending moment,
M1, over the plate.

Fig. 16.26. Distribution of bending moment,
M2, over the plate.

Fig. 16.27. Distribution of transverse shear
force, Q1, over the plate.

Fig. 16.28. Distribution of transverse shear
force, Q2, over the plate.
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Although the solution is given as an infinite series, the convergence is rather
fast for the transverse displacements. Keeping only the first term of the series in
eq. (16.92), the displacement becomes

ū3 ≈ 4
π6

p0a
4

D
sin

πx1

a
sin

πx2

a
= 0.00416

p0a
4

D
sin

πx1

a
sin

πx2

a
.

As expected, the maximum displacement is found at the middle of the plate ū3 ≈
0.00416p0a

4/D while the converged solution gives ū3 = 0.00406p0a
4/D. Since

the bending moments are proportional to second derivatives of the displacements
and shear forces to third derivatives, much slower convergence is expected for these
quantities. To ensure convergence, at least 100 terms are used in computing the series
used to evaluate the displacement, moment, and force fields shown in figs. 16.23 to
16.28.

It is interesting to compute the overall equilibrium condition of the plate. The
total transverse pressure applied to the plate, p0ab, must be equilibrated by the sum
of the total vertical forces along the four edges of the plate plus the four corner forces

p0ab = −
∫ b

0

V1(a, x2) dx2 +
∫ b

0

V1(0, x2) dx2 −
∫ a

0

V2(x1, b) dx2

+
∫ a

0

V2(x1, 0) dx2 −R(0, 0)−R(a, 0)−R(0, b)−R(a, b).

In view of the sign conventions, the corner forces are obtained as follows: R(0, 0) =
2M12(0, 0), R(a, 0) = −2M12(a, 0), R(0, b) = −2M12(0, 0), and R(a, b) =
2M12(a, b). Performing the indicated integrations along the edges of the plate leads
to

p0ab =4
∞∑

m,n odd

α2
m[D11α

2
m + (D12 + 4D66)β2

n]pmn

αmβn∆mn

+4
∞∑

m,n odd

β2
n[D22β

2
n + (D12 + 4D66)α2

m]pmn

αmβn∆mn
− 16

∞∑

m,n odd

D66α
2
mβ2

npmn

αmβn∆mn

=4
∞∑

m,n odd

pmn

αmβn
= p0ab

64
π2

∞∑

m,n odd

1
m2n2

.

The double series expression reduces to
∑∞

m,n odd 1/(m2n2) = π4/64, which con-
firms that equilibrium is achieved. The double infinite series converges slowly, and
this implies that many terms must be included in the solution to accurately capture
the shear force distribution in the plate and the corner forces.

Example 16.2. Rectangular plate subjected to a concentrated load
Consider a uniform, rectangular plate made of a homogeneous, isotropic material and
subjected to a concentrated load, P , applied at point A with coordinates (x1a, x2a).
This loading can be viewed as a special case of a pressure loading, p3 = P/A, acting
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over a small rectangle of area, A, centered at point A. In the limit, A → 0, while the
integral of the pressure remains equal to P . Such a loading can be represented as,
p3(x1, x2) = Pδ(x1 − x1a)δ(x2 − x2a) where δ(x− c) is the Dirac delta function,
which is infinite when its argument vanishes and zero everywhere else. Its integral,
however, is

∫
δdx = 1.

Using this representation of the concentrated force, P , as a pressure, Pδ(x1 −
x1a)δ(x2 − x2a), in eq. (16.90) leads to

pmn =
4
ab

∫ a

0

∫ b

0

Pδ(x1 − x1a)δ(x2 − x2a) sin αmx1 sin βnx2 dx1dx2

=
4P

ab
sin αmx1a sinβnx2a,

and the solution of the problem then follows from eq. (16.86) as

ū3 =
4P

abD

∞∑
m,n

sin αmx1a sin βnx2a

(α2
m + β2

n)2
sin αmx1 sin βnx2. (16.93)

The solutions for the bending moment and shear force distributions are then readily
obtained in the same manner as example 16.1 above, but they lead to very slowly
converging series.

16.4.2 Problems

Problem 16.8. Rectangular plate on an elastic foundation
Consider a simply supported rectangular plate made of a homogeneous, isotropic material
resting on an elastic foundation of stiffness constant k, expressed in N/m3, and subjected to
a transverse pressure p3(x1, x2). Derive a Navier type solution for this problem. What non-
dimensional parameter governs the behavior of the elastic foundation?

Problem 16.9. Rectangular plate under uniform loading
Consider a simply supported, rectangular plate with an aspect ratio b/a = 3. Use Navier’s
solution to compute the transverse deflection of the plate under a uniform transverse pres-
sure p3(x1, x2) = p0. The following seven cases are to be investigated: a homogeneous,
aluminum plate of thickness h = 1.5× 10−3 m, and six different laminated composite plates
with lay-ups: [0◦12], [90◦12], [0◦4,±45◦]s, [90◦4,±45◦]s, [±45◦, 0◦4]s, and [±45◦, 90◦4]s. For
simplicity, the laminated composite plates can be assumed to be specially orthotropic. (1) Use
Navier’s solution to compute the transverse deflection, bending moment, and shear force dis-
tributions in the plate. (2) For three cases plot the distribution of non-dimensional transverse
deflection, ū3

√
D11D22/(p0a

4), bending moments, M1/(p0a
2) and M2/(p0a

2), twisting
moment, M12/(p0a

2), and shear forces, Q1/(p0a) and Q2/(p0a), over the plate in a contour
and/or surface plot that preserves the geometric aspect ratio. (3) Determine the location of the
maximum transverse deflection, bending moment, and shear force. (4) For each of the seven
plates, determine the maximum loading it can sustain and the maximum deflection under this
maximum load. (5) For one case, determine the total vertical load along the four edges of the
plate and check the vertical equilibrium of the entire plate.

The plate stiffnesses and reserve factors for the various cases can be obtained from the
CLT code. Material properties for all cases are given in the input file.
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Problem 16.10. Rectangular plate under concentrated load
Consider a simply supported, rectangular plate with an aspect ratio b/a = 3. Use Navier’s
solution to compute the transverse deflection of the plate under a point load, P , applied at the
center of the plate. The following seven cases will be investigated: a homogeneous, aluminum
plate of thickness h = 1.5 × 10−3 m, and six different laminated composite plates with lay-
up [0◦12], [90◦12], [0◦4,±45◦]s, [90◦4,±45◦]s, [±45◦, 0◦4]s, and [±45◦, 90◦4]s. For simplicity,
the laminated composite plates can be assumed to be specially orthotropic. (1) Use Navier’s
solution to compute the transverse deflection, bending moment, and shear force distributions
in the plate. (2) For three cases plot the distribution of non-dimensional transverse deflection,
Uu3sqrtD11D22/(Pa2), bending moments, M1/P and M2/P , twisting moment, M12/P ,
and shear forces, Q1a/P , Q2a/P over the plate on a contour and/or surface plot that preserves
the geometric aspect ratio. (3) Determine the location of the maximum transverse deflection,
bending moment, and shear force. (4) For each of the seven plates, determine the maximum
loading it can sustain and the maximum deflection under this maximum load. (5) For one
case, determine the total vertical load along the four edges of the plate and check the vertical
equilibrium of the entire plate.

The plate stiffnesses and reserve factors for the various cases can be obtained from the
CLT code. Material properties for all cases are given in the input file.

16.4.3 Lévy’s solution

Navier’s solution presented in the previous section suffers two major drawbacks.
First, it is limited to rectangular plates that are simply supported along all four edges,
and second, it leads to slowly converging series, especially for bending moments and
shear forces.

Levy’s solution remedies these two deficiencies by considering plates that are
simply supported along two opposite edges but may present a variety of boundary
conditions along the other two as depicted in fig. 16.29. The solution method pro-
posed by Lévy leads to single series, in contrast with the double series of Navier’s
solution, and furthermore, these single series present much faster convergence rates.

i1

i3

i2

a

b/2b/2

simply

simply

supported

supported

Fig. 16.29. Rectangular plate simply supported along two opposite edges.

Although Lévy’s solution can be applied directly to the same homogeneous,
isotropic plates analyzed using Navier’s method, it is instructive to extend Lévy’s
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solution to specially orthotropic plates. The governing partial differential equation
for a specially orthotropic plate is given by eq. (16.81).

As a first step, the following affine transformation of the coordinates is performed

x̂1 =
x1

4
√

D11

, x̂2 =
x2

4
√

D22

. (16.94)

Introducing this change of variables into eq. (16.81) leads to

∂4ū3

∂x̂4
1

+ 2D̄
∂4ū3

∂x̂2
1∂x̂2

2

+
∂4ū3

∂x̂4
2

= p3, (16.95)

where D̄ is defined as
D̄ =

D12 + 2D66√
D11D22

. (16.96)

Note that the affine transformation eliminates most bending stiffness coefficients
from the governing equation, leaving only D̄. Moreover, for homogeneous, isotropic
plates, D̄ = 1, as can be verified by introducing into eq. (16.96) the bending stiff-
ness coefficients given by eq. (16.70). It fact, it can be shown that 0 ≤ D̄ ≤ 1
for all possible specially orthotropic plates. With the affine transformation defined
by eq. (16.94), the orthotropy of the plate is represented by a single coefficient, D̄,
which varies from zero to unity.

The rectangular plate is simply supported along two opposite edges, leading to
the following boundary conditions, see eqs. (16.39): ū3 = ∂2ū3/∂x̂2

1 = 0 at x1 = 0
and x1 = â, where â = a/ 4

√
D11. The solution of the problem is assumed to be

represented by an infinite series expansion of sine functions,

ū3(x̂1, x̂2) =
∞∑

m=1

gm(x̂2) sin
mπx̂1

â
, (16.97)

where gm(x̂2) are unknown functions of the affine variable x̂2 only. Note that due
to the properties of trigonometric functions, each term of this expansion satisfies
the boundary conditions at x1 = 0 and x1 = â, and hence, the complete solution
automatically satisfies the same boundary conditions.

Next, the applied transverse pressure is also expanded in Fourier series as

p3(x̂1, x̂2) =
∞∑

m=1

pm(x̂2) sin
mπx̂1

â
, (16.98)

where the coefficients of the expansion, pm(x̂2), are known functions of the affine
coordinate x̂2 only and can be obtained in the same manner as used in example 16.1.

The assumed transverse displacement field, eq. (16.97), and the transverse pres-
sure expansion, eq. (16.98), are introduced into the governing partial differential
equation of the problem, eq. (16.95), to find

∞∑
m=1

[(mπ

â

)4

gm − 2D̄
(mπ

â

)2 d2gm

dx̂2
2

+
d4gm

dx̂4
2

− pm

]
sin

mπx̂1

â
= 0.
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This equation must be satisfied at every point of the plate, i.e., for any value of
0 ≤ x̂1 ≤ â. This is only possible if the bracketed term vanishes for all integers m,
leading to

d4gm

dx̂4
2

− 2D̄
(mπ

â

)2 d2gm

dx̂2
2

+
(mπ

â

)4

gm = pm.

This is a fourth order, ordinary differential equation for the unknown function
gm(x̂2).

To further simplify the algebra, a non-dimensional spatial variable, η, is intro-
duced: η = mπx̂2/â. By defining another parameter, λm, variable η can be written
as

η = λm
2x2

b
, λm =

mπ

2
b

a
4

√
D11

D22
. (16.99)

With this definition, the two edges of the plate with unspecified boundary conditions
are at x2 = ±b/2, or η = ±λm. The ordinary differential equation governing the
unknown function gm(η) now becomes

g′′′′m − 2D̄g′′m + gm = pm, (16.100)

where the notation (·)′ denotes a derivative with respect to η.
The solution of this equation requires specification of four remaining boundary

conditions: two at each of the edges of the plate at x2 = ±b/2. For instance, if the
plate is simply supported at x2 = ±b/2, the corresponding boundary conditions are
ū3 = d2ū3/dx̂2

2 = 0.
Introducing the assumed solution, eq. (16.97), leads to gm sin(mπx̂1)/â = 0

and d2gm/dx̂2
2 sin(mπx̂1)/â = 0. Because these two conditions must be satisfied

all along the edges, i.e., for any value of 0 ≤ x̂1 ≤ â, it follows that gm = g′′m = 0
at η = ±λm.

On the other hand, if the plate is clamped along the same two edges, a similar
reasoning leads to the following boundary conditions: gm = g′m = 0 at η = ±λm.

To complete the solution process, the loading coefficients, pm(x̂2), defined by
eq. (16.98), must be evaluated. Because of the orthogonality of the sine functions,
see section A.4, this can be accomplished in the same manner used in Navier’s so-
lution in section 16.4.1 above. First, both members of eq. (16.98) are multiplied by
sin(iπx̂1)/â, then integrated over variable x̂1, leading to

∫ â

0

p3 sin
iπx̂1

â
dx̂1 =

∞∑
m=1

pm(x̂2)
∫ â

0

sin
mπx̂1

â
sin

iπx̂1

â
dx̂1.

The integral on the right hand side is zero if m 6= i and is â/2 when m = i, and this
eliminates all but the ith term in the summation. As a result,

pm(x̂2) =
2
â

∫ â

0

p3(x̂1, x̂2) sin
mπx̂1

â
dx̂1, (16.101)

which can be evaluated for any given pressure distribution, p3(x1, x2).
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The general solution of the governing ordinary differential, eq. (16.100), for the
unknown function gm(x̂2) depends on the level of orthotropy of the plate, i.e., on
the value of D̄. For homogeneous isotropic plates, D̄ = 1, whereas for orthotropic
plates, 0 ≤ D̄ < 1. These two cases are now addressed separately.

Homogeneous isotropic plates

If the plate is homogeneous and isotropic, D̄ = 1, the characteristic equation of the
governing ordinary differential equation, eq. (16.100), for gm(η) is (z2 − 1)2 = 0.
The solutions to the characteristic equation imply that the general solution is

gm = (C1 + C2η) cosh η + (C3 + C4η) sinh η + gmp, (16.102)

where gmp is the particular solution associated with the nonzero right hand side of
eq. (16.100).

Specially orthotropic plates

If the plate is specially orthotropic, 0 ≤ D̄ < 1, the characteristic equation of the
governing ordinary differential equation, eq. (16.100), for gm(η) is z4−2D̄z2 +1 =
0. The solutions to the characteristic equation are z = ±(α ± iβ), where i =

√−1,
and

α =

√
1 + D̄

2
, β =

√
1− D̄

2
. (16.103)

The general solution of the problem is then

gm = C1a1(η) + C2a2(η) + C3a3(η) + C4a4(η) + gp
m, (16.104)

where gp
m is the particular solution associated with the nonzero right hand side of

eq. (16.100), and ai(η) are the following transcendental functions

a1(η) = cosh αη cosβη, (16.105a)
a2(η) = cosh αη sin βη, (16.105b)
a3(η) = sinh αη cos βη, (16.105c)
a4(η) = sinh αη sin βη. (16.105d)

For future reference, the first and second derivatives of these functions are

a′1 = αa3 − βa2, a′′1 = D̄a1 − 2αβa4, (16.106a)
a′2 = αa4 + βa1, a′′2 = D̄a2 + 2αβa3, (16.106b)
a′3 = αa1 − βa4, a′′3 = D̄a3 − 2αβa2, (16.106c)
a′4 = αa2 + βa3, a′′4 = D̄a4 + 2αβa1, (16.106d)

whereas their third and fourth derivatives are
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a′′′1 = −β(2α2 + D̄)a2 + α(D̄ − 2β2)a3, a′′′′1 = −4αβD̄a4 + (2D̄2 − 1)a1,
(16.107a)

a′′′2 = +β(2α2 + D̄)a1 + α(D̄ − 2β2)a4, a′′′′2 = +4αβD̄a3 + (2D̄2 − 1)a2,
(16.107b)

a′′′3 = −β(2α2 + D̄)a4 + α(D̄ − 2β2)a1, a′′′′3 = −4αβD̄a2 + (2D̄2 − 1)a3,
(16.107c)

a′′′4 = +β(2α2 + D̄)a3 + α(D̄ − 2β2)a2, a′′′′4 = +4αβD̄a1 + (2D̄2 − 1)a4.
(16.107d)

Example 16.3. Rectangular isotropic plate under a uniform transverse pressure
Consider a uniform, rectangular plate made of a homogeneous, isotropic material
and subjected to a uniform transverse pressure, p0. All edges of the plate are simply
supported. This configuration is identical to that considered in example 16.1 using
Navier’s solution.

First, the coefficients of the transverse pressure expansion are evaluated based on
eq. (16.101), to find

pm(x̂2) =
2
â

∫ â

0

p3(x̂1, x̂2) sin
mπx̂1

â
dx̂1

=
2p0

â

∫ â

0

sin
mπx̂1

â
dx̂1 =

4p0

πm

{
1, if m odd,

0, otherwise.

(16.108)

The particular solution for eq. (16.100) is now gp
m = 4p0â

4/(π5m5), and as
mentioned earlier, the boundary conditions for this problem are gm = g′′m = 0 at
η = ±λm, allowing the determination of the integration constants as

C1 = −2 + λm tanh λm

2 cosh λm

4p0â
4

π5m5
, C2 = C3 = 0, C4 =

1
2 cosh λm

4p0â
4

π5m5
.

The solution of the problem then follows from eq. (16.97) as

ū3 =
4
π5

p0a
4

D

∞∑

m odd

1
m5

[
−2 + λm tanh λm

2 cosh λm
cosh λm

2x2

b

+
λm

2 cosh λm

2x2

b
sinh λm

2x2

b
+ 1

]
sin mπx1

a
.

(16.109)

The distributions of bending moments, twisting moment, and shear forces in the plate
are then readily obtained. The results are identical to those presented in figs. 16.23
to 16.28. The convergence of Lévy’s solution is much faster than that of Navier’s
solution. Consequently, fewer terms are needed in the single series to achieve com-
parable accuracy.

Example 16.4. Rectangular orthotropic plate under a uniform transverse pressure
Consider a uniform, rectangular plate made of a homogeneous, orthotropic material
and subjected to a uniform transverse pressure, p0. All edges of the plate are simply
supported.
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The coefficients of the transverse pressure expansion are still given by
eq. (16.108), leading to the same particular solution, gp

m = 4p0â
4/(π5m5).

As described earlier, the boundary conditions for this problem are gm = g′′m = 0
at η = ±λm. For eqs. (16.106), it is clear that g′′m = D̄gm + 2αβ(−C1a4 + C2a3 −
C3a2 + C4a1), and the integration constants become

C1 = − 4p0â
4

π5m5∆m
a1(λm), C2 = C3 = 0, C4 = − 4p0â

4

π5m5∆m
a4(λm),

where ∆m = a2
1(λm) + a2

4(λm). The solution of the problem then follows from
eq. (16.97) as

ū3 =
4
π5

p0a
4

D11

∞∑

m odd

1
m5

[
1− a1(λm) a1(λm2x2/b) + a4(λm) a4(λm2x2/b)

∆m

]
sin mπx1

a
.

(16.110)

The distributions of bending moments, twisting moment, and shear forces in the plate
are then readily obtained. Again, due to the appearance of the m5 term in the denom-
inator, the convergence is much better for this single series compared to Navier’s
solution.

16.4.4 Problems

Problem 16.11. Rectangular plate under uniform loading
Use Lévy’s solution to determine the transverse deflection of a rectangular, simply supported
plate with an aspect ratio b/a = 3. A uniform transverse pressure p3(x1, x2) = p0 acts on
the plate. The following seven cases are to be investigated: a homogeneous, aluminum plate of
thickness h = 1.5×10−3 m, and six different laminated composite plates with lay-ups: [0◦12],
[90◦12], [0◦4,±45◦]s, [90◦4,±45◦]s, [±45◦, 0◦4]s, and [±45◦, 90◦4]s. For simplicity, the lami-
nated composite plates can be assumed to be specially orthotropic. (1) Use Lévy’s solution to
compute the transverse deflection, bending moment, and shear force distributions. (2) For three
cases plot the distribution of non-dimensional transverse deflection, ū3

√
D11D22/(p0a

4),
bending moments, M1/(p0a

2) and M2/(p0a
2), twisting moment, M12/(p0a

2), and shear
forces, Q1/(p0a), Q2/(p0a), over the plate on a contour and/or surface plot that preserves
the geometric aspect ratio. (3) Determine the location of the maximum transverse deflection,
bending moment, and shear force. (4) For each of the seven plates, determine the maximum
loading it can sustain and the maximum deflection under this maximum load. (5) For one
case, determine the total vertical load along the four edges of the plate and check the vertical
equilibrium of the entire plate.

Problem 16.12. Rectangular plate under uniform loading
Use Lévy’s solution to determine the transverse deflection of a rectangular plate with an as-
pect ratio b/a = 3. Two opposite edges of the plate are simply supported and the other two
are clamped. A uniform transverse pressure p3(x1, x2) = p0 acts on the plate. The following
seven cases will be investigated: a homogeneous, aluminum plate of thickness h = 1.5×10−3

m, and six laminated composite plates with lay-ups: [0◦12], [90◦12], [0◦4,±45◦]s, [90◦4,±45◦]s,
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[±45◦, 0◦4]s, and [±45◦, 90◦4]s. For simplicity, the laminated composite plates can be assumed
to be specially orthotropic. (1) Use Lévy’s solution to compute the transverse deflection, bend-
ing moment, and shear force distributions. (2) For three cases plot the distribution of non-
dimensional transverse deflection, ū3

√
D11D22/(p0a

4), bending moments, M1/(p0a
2) and

M2/(p0a
2), twisting moment, M12/(p0a

2), and shear forces, Q1/(p0a), Q2/(p0a), over the
plate on a contour and/or surface plot that preserves the geometric aspect ratio. (3) Determine
the location of the maximum transverse deflection, bending moment, and shear force. (4) For
each of the seven plates, determine the maximum loading it can sustain and the maximum
deflection under this maximum load. (5) For one case, determine the total vertical load along
the four edges of the plate and check the vertical equilibrium of the entire plate.

16.5 Circular plates

The previous sections focused on rectangular plates. A common configuration for
thin plates is the circular plate depicted in fig. 16.30. Clearly, the circular symmetry
of the problem calls for the use of polar instead of Cartesian coordinates. Kirchhoff
plate theory will be extended here to deal with circular plates. Of course, basic kine-
matic assumptions underlying Kirchhoff plate theory and discussed in section 16.1.1
are directly applicable to circular plates. To develop a set of equations relevant to
circular plates, the governing equations of Kirchhoff plate theory must be rewritten
in the polar coordinate system. The results presented in this section will be limited
to bending of homogeneous, isotropic plates only.
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i u
q q
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r r
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i
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i   u3 3,
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Mrq
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Fig. 16.30. Circular plate with Cartesian and polar coordinate systems.

16.5.1 Governing equations for the bending of circular plates

Kirchhoff’s assumptions, as developed in section 16.1.1, imply the vanishing of
the transverse strain, ε3, see eq. (16.5), and the vanishing of the transverse shear-
ing strains, γr3 and γθ3, see eq. (16.6). The in-plane strains are linear through-the-
thickness of the plate as implied by eq. (16.12). Combining these results and replac-
ing the Cartesian partial derivatives with partial derivatives in polar coordinates, see
eqs. (3.33)-(3.34), the curvatures can be recast in polar form as
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κ =





κr

κθ

κrθ



 =





ū3,r

r
+

ū3,θθ

r2

−ū3,rr
2ū3,rθ

r
− 2ū3,θ

r2





, (16.111)

where the compact, indicial notation for partial derivatives introduced previously is
used.

The equations of equilibrium of the problem are found by considering the forces
and moments acting on a differential element of the plate shown on the right side of
fig. 16.30. The equilibrium condition for forces acting in the vertical direction leads
to

Qr,r +
Qθ,θ

r
+

Qr

r
= −p3, (16.112)

and the equilibrium conditions for moments about axes ı̄r and ı̄θ are

Mr,θ

r
+ Mrθ,r +

2Mrθ

r
+ Qθ = 0, (16.113a)

Mθ,r − Mrθ,θ

r
+

Mr + Mθ

r
−Qr = 0. (16.113b)

Finally, by analogy with eq. (16.31), the constitutive laws for a linearly elastic,
homogeneous and isotropic plate are





Mr

Mθ

Mrθ



 = D




1 −ν 0
−ν 1 0
0 0 (1− ν)/2








κr

κθ

κrθ



 , (16.114)

where D is the isotropic plate bending stiffness given by eq. (16.36).
To develop the governing equations for bending of circular plates, the bending

and twisting moments are first expressed in terms of derivatives of the transverse
displacement by introducing the definition of curvatures, eqs. (16.111), into the con-
stitutive laws, eqs. (16.114), to find

Mr = D
[ ū3,r

r
+

ū3,θθ

r2
+ νū3,rr

]
, (16.115a)

Mθ = −D
[
ū3,rr +

νū3,r

r
+

νū3,θθ

r2

]
, (16.115b)

Mrθ = D(1− ν)
[ ū3,rθ

r
− ū3,θ

r2

]
. (16.115c)

Next, the shear forces are expressed in terms of the derivatives of the transverse
displacement by introducing the above expressions for the bending and twisting mo-
ments into the moment equilibrium equations, eqs. (16.113), leading to

Qr = −D
∂

∂r
(∇2ū3), (16.116a)

Qθ = −D
1
r

∂

∂θ
(∇2ū3), (16.116b)
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where Laplace’s operator in polar coordinates is given by eq. (3.40).
Finally, the governing equation for the bending of circular plates is obtained by

introducing the shear forces given by eqs. (16.116) into the vertical equilibrium equa-
tion, eq. (16.112), to find

D∇4ū3 = p3. (16.117)

This equation describes the bending of circular plates and is a fourth-order, partial
differential equation for the transverse displacement, ū3.

The solution of this differential equation will require a proper set of boundary
conditions. For a circular plate, two boundary conditions are required along the outer
edge of the plate. Note that the theory developed here is also valid for a plate in the
form of a circular annulus; in that case, two boundary conditions must also be applied
along the inner edge of the annulus. Typical boundary conditions are similar to those
described in section 16.2.1 for rectangular plates.

1. Clamped edge. If the outer edge of the plate is clamped, the transverse displace-
ment must vanish along this edge, and because the rotation of the normal line is
equal to the slope of the plate, see eq. (16.3), the slope of the plate also vanishes,
leading to the following boundary conditions,

ū3 = 0; ū3,r = 0. (16.118)

2. Simply supported edge. If the outer edge of the plate is simply supported, the
transverse displacement must vanish along the edge, and because the pivot
line cannot resist a bending moment, the bending moment, Mθ, must also
vanish along the edge. In view of eq. (16.115b), this latter condition implies
ū3,rr +νū3,r/r+νū3,θθ/r2 = 0, however, because the transverse displacement
vanishes along the edge, so does its derivative with respect to θ, and this bound-
ary condition reduces to ū3,rr + νū3,r/r = 0. The boundary conditions along a
simply supported edge thus become

ū3 = 0; ū3,rr +
ν

r
ū3,r = 0. (16.119)

3. Free edge. If the outer edge of the plate is free, the bending moment, Mθ, and
the total vertical load, Vr, must both vanish. As for rectangular plates, this total
vertical load is defined as

Vr = Qr − Mrθ,θ

r
. (16.120)

The boundary conditions must be expressed in terms of the transverse displace-
ment, ū3, and its derivatives with the help of eqs. (16.34) to find

ū3,rr +
νū3,r

r
+

νū3,θθ

r2
= 0,

ū3,rrr +
ū3,rr

r
− ū3,r

r2
+

2− ν

r2
ū3,rθθ − 3− ν

r3
ū3,θθ = 0.

(16.121)
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16.5.2 Circular plates subjected to loading presenting circular symmetry

Circular plates presenting circular symmetry lead to considerable simplification of
the governing equations and boundary conditions and therefore will be examined
first. Consider a circular plate subjected to a loading presenting circular symmetry,
i.e., p3(r, θ) = p3(r). In view of the circular symmetry of the plate and applied
loading, the solution is also expected to present circular symmetry, and hence all
derivatives with respect to variable θ should vanish. This implies κrθ = 0, Mrθ = 0
and Qθ = 0, and Laplace’s operator reduces to

∇2 =
∂2

∂r2
+

1
r

∂

∂r
+

1
r2

∂2

∂θ2
=

∂2

∂r2
+

1
r

∂

∂r
=

1
r

d
dr

(
r

d
dr

)
. (16.122)

From eqs. (16.115), the two bending moments become

Mr = D
[ ū3,r

r
+ νū3,rr

]
, (16.123a)

Mθ = −D
[
ū3,rr +

νū3,r

r

]
. (16.123b)

Considering eq. (16.120), the total vertical force reduces to

Vr = Qr = −D
d
dr

[
1
r

d
dr

(
r
dū3

dr

)]
. (16.124)

Finally, the governing equation for the circular plate, eq. (16.117), becomes

D
1
r

d
dr

{
r

d
dr

[
1
r

d
dr

(
r
dū3

dr

)]}
= p3(r). (16.125)

This is now an ordinary differential equations to be solved for the transverse
deflection of the plate, ūr(r), under the pressure p3(r). Integrating this equation four
times yields the general solution of the problem as

ū3 = C1 + C2r
2 + C3 ln

r

R
+ C4r

2 ln
r

R
+

1
D

∫
1
r

∫
r

∫
1
r

∫
r p3(r) dr4,

(16.126)
where C1, C2, C3, and C4 are the four integration constants and R the radius of the
circular plate.

Example 16.5. Simply supported circular plate under uniform pressure
Consider a simply supported circular plate of radius R under a uniform pressure p0.
The general solution of the problem is in the form of eq. (16.126). For a uniform
applied pressure, the solution becomes

ū3 = C1 + C2r
2 + C3 ln

r

R
+ C4r

2 ln
r

R
+

p0r
4

64D
.

The two boundary conditions around the outer edge of the plate are given by
eqs. (16.119). Clearly, these conditions are not sufficient to determine the four inte-
gration constants. The general solution involves two terms featuring the logarithmic
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function, ln r/R. At the center of the plate, these terms would yield an infinite trans-
verse deflection, ln r/R → ∞ for r → 0. This solution must be discarded, and
hence, C3 = C4 = 0, leading to ū3 = C1 + C2r

2 + p0r
4/(64D). The remaining

two integration constants are found with the help of the boundary conditions around
the outer edge of the plate, eqs. (16.119), leading to

C1 =
5 + ν

1 + ν

p0R
4

64D
, C2 = −2

3 + ν

1 + ν

p0R
4

64D
.

The transverse displacement of the plate then becomes

ū3 =
p0R

4

64D

(
5 + ν

1 + ν
− 2

3 + ν

1 + ν

r2

R2
+

r4

R4

)
=

p0R
4

64D

(
1− r2

R2

)(
5 + ν

1 + ν
− r2

R2

)
.

(16.127)
The corresponding bending moment distribution then follow from eqs. (16.123) as

Mr =
p0R

2

16

[
−(3 + ν) + (1 + 3ν)

r2

R2

]
, Mθ =

p0R
2

16
(3 + ν)

(
1− r2

R2

)
.

Finally, the shear force is readily obtained from eq. (16.124) as Qr/(p0R) =
1/2 r/R. Figures 16.31 and 16.32 show the distributions of transverse displacement,
bending moment, and shear force along the radial direction. Note that the maxi-
mum bending moments are found at the center of the plate, where Mθ/(p0R

2) =
−Mr/(p0R

2) = (3 + ν)/16.

Fig. 16.31. Radial distribution of the non-
dimensional displacement, ū3D/(p0R
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Fig. 16.32. Radial distribution of the non-
dimensional bending moments, Mr/(p0R
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Example 16.6. Simply supported annular plate under inner edge shear force
Consider an annular plate of internal and external radii, Ri and Ro, respectively.
Along its inner edge, the plate is subjected to a uniformly distributed shear force, V0,
as shown in fig. 16.33. The total shear force is P = 2πRiV0. Find the deflection of
the plate under this loading.
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Ri Ro

V0

Fig. 16.33. Diametric cross-section through a simply supported annular plate subjected to a
uniform shear force around its inner edge.

Since no distributed pressure is applied, the general solution given by
eq. (16.126) reduces to

ū3 = C1 + C2r
2 + C3 ln

r

R
+ C4r

2 ln
r

R
.

The boundary conditions for the problem are as follows. Around the outer edge of
the plate, ū3 = 0 and Mθ = 0. Around the inner edge of the plate, Mθ = 0 and
Vr = Qr = V0. Using eq. (16.124), this latter condition implies C4 = −P/(8πD).
The vanishing of the transverse displacement around the outer edge implies C1 +
C2R

2
o = 0. Finally, the vanishing of the bending moment Mθ around the two edges

leads to

C2 =
(

R̄2 ln R̄

1− R̄2
− 1

2
3 + ν

1 + ν

)
C4, C3 = 2

1 + ν

1− ν

R̄2 ln R̄

1− R̄2
R2

oC4,

where R̄ = Ri/Ro. The transverse displacement of the plate becomes

ū3 =
1
8π

PR2
o

D

[(
R̄2 ln R̄

1− R̄2
− 1

2
3 + ν

1 + ν

)
(1− ρ2)− 2

1 + ν

1− ν

R̄2 ln α

1− R̄2
ln ρ− ρ2 ln ρ

]
,

where ρ = r/Ro is the non-dimensional radial variable. The radial distribution of
the non-dimensional displacement is shown in fig. 16.34.

The bending moments are then computed with the help of eqs. (16.123) to find

Mθ

P
=

1 + ν

4π

[
ln ρ− α2 ln α

1− α2

(
1
ρ2
− 1

)]
,

Mr

P
=

1 + ν

4π

[
1− ν

1 + ν
− ln ρ− α2 ln α

1− α2

(
1
ρ2

+ 1
)]

.

Figure 16.35 shows the radial distribution of non-dimensional displacement and
bending moments. Note that for annular plates with a very small internal radius, a
boundary layer phenomenon is observed: the bending moment Mθ presents increas-
ingly larger peak values, at a radial location that is increasingly close to the inner
edge. The same bending moment, however, vanishes around the inner edge.

It is interesting to consider the limiting case where Ri → 0 while P remains
constant. Since P = 2πRiV0, this implies that V0 → ∞ as Ri → 0, and their
product remains finite. At the limit, a circular plate subjected to a concentrated load,



16.5 Circular plates 871

0 0.2 0.4 0.6 0.8 1
-0.1

-0.08

-0.06

-0.04

-0.02

0

r / R
o

u
3

D
 /
 (

P
R

o2
)

α = 0.5

α = 0.2

α = 0.1

α = 0.05

α = 0.01

Fig. 16.34. Radial distribution of non-
dimensional displacement, ū3D/(PR2
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P , at its center is recovered. The solution of this problem is obtained by letting
R̄ → 0 in the above expressions to yield

ū3 = − 1
8π

PR2
o

D

[
1
2

3 + ν

1 + ν
(1− ρ2) + ρ2 ln ρ

]
,

and

Mθ = P
1 + ν

4π
ln ρ, and Mr = P

1 + ν

4π

(
1− ν

1 + ν
− ln ρ

)
.

The transverse displacement remains finite at the center of the plate, but the bending
moment components grow without bound at the point of application of the concen-
trated load.

16.5.3 Problems

Problem 16.13. Clamped circular plate under uniform loading
Determine the transverse deflection of a clamped circular plate under a uniform transverse
loading p0.

Problem 16.14. Annular plate loaded by a center shaft
Consider the simply supported, annular plate of radius Ro with a rigid shaft of radius Ri

clamped at its center, as depicted in fig. 16.36. Let R̄ = Ri/Ro. (1) Determine the solution
of the problem corresponding to a vertical motion ∆ of the rigid shaft. (2) Determine the
equivalent spring rate of the plate, k∆(α) = P/∆. Plot k∆ as a function of R̄, use a log
scale for k∆. (3) Plot the distributions of transverse displacement ū3D/(PR2

o) and bending
moment Mr/P and Mθ/P for R̄ = 0.2.

Problem 16.15. Simply supported annular plate under uniform loading
Consider a simply supported annular plate of inner and outer radii Ri and Ro, respectively,
subjected to a uniform transverse pressure, p0, as depicted in fig. 16.37. Let R̄ = Ri/Ro.
(1) Determine the transverse deflection of the plate and the bending moment distributions,
Mr and Mθ . (2) Plot the distributions of transverse displacement, ū3D/(p0R

4
o), and bending

moment, Mr/(p0R
2
o) and Mθ/(p0R

2
o), for R̄ = 0.2.
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Fig. 16.36. Simply supported circular plate
with center rigid shaft.
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Fig. 16.37. Simply supported annular plate
under uniform pressure.

Ro
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Fig. 16.38. Circular plate clamped to a center rigid shaft.

Problem 16.16. Clamped annular plate under uniform loading
Consider an annular plate of radius Ro cantilevered to a rigid shaft of radius Ri, as shown
in fig. 16.38. The plate is subjected to a uniform pressure distribution p0. Let R̄ = Ri/Ro.
(1) Determine the transverse deflection of the plate and the bending moment distributions,
Mr and Mθ . (2) Plot the distributions of transverse displacement, ū3D/(p0R

4
o), and bending

moment, Mr/(p0R
2
o) and Mθ/(p0R

2
o), for R̄ = 0.2.

16.5.4 Circular plates subjected to arbitrary loading

In the previous section, the loading applied to the plate is assumed to present circu-
lar symmetry. In general, the applied loading will be a function of both radial and
circumferential variables, i.e., p3 = p3(r, θ). To deal with this problem, the applied
loading is expanded in Fourier series in terms of angle θ,

p3(r, θ) = p0(r) +
m=∞∑
m=1

[p c
m(r) cosmθ + p s

m(r) sin mθ] , (16.128)

where p0(r) is the applied pressure component presenting circular symmetry, and
pc

m(r) and ps
m(r) are the cosine and sine components, respectively, of the Fourier

expansion.
The transverse deflection of the plate is also expanded in Fourier series as

ū3(r, θ) = ū0(r) +
m=∞∑
m=1

[ūc
m(r) cosmθ + ūs

m(r) sin mθ] , (16.129)
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where ū0(r) is the transverse displacement component presenting circular symmetry,
and ūc

m(r) and ūs
m(r) the cosine and sine components, respectively, of the Fourier

expansion.
Next, the Fourier expansions of the applied pressure and transverse displacement,

eqs. (16.128) and (16.129), respectively, are introduced into the governing differen-
tial equation for plate bending, eq. (16.117). Regrouping all terms for the various
harmonics then leads to

m=∞∑
m=1

[(
∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)(
∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)
ūc

m(r)− p c
m(r)
D

]
cos mθ

+
m=∞∑
m=1

[(
∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)(
∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)
ūs

m(r)− p s
m(r)
D

]
sin mθ

+
[(

∂2

∂r2
+

1
r

∂

∂r

)(
∂2

∂r2
+

1
r

∂

∂r

)
ū0(r)− p0(r)

D

]
= 0.

This equation must be satisfied for all arbitrary values of angle θ, and hence, the
bracketed terms, corresponding to the coefficients of the various harmonics, must
vanish, leading to the following uncoupled equations for the various harmonics of
the transverse displacement

(
∂2

∂r2
+

1
r

∂

∂r

) (
∂2

∂r2
+

1
r

∂

∂r

)
ū0 =

p0(r)
D

, (16.130a)
(
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∂r2
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1
r

∂

∂r
− m2

r2

)(
∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)
ūc

m(r) =
p c

m(r)
D

, (16.130b)
(

∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)(
∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)
ūs

m(r) =
p s

m(r)
D

. (16.130c)

The first equation, eq. (16.130a), gives the response of the plate under a load-
ing presenting circular symmetry which is the problem treated in section 16.5.2. For
each harmonic, the sine and cosine components of the transverse displacement are
governed by identical equations, eqs. (16.130b) or (16.130c), as expected. Indeed,
because the plate presents circular symmetry, angle θ can be measured from an ar-
bitrary origin, and hence the sine and cosine components of the Fourier series are
interchangeable.

In summary, the response of the plate under an arbitrary loading is obtained by
superposing the response of the loading presenting circular symmetry, as obtained
from solving eq. (16.130a), and the responses to the various loading harmonics. For
this latter problem, a single generic problem can be investigated

(
∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)(
∂2

∂r2
+

1
r

∂

∂r
− m2

r2

)
ūm(r) =

pm(r)
D

, (16.131)

If m = 1, the solution of this equation is

ū1 = A1r + B1r
3 +

C1

r
+ D1r ln

r

Ro
+ ū1p, (16.132)
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and if m > 1, the solution becomes

ūm = Amrm + Bmrm+2 +
Cm

rm
+ Dmr2−m + ūmp, (16.133)

where ū1p and ūmp are particular solutions for the non-vanishing right hand sides of
the governing equation.

Example 16.7. Simply supported circular plate under a linear pressure distribu-
tion
Consider a simply supported plate of radius Ro subjected to a linear pressure dis-
tribution, as depicted in fig.16.39. The linear pressure distribution can written as
p3(r, θ) = p0 + par/Ro cos θ, where p0 is the uniform pressure distribution over
the plate, and pa the additional, linear component of pressure, which corresponds to
a first harmonic of loading when expressed in the polar coordinate system. Note that
the pressure loading is symmetric with respect to the axis defined by θ = 0.

Using the principle of superposition, the response of the plate is that due to the
uniform pressure, given by eq. (16.127), plus that due to the first harmonic of loading,
p3(r, θ) = par/Ro cos θ. Because the first part of the response is already known,
only the response of the plate to the first harmonic of loading is addressed here.

The response of the plate to the first harmonic of loading is given by eq. (16.132)
as

ū1 = A1r + B1r
3 +

C1

r
+ D1r ln

r

Ro
+

paR4
o

192D

(
r

Ro

)5

,

where the last term corresponds to the particular solution of the problem. The so-
lution must remain finite at the center of the plate, i.e., at r = 0, and this implies
C1 = D1 = 0. The additional boundary conditions are ū1 = 0 and Mθ = 0 at
r = Ro, leading to

A1 =
(

1− 2
5 + ν

3 + ν

)
2

paR4
o

192D
, and B1 = −5 + ν

3 + ν
2

paR4
o

192D
,

respectively.
The complete solution of the problem is now obtained by superposing the solu-

tion under the uniform pressure, eq. (16.127), with the above result to obtain

ū3 =
p0R

4
o

64D

(
1− ρ2

) (
5 + ν

1 + ν
− ρ2

)
+

paR4
o

192D
ρ

(
1− ρ2

) (
7 + ν

3 + ν
− ρ2

)
cos θ,

where ρ = r/Ro. The bending moment and shear distributions in the plate can be
obtained readily from this solution using eq. (16.115) and (16.116).

16.5.5 Problems

Problem 16.17. Annular plate pitched by a center shaft
Consider the simply supported, annular plate of radius Ro with a rigid shaft of radius Ri

clamped at its center, as depicted in fig. 16.40. Let R̄ = Ri/Ro. (1) Determine the solution
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p0

pa

Fig. 16.39. Diametric cross-section at θ = 0
of a simply-supported circular plate.

Q
f

Ro

Ri

Fig. 16.40. Simply supported circular plate
with center rigid shaft.

of the problem corresponding to a rotation φ of the rigid shaft. (2) Determine the equivalent
spring rate of the plate, kΦ(R̄) = Q/φ. Plot kΦ as a function of R̄ using a log scale for kΦ. (3)
Plot the distributions of transverse displacement ū3D/(PR2

o) and bending moment Mr/P
and Mθ/P for R̄ = 0.2.

16.6 Energy formulation of Kirchhoff plate theory

Kirchhoff plate theory can also be formulated using the work and energy principles
developed in chapters 9 and 10. Given the kinematic assumptions of Kirchhoff plate
theory, the principle of minimum total potential energy can be used to derive the
governing equations and boundary conditions of the problem. This approach is es-
pecially helpful in understanding the concepts of total vertical edge load and corner
force. In addition, both the work and energy principles lead directly to powerful ap-
proximate methods for realistic plate problems, such as those involving anisotropic
plates or plates featuring complex shapes and boundary conditions.

Consider a thin plate of arbitrary shape

i1

i2

i3

h
p1

t1

t2

t3

p2

p3

Sm

Sb

C

n s

Fig. 16.41. Plate of arbitrary shape.

with its mid-plane surface, denoted Sm, ly-
ing in the plane defined by axes ı̄1 and ı̄2,
as depicted in fig. 16.41. The upper and
lower surfaces of the plate are parallel to its
mid-plane, and the plate is bounded by an
outer cylindrical surface, denoted Sb. Let
C be the curve that is at the intersection of
the bounding cylindrical surface of the plate
with its midplane; a curvilinear variable s
measures length along curve C. Unit vector s̄ is tangent to C whereas n̄ denotes the
outer normal to the same curve. The plate is subjected to in-plane pressures, denoted
p1 and p2, along axes ı̄1 and ı̄2, respectively; the applied transverse pressure, denoted
p3, acts along axis ı̄3. Three surface tractions are applied at the bounding cylindrical
surface, Sb; in-plane surface tractions, denoted t1 and t2, act along axes ı̄1 and ı̄2,
respectively, whereas the surface traction t3 acts along axis ı̄3.

For this three-dimensional structure, the principle of virtual work states that
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−
∫

V
(σ1δε1 + σ2δε2 + σ3δε3 + τ23δγ23 + τ13δγ13 + τ12δγ12) dV

+
∫

Sm

(p1δū1 + p2δū2 + p3δū3) dSm +
∫

Sb

(t1δu1 + t2δu2 + t3δu3) dSb = 0,

for all arbitrary virtual displacements and associated compatible strains. The first
integral represents the virtual work done by the internal stresses for a general three-
dimensional solid, see eq. (9.77a). The last two integral represent the virtual work
done by the externally applied loads.

The Kirchhoff kinematic assumptions discussed in section 16.1.1 are now used
to simplify this expression. These assumptions imply the vanishing of the transverse
strain, ε3, see eq. (16.5), and the vanishing of the transverse shear strains, γ13 and
γ23, see eq. (16.6). Finally, the in-plane strains are linearly distributed through-the-
thickness of the plate, see eq. (16.12). With these assumption, the principle of virtual
work becomes

−
∫

V

[
σ1(δε01 + x3δκ2) + σ2(δε02 − x3δκ1) + τ12(δε012 − x3δκ12)

]
dV

+
∫

Sm

(p1δū1 + p2δū2 + p3δū3) dSm +
∫

Sb

(t1δu1 + t2δu2 + t3δu3) dSb = 0.

(16.134)
The first line of this expression represents the virtual work done by the internal
stresses; this term will be evaluated more precisely in section 16.6.1. The last two
terms represents the virtual work done by the externally applied loads; these will be
evaluated in section 16.6.2.

16.6.1 The virtual work done by the internal stresses

Since the strain distribution through-the-thickness of the plate is known, it is now
possible to carry out the first integral in eq. (16.134) to find the internal virtual work,
δWI , in the plate as

δWI = δW s
I + δW b

I =−
∫

Sm

[
N1δε

0
1 + N2δε

0
2 + N12δε

0
12

]
dSm

−
∫

Sm

[M1δκ1 + M2δκ2 + M12δκ12] dSm.

(16.135)

The first integral in this equation involves the in-plane forces and mid-plane strains,
and represents the virtual work done in stretching the plate, denoted δW s

I . The sec-
ond integral involves the bending moments and curvatures and represents the virtual
work done in bending the plate, denoted δW b

I . These two expressions will be evalu-
ated in more details in the two sections below.

The virtual work done by in-plane forces

First, the virtual work done by in-plane forces, denoted δW s
I in eq. (16.135), is inves-

tigated in more detail. The mid-plane strains are expressed in terms of the in-plane



16.6 Energy formulation of Kirchhoff plate theory 877

displacements using the strain-displacement equations, eqs. (16.9), to find

δW s
I = −

∫

Sm

[N1δū1,1 + N2δū2,2 + N12(δū1,2 + δū2,1)] dSm. (16.136)

Green’s theorem is used in each term to find

δW s
I =

∫

Sm

[(N1,1 + N12,2)δū1 + (N2,2 + N12,1)δū2] dSm

−
∫

C
[(n1N1 + n2N12)δū1 + (n2N2 + n1N12)δū2] ds,

where n1 and n2 are the components

i   u1 1,

i   u2 2, n  u, n

s  u, s

N1

Nn

Nns

N2

N12

N12
dx1

dx2 ds

C

Fig. 16.42. The global coordinate system and
the local coordinate system along the edge of
the plate.

of the unit outer normal to the plate
in the global coordinate system, i.e.,
n̄ = n1 ı̄1 + n2 ı̄2. The second integral
along curve C that bounds the plate’s
mid-plate is a consequence of the ap-
plication of Green’s theorem. Along
the outer edge of the plate, it is more
natural to work with the local coor-
dinate system, (n̄, s̄), rather than the
global coordinate system, (̄ı1, ı̄2), as il-
lustrated in fig. 16.42.

The displacement components, ūn and ūs, measured along the local coordinate
system are related to their counterparts, ū1 and ū2, measured along the global coor-
dinate system, through the following transformations, see section A.3.3,

ūn = n1ū1 + n2ū2, ūs = −n2ū1 + n1ū2, (16.137a)
ū1 = n1ūn − n2ūs, ū2 = n2ūn + n1ūs. (16.137b)

The boundary term resulting from the application of Green’s theorem now becomes
∫

C
[(n1N1 + n2N12)δū1 + (n2N2 + n1N12)δū2] ds =

∫

C
[(n1N1 + n2N12)(n1δūn − n2δūs) + (n2N2 + n1N12)(n2δūn + n1δūs)] ds

=
∫

C

{[
n2

1N1 + n2
2N2 + 2n1n2N12

]
δūn

+
[
n1n2N2 − n1n2N1 + (n2

1 − n2
2)N12

]
δūs

}
ds.

The two bracketed terms in the last integral are the in-plane force components
measured in the local coordinate system, Nn = n2

1N1 + n2
2N2 + 2n1n2N12 and

Nns = n1n2N2 − n1n2N1 + (n2
1 − n2

2)N12. The in-plane force components form
a second order tensor, and the components of this tensor in the global and local co-
ordinate systems are related by transformations laws identical to those for the com-
ponents of the stress tensor, see eqs. (1.31) and (1.32). These transformation laws
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should be contrasted with those for first order tensors, such as in-plane displacement
components, which are given by eq. (16.137). Finally, the virtual work done by the
in-plane forces becomes

δW s
I =

∫

Sm

[(N1,1 + N12,2)δū1 + (N2,2 + N12,1)δū2] dSm

−
∫

C
(Nnδūn + Nnsδūs) ds.

(16.138)

The virtual work done by the bending moments

Next, the virtual work done by the bending moments, defined by the second integral
in eq. (16.135), is investigated in more detail. The curvatures are expressed in terms
of the transverse displacement using the strain-displacement equations, eqs. (16.10),
to find

δW b
I = −

∫

Sm

(M1δū3,22 −M2δū3,11 + 2M12δū3,12) dSm. (16.139)

Next, Green’s theorem is used in each terms, leading to

δW b
I =−

∫

Sm

[(M2,1 −M12,2)δū3,1 − (M12,1 + M1,2)δū3,2] dSm

−
∫

C
[(−n1M2 + n2M12)δū3,1 + (n1M12 + n2M1)δū3,2] ds.

Here again, the integral along curve C that bounds the plate’s mid-plate is a con-
sequence of the application of Green’s theorem. The same theorem is applied once
more to find

δW b
I =−

∫

Sm

(M1,22 + 2M12,12 −M2,11) δū3 dSm

−
∫

C
[(−n1M2 + n2M12)δū3,1 + (n1M12 + n2M1)δū3,2] ds

−
∫

C
[(M2,1 −M12,2)n1 − (M1,2 + M12,1)n2] δū3 ds.

Along the outer edge of the plate, it is more natural to work with the local coor-
dinate system, (n̄, s̄), rather than the global coordinate system, (̄ı1, ı̄2), as illustrated
in fig. 16.43. Since Q1 = M2,1−M12,2 and Q2 = −M1,2−M12,1, see eqs. (16.25),
the last integral becomes

∫

C
[(M2,1 −M12,2)n1 − (M1,2 + M12,1)n2] δū3 ds

=
∫

C
(Q1n1 + Q1n2) δū3 ds =

∫

C
Qnδū3 ds,
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i   u1 1, i   u1 1,

i   u2 2, i   u2 2,n ns s

M12

Mns

M12

M1

Mn

M2

dx1 dx1

dx2 dx2
ds ds

Q1

Q2

Qn

C C
.

Fig. 16.43. The global coordinate system and the local coordinate system along the edge of
the plate.

where the last equality follows from the vertical equilibrium of the differential el-
ement of the plate represented on the left portion of fig. 16.43, which implies
Qn = Q1n1 + Q1n2.

The other boundary term along curve C is treated as follows
∫

C
[(−n1M2 + n2M12)δū3,1 + (n1M12 + n2M1)δū3,2] ds

=
∫

C
[(−n1M2 + n2M12)(n1δū3,n − n2δū3,s)

+ (n1M12 + n2M1)(n2δū3,n + n1δū3,s)] ds

=
∫

C

{− [
n2

1M2 − n2
2M1 − 2n1n2M12

]
δū3,n

− [−n1n2M1 + n1n2M2 − (n2
1 − n2

2)M12

]
δū3,s

}
ds

The two bracketed terms in the last integral are the bending moment components
measured in the local coordinate system, Mn = n2

1M2 − n2
2M1 − 2n1n2M12 and

Mns = −n1n2M1 + n1n2M2 − (n2
1 − n2

2)M12. Here again, the transformation of
the bending moment components follow the laws of transformation for second order
tensors.

The virtual work done by the bending moments becomes

δW b
I = −

∫

Sm

(M1,22 + 2M12,12 −M2,11) δū3 dSm

−
∫

C
(Qnδū3 −Mnδū3,n −Mnsδū3,s) ds.

The final step in the evaluation of the virtual work done by the bending moments
is to realize that variations δū3 and δū3,s are not independent quantities along curve
C, because the knowledge of ū3(s) for all s implies the knowledge of ū3,s(s). Hence,
the term −Mnsδū3,s appearing in the last integral can be integrated by parts to yield

δW b
I = −

∫

Sm

(M1,22 + 2M12,12 −M2,11) δū3 dSm

−
∫

C
[−Mnδū3,n + (Qn + Mns,s)δū3] ds− [Mnsδū3]C ,

(16.140)
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where the notation [·]C indicates the boundaries of curve C. If the plate is square, the
boundaries of C would be defined by its four corners, whereas if the plate is circular,
C has no boundaries.

In summary, the virtual work done by the in-plane forces and bending moments
is the sum of expressions (16.138) and (16.140).

16.6.2 The virtual work done by the applied loads

The virtual work done by the externally applied loads is given by the second integral
in the statement of the principle of virtual work, eq. (16.134), as

δWE =
∫

Sm

(p1δū1 + p2δū2 + p3δū3) dSm +
∫

Sb

(t1δu1 + t2δu2 + t3δu3) dSb,

where the first integral represents the virtual work done by the pressure distribution
applied over the mid-plane of the plate and the second integral represents the virtual
work done by the surface tractions acting over edge surface Sb that bounds the plate.

First, Kirchhoff’s kinematic assumptions for the displacement field, see
eqs. (16.4), are introduced, leading to

δWE =
∫

Sm

(p1δū1 + p2δū2 + p3δū3) dSm

+
∫

Sb

[t1(δū1 − x3δū3,1) + t2(δū2 − x3δū3,2) + t3δū3] dSb,

Because the displacement distribution through-the-thickness of the plate is known, it
is now possible to integrate the second integral to find

δWE =
∫

Sm

(p1δū1 + p2δū2 + p3δū3) dSm

+
∫

C

[
Ñ1δū1 + Ñ2δū2 + Q̃nδū3 − M̃2δū3,1 + M̃1δū3,2

]
ds,

where Ñ1 and Ñ2 are the in-plane forces applied along the external boundary of the
plate, Q̃n, are the vertical force, and finally, M̃1 and M̃2, are the bending moments
applied along the same boundary. Here again, the last integral is more naturally ex-
pressed in the local coordinate system shown in figs. 16.42 and 16.43.

δWE =
∫

Sm

(p1δū1 + p2δū2 + p3δū3) dSm

+
∫

C

[
Ñnδūn + Ñnsδūs + Q̃nδū3 − M̃nδū3,n − M̃nsδū3,s

]
ds.

As is the case for bending strain energy, the final step in the evaluation of the
work done by the external forces is to observe that variations δū3 and δū3,s are not
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independent quantities along curve C. Hence, the term −M̃nsδū3,s appearing in the
last integral can be integrated by parts to yield

δWE =
∫

Sm

(p1δū1 + p2δū2 + p3δū3) dSm

+
∫

C

[
Ñnδūn + Ñnsδūs − M̃nδū3,n + (Q̃n + M̃ns,s)δū3

]
ds−

[
M̃nsδū3

]
C

.

(16.141)

16.6.3 The principle of virtual work for Kirchhoff plates

The internal and external virtual work given in the last two sections by eqs. (16.138),
(16.140), and (16.141), can be combined to yield the following expression for the
principle of virtual work

∫

Sm

{− [N1,1 + N12,2 + p1] δū1 − [N2,2 + N12,1 + p2] δū2

− [M2,11 −M1,22 − 2M12,12 + p3] δū3} dSm

+
∫

C

{[
Nn − Ñn

]
δūn +

[
Nns − Ñns

]
δūs

+
[
Qn + Mns,s − Q̃n − M̃ns,s

]
δū3 −

[
Mn − M̃n

]
δū3,n

}
ds

−
{[

Mns − M̃ns

]
δū3

}
C

= 0.

(16.142)

Because all variations are arbitrary, the bracketed terms of this expression must
all vanish. The vanishing of the coefficients of the variations δū1, δū2, and δū3 in the
first integral leads to the equilibrium equations of the problem which are identical to
those obtained earlier, eqs. (16.23a), (16.23b), and (16.33), respectively.

The vanishing of the bracketed terms in the integral along the outer boundary of
the plate, C, leads to the natural boundary conditions of the problem: Nn = Ñn and
Nns = Ñns, Qn + Mns,s = Q̃n + M̃ns,s, and Mn = M̃n. Finally, the vanishing of
the last term bracketed term implies Mns = M̃ns at the boundaries of curve C.

As expected, the principle of virtual work yields all the equations of equilib-
rium of the problem and the natural boundary conditions. It is interesting to note
that the concepts of total vertical force and corner force are a natural byprod-
uct of the application of Green’s theorem. Indeed, the natural boundary condition,
Qn + Mns,s = Q̃n + M̃ns,s, implies the equality of the total vertical force in the
plate, Qn +Mns,s, with its externally applied counterpart. The equality of the corner
forces, Mns, with their externally applied counterparts is also identified. This con-
trasts with the classical approach to the development of the governing equations of
Kirchhoff’s plate theory, where these two concepts are introduced in an ad hoc man-
ner to overcome the problems associated with the boundary conditions to be applied
along the free edge of a plate, as discussed in section 16.2.1.
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16.6.4 The principle of minimum total potential energy for Kirchhoff plates

As discussed in section 12.2.5 for the general elasticity case, the principle of mini-
mum total potential energy can be derived from the principle of virtual work. Two
assumptions are involved in this process: first, it is assumed that the constitutive
laws for the material can be expressed in terms of a strain energy density function,
see eq. (12.31), and second, it is assumed that the externally applied loads can be
derived from a potential. These two steps are described in the next two sections.

The strain energy for Kirchhoff plates

The expression for the strain energy in a plate can be obtained from that for a gen-
eral three-dimensional solid developed in section 10.5. Introducing the kinematic
assumptions of Kirchhoff theory then leads to

A =
1
2

∫

Sm

(
NT ε0 + MT κ

)
dSm,

where the arrays of forces and moments are given by eqs. (16.17) and (16.22), respec-
tively, and the arrays of mid-plane strains and curvatures by eqs. (16.9) and (16.10),
respectively.

Next, the constitutive laws for the material, which are assumed to be linearly
elastic but generally anisotropic as given by eqs. (16.52), are introduced to find the
strain energy stored in the plate

A =
∫

Sm

1
2

(
εT
0 A ε0 + 2εT

0 B S κ + κT ST D S κ
)

dSm. (16.143)

An important class of plate problems is that for which the coupling stiffness
matrix, B, vanishes. In such case, the strain energy in the plate becomes

A = As + Ab =
1
2

∫

Sm

εT
0 A ε0 dSm +

1
2

∫

Sm

κT ST D S κ dSm, (16.144)

where the first term represents the strain energy associated with stretching of the
plate, denoted As, and the second term that associated with bending of the plate, de-
noted Ab. The strain energy associated with stretching depends solely on the in-plane
displacements, whereas the strain energy associated with bending depends solely on
the transverse displacement. This decoupling between in-plane and out-of-plane be-
havior is also observed in the classical approach described in section 16.3.9.

Using the strain-displacement equations for curvatures, see eq. (16.10), the bend-
ing strain energy can be written as

Ab =
1
2

∫

Sm

[
D11ū

2
3,11 + 2D12ū3,11ū3,22 + D22ū

2
3,22

+ 4D66ū
2
3,12 + 4D16ū3,11ū3,12 + 4D26ū3,22ū3,12

]
dSm.

(16.145)



16.6 Energy formulation of Kirchhoff plate theory 883

For specially orthotropic plates, the bending strain energy reduces to

Ab =
1
2

∫

Sm

[
D11ū

2
3,11 + 2D12ū3,11ū3,22 + D22ū

2
3,22 + 4D66ū

2
3,12

]
dSm.

(16.146)
Finally, if the plate is isotropic, then D11 = D22 = D, D12 = νD and D66 =

D(1 − ν)/2, where D is the plate bending stiffness defined by eq. (16.36). In this
case, eq. (16.146) further reduces to

Ab =
1
2

∫

Sm

D
[
ū2

3,11 + ū2
3,22 + 2νū3,11ū3,22 + 2(1− ν)ū2

3,12

]
dSm. (16.147)

The potential of the externally applied loads

The externally applied loads consist of the pressures, p1, p2, and p3 along with
the edge loads Ñn, Q̃n, M̃n, and M̃12, and the external virtual work is given by
eq. (16.141) developed previously. For simplicity, only the in-plane and transverse
pressure components will be considered here, although it is a simple matter to add
the contributions due to edge loads.

The virtual work done by the externally applied forces is then simply

δWE = δW s
E + δW b

E =
∫

Sm

(p1δū1 + p2δū2) dSm +
∫

Sm

p3δū3 dSm,

where the expression is split into the work done by the in-plane pressures and that
done by the transverse pressure, leading to the stretching and bending parts of the
work done by the externally applied pressures, denoted δW s

E and δW b
E , respectively.

If these pressure can be derived from a potential, i.e., if each pressure component
is written as pi = −∂φi/∂ūi, i = 1, 2, 3, the virtual work done by the externally
applied pressure becomes

δWs + δWb = −δ

∫

Sm

(φ1 + φ2) dSm − δ

∫

Sm

φ3 dSm = −δΦs − δΦb,

where Φs and Φb are the total potentials of the in-plane and transverse pressures,
respectively, and

Φs = −
∫

Sm

(φ1 + φ2) dSm, (16.148a)

Φb = −
∫

Sm

φ3 dSm. (16.148b)

Note that if the pressure applied on the plate is of constant magnitude and direction,
as is typically the case, φi(ūi) = −ūipi, because the pressure can then be obtained
from this potential as pi = −∂φi/∂ūi.
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Total potential energy

The total potential energy for a general Kirchhoff plate is given by Π = As +
Ab + Φs + Φs where each term is given above. When the coupling stiffness matrix
vanishes, the total potential energy can be separated into two separate problems:
one involving stretching only, and one involving bending only. In this case, the total
potential energy due to stretching of the plate is

Πs = As + Φs, (16.149)

and that due to bending is
Πb = Ab + Φb. (16.150)

The principle of minimum total potential energy can now be used to deter-
mine the equilibrium configuration of the plate. The variational methods from sec-
tion 12.2.5 can be used to find the Euler-Lagrange governing equations for the plate
along with the possible boundary conditions. The result will be the same equations
obtained in eq. (16.142) using the principle of virtual work and relevant constitutive
equations.

The principle of minimum total potential energy does provide an effective ap-
proach for constructing approximate solutions to Kirchhoff plate problems because
of the integral formulation and the reduced (weaker) continuity requirements placed
on the solution. The approach follows closely that developed in chapter 10 to solve
beam bending and torsion problems.

16.6.5 Approximate solutions for Kirchhoff plates

Approximate solutions of beam problems can be obtained from the principle of vir-
tual work or from the principle of minimum total potential energy, and the gen-
eral solution procedures using these two principles are presented in sections 11.4.2
and 11.4.3, respectively. In this section, a similar approach is developed for Kirch-
hoff plate bending problems. The use of the principle of minimum total potential
energy will be illustrated, although the principle of virtual work could be employed
with equal ease.

Following the overall procedure described in section 11.4.3, The first step of the
solution procedure is to assume a specific form of the transverse displacement field
as

ū3(x1, x2) =
N∑

i=1

hi(x1, x2) qi, (16.151)

where the qi are unknown coefficients, often called degrees of freedom, that deter-
mine the solution of the problem, and the known functions, hi(x1, x2), form a set of
functions, called shape functions, which each must satisfy the geometric boundary
conditions of the problem.

As is the case for the beam problems, monomials or trigonometric functions can
be selected as shape functions. Polynomial or transcendental functions can also be
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used as long as they form a set of linearly independent functions that satisfy the
geometric boundary conditions.

Expression (16.151) represents an approximation to the problem because the so-
lution is assumed to consists of a linear combination of a finite number, N , of shape
functions where each coefficient, qi, indicates how much the corresponding shape
function contributes to the final solution. This explains the expression “modal partic-
ipation factors” frequently used to denote the coefficients qi.

It is convenient to recast the expressions for the assumed displacements,
eq. (16.151), into a matrix form

ū3(x1, x2) = HT (x1, x2) q, (16.152)

where q =
{
q1, q2, · · · , qN

}T is an array of size N that stores the N degrees of
freedom of the problem. The displacement interpolation array, H(x1, x2), is defined
as

H(x1, x2) =
{
h1(x1, x2), h2(x1, x2), h3(x1, x2), · · · , hN(x1,x2)

}T
. (16.153)

Next, the assumed displacements are introduced in the curvature-displacement
relationship, eq. (16.10), to find the curvature distribution

S κ(x1, x2) =




−ū3,11

−ū3,22

−2ū3,12



 = B(x1, x2) q, (16.154)

where the strain or curvature interpolation matrix is

B(x1, x2) =




. . . −hi,11 . . .

. . . −hi,22 . . .

. . . −2hi,12 . . .


 (16.155)

The total strain energy in the plate for the approximate solution is now ob-
tained by introducing the curvatures, eq. (16.154), into the strain energy expression,
eq. (16.144), to obtain

Ab =
1
2

∫

Sm

κT ST D S κ dSm =
1
2

qT

[∫

Sm

BT D B dSm

]
q =

1
2

qT K q,

(16.156)
where K is the stiffness matrix for the plate

K =
∫

Sm

BT (x1, x2)D B(x1, x2) dSm, (16.157)

Note that this expression for the stiffness matrix of the plate is formally identical
to those obtained for beam problems, see eqs. (11.67) and (11.73), for beams under
axial and transverse loading, respectively.
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Next, the total potential of the externally applied pressure is evaluated by intro-
ducing the assumed displacement field, eq. (16.152), into the total potential energy
expression, eq. (16.148), to obtain

Φ =
∫

Sm

φ3 dSm = −qT

[∫

Sm

H(x1, x2)p3(x1, x2) dSm

]
= −qT Q, (16.158)

where Q is the load array for the system

Q =
∫

Sm

H(x1, x2)p3(x1, x2) dSm. (16.159)

This expression for the load array is formally identical to that found for beam prob-
lems, see eq. (11.74).

With the help of eqs. (16.156) and (16.159), the total potential energy for plate
bending, eq. (16.150), now reduces to

Πb(q) =
1
2

qT K q − qT Q. (16.160)

The first term is a positive-definite quadratic form in the degrees of freedom, whereas
the second term is a linear form of the same variables.

According to the principle of minimum total potential energy, the system is in
equilibrium when this expression assumes a minimum with respect to all possible
choices of the displacements, which are now limited to the choices of the degrees of
freedom. Imposing the vanishing of the derivatives of the total potential energy with
respect to q leads to the following equations

K q −Q = 0. (16.161)

where eqs. (A.27) and (A.29) are used to evaluate the derivatives of the potential of
the externally applied loads and strain energy, respectively.

The general procedure for solving plate bending problems using the principle of
minimum total potential energy can be summarized by the following steps, which
mirror the corresponding steps used for the solution beam bending problems, see
section 11.4.3.

1. Select a set of shapes functions that satisfy the geometric boundary conditions.
2. Construct the displacement interpolation array, eq. (16.153), and strain interpo-

lation matrix, eq. (16.155).
3. Compute the total strain energy of the system, Ab(q) = 1/2 qT K q, where the

stiffness matrix is given by eq. (16.157).
4. Compute the total potential of the externally applied loads, Φ(q) = −qT Q,

where the load array Q is given by eq. (16.159).
5. Solve the set of linear equations, K q = Q, for the solution vector, q.
6. Determine the strain distribution from eq. (16.154), and the internal forces from

the constitutive law, eq. (16.54).
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Choice of shape functions

When the above procedure is applied to rectangular plates, it is often convenient to
write the assumed displacement field as a product of two sets of functions, fm(x1)
and gn(x2), which depend solely on the variables x1 and x2, respectively,

ū3(x1, x2) =
M∑

m=1

N∑
n=1

fm(x1)gn(x2) qmn. (16.162)

Functions fm(x1) must satisfy the geometric boundary conditions of the problem at
x1 = 0 and a, but are otherwise arbitrary. Similarly, functions gn(x2) must satisfy
the geometric boundary conditions of the problem at x2 = 0 and b, but are otherwise
arbitrary.

Consider, for instance, a plate that is simply supported at x1 = 0 and a, for
which the boundary conditions are given by eq. (16.39). An appropriate set of shape
functions would be

fm(x1) = sin
mπx1

a
. (16.163)

This choice clearly satisfies the geometric boundary condition, ū3 = 0, at x1 = 0
and a. A similar expression could be used for functions gn(x2) if the plate is simply
supported at x2 = 0 and b.

Consider next a plate that is clamped at x1 = 0 and a, for which the boundary
conditions are given by eq. (16.38). An appropriate set of shape functions would be

fm(x1) =
1
2

[
cos

(m− 1)πx1

a
− cos

(m + 1)πx1

a

]
. (16.164)

This choice clearly satisfies the geometric boundary conditions, ū3 = 0 and ū3,1 =
0, at x1 = 0 and a. A similar expression could be used for functions gn(x2) if the
plate is clamped at x2 = 0 and b. Another set of functions that can be used for
clamped plates is

fm(x1) = (x1 − a)2x2+m
1 . (16.165)

Finally, free edges are easily treated as well. Indeed, the associated boundary
conditions correspond to the vanishing of the bending moment and total vertical
force along the free edge, two natural boundary conditions. Hence, no requirements
at all must be imposed on the shape functions along these edges.

Elastic supports

Energy methods are also very versatile when it comes to the modeling edges of a
plate resting on elastic foundations. Consider the case of a rectangular plate with the
edge located at x1 = a supported by a linear distributed spring of stiffness k, as
depicted in fig. 16.8. The elastic system is defined as comprising the plate and the
distributed elastic foundation along the edge, and hence, the total strain energy of the
system now becomes
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A = Ab +
1
2

∫ b

0

kū2
3(a, x2) dx2, (16.166)

where Ab is the strain energy stored in the elastic plate due to bending, and the second
term represents the strain energy stored in the deformation of the linear spring.

If, instead, a rotational spring of stiffness constant k is connected to the plate
along the same edge as depicted in fig. 16.9, the total strain energy of the system
becomes

A = Ab +
1
2

∫ b

0

kū2
3,1(a, x2) dx2, (16.167)

where the second term represents the strain energy stored in the deformation of the
rotational spring. If the plate rests on elastic foundations along several of its edges,
the strain energies of the various springs are added to the strain energy of the plate
to find the total strain energy of the system.

A similar approach can be used to treat directionally reinforced plates, such as
those depicted in fig. 16.22. In section 16.3.8, the contributions of individual stiff-
eners is smeared to obtained equivalent plate bending stiffnesses, see eqs. (16.76).
While such approximation is reasonable for a plate stiffened by a large number of
stiffeners, i.e., if `/a ¿ 1, the smearing process is clearly not justified when the
plate features just a few stiffeners. In such case, it is possible to take into account the
contributions of each stiffener by adding their individual strain energies to that of the
base plate. Consider the case of a plate reinforced by three stiffeners running along
the direction parallel to axis ı̄2 and located at x1 = α1, α2, and α3, respectively.

A = Ab +
3∑

i=1

[
1
2

∫ b

0

Hb
i ū2

3,22(αi, x2) dx2 +
1
2

∫ b

0

Ht
i ū

2
3,12(αi, x2) dx2

]
,

(16.168)
where Hb

i and Ht
i are the bending and torsional stiffnesses of the stiffeners, respec-

tively.

Example 16.8. Simply supported rectangular isotropic plate
Consider a simply supported rectangular isotropic plate subjected to a uniform trans-
verse pressure, p0. An approximate solution of this problem can be constructed based
on the general procedure described above. The shape functions for this problem with
simply supported boundaries are assumed to take the following form

h1 = sin
πx1

a
sin

πx2

b
, h2 = sin

πx1

a
sin

3πx2

b
,

h3 = sin
3πx1

a
sin

πx2

b
, h4 = sin

3πx1

a
sin

3πx2

b
.

Clearly, these shape functions satisfy the geometric boundary conditions along the
four edges of the plate.

The displacement interpolation matrix is now given by eq. (16.153), and the cur-
vature interpolation defined by eq. (16.155) becomes
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B(x1, x2) = −



h1,11 h2,11 h3,11 h4,11

h1,22 h2,22 h3,22 h4,22

2h1,12 2h2,12 2h3,12 2h4,12


 .

Next, the plate stiffness matrix is evaluated using eq. (16.157). A typical entry of
this matrix is

Kij =
∫

Sm

D [hi,11hj,11 + ν(hi,11hj,22 + hi,22hj,11)

+ hi,22hj,22 + 2(1− ν)hi,12hj,12] dSm.

(16.169)

where the plate bending stiffness is given by eq. (16.36) for an isotropic plate. The
entries of the stiffness matrix are found by introducing the shape functions into this
equation and integrating over the area of the plate. Due to the orthogonality proper-
ties of sine functions (see section A.4), the stiffness matrix turns out to be a diagonal
matrix,

K =
abD

4
diag




((π

a

)2

+
(π

b

)2
)2

,

((π

a

)2

+
(

3π

b

)2
)2

,

((
3π

a

)2

+
(π

b

)2
)2

,

((
3π

a

)2

+
(

3π

b

)2
)2


 .

Finally, the load array is computed with the help of eq.(16.159). A typical entry of
this array is

Qi =
∫

Sm

hip3 dSm. (16.170)

For a plate subjected to a uniform transverse pressure, p3 = p0, and introducing the
selected shape function, the load vector becomes

Q =
4
π2

p0ab

[
1,

1
3
,
1
3
,
1
9

]T

.

In the solution phase of the procedure, the linear system, eq. (16.161), is solved
for vector q. This step is particularly simple in this case because the stiffness matrix
is diagonal. The final solution for the transverse displacement is

ū3 =
16
π6

p0

D

[
sin(πx1/a) sin(πx2/b)

[1/a2 + 1/b2]2
+

sin(πx1/a) sin(3πx2/b)
3 [1/a2 + 9/b2]2

+
sin(3πx1/a) sin(πx2/b)

3 [9/a2 + 1/b2]2
+

sin(3πx1/a) sin(3πx2/b)
9 [9/a2 + 9/b2]2

]
.

This solution corresponds to the first four terms of Navier’s solution applied to the
same problem, see example 16.1. This should not be unexpected because Navier’s
solution is based on an infinite, double sine wave expansion of the solution, whereas
the present approach only takes the first four terms of this infinite expansion.
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Example 16.9. Clamped rectangular anisotropic plate using numerical quadra-
ture
Consider a clamped, rectangular plate made of an anisotropic material and subjected
to a transverse pressure, p3. For simplicity, the coupling stiffness matrix is assumed
to vanish.

The shape functions are selected to be products of the functions given by
eq. (16.164). The first step of the procedure is to compute the stiffness matrix, K,
given by eq. (16.157). Clearly, this step will be very tedious given the selected shape
functions. The Gauss-Legendre quadrature scheme, see section A.5, can be used to
carry out the integrations numerically, rather than symbolically, leading to

K =
∫ a

0

∫ b

0

BT (x1, x2)D(x1, x2)B(x1, x2) dx1dx2

=
ab

4

∫ +1

−1

∫ +1

−1

BT (η, ζ)D(η, ζ)B(η, ζ) dηdζ

≈ ab

4

N∑

i=1

M∑

j=1

wiwjB
T (ηi, ζj)D(ηi, ζj)B(ηi, ζj),

(16.171)

where ηi and ζj are the locations of the points Gauss points and wi and wj the
associated weights, as defined in section A.5.

Note that in the above expression, the bending stiffness matrix of the plate can
vary over the surface of the plate, D = D(x1, x2). This would happen, for instance,
if the plate features reinforcements over specific portions of its surface. Clearly, re-
alistic plate configurations are easily treated numerically within the framework of
energy methods.

The computation of the load array is based on eq. (16.159) and is treated in
similar manner

Q =
∫ a

0

∫ b

0

H(x1, x2)p3(x1, x2) dx1dx2 =
ab

4

∫ +1

−1

∫ +1

−1

H(η, ζ)p3(η, ζ) dηdζ

≈ab

4

N∑

i=1

M∑

j=1

wiwjH(ηi, ζj)p3(ηi, ζj). (16.172)

Arbitrary pressure distributions over the surface of the plate are easily accommodated
within the framework of this approach.

The solution of the problem now reduces to the solution of a linear system,
eq. (16.161). The main advantage of energy approach to the solution of plate bending
problems is that it is very systematic. For a very large class of problems, the stiffness
matrix and load array are evaluated numerically based on eqs. (16.171) and (16.172),
respectively. This phase involves the computation of the displacement and strain
interpolation matrices only at the sampling points of the selected Gauss-Legendre
quadrature scheme. The second phase of the process involves the solution of a linear
system of equations. All operations are readily and systematically implemented in a
computer algorithm.
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16.6.6 Solutions based on partial approximation

Approximate solutions for complex plate bending problems can be found using a
combination of known and unknown functions in much the same way that the Lévy
solution is developed for solutions to the equilibrium equation in section 16.4.3. A
transverse deflection function for the plate is chosen in the form

ū3(x1, x2) =
n∑

i=1

fi(x1)gi(x2), (16.173)

where it is assumed that fi(x1) are unknown functions and gi(x2) are known func-
tions. Of course, it is also possible to reverse the role of the two sets of functions,
selecting gi(x2) as unknown functions and fi(x1) as known functions.

To illustrate this approach, consider the plate shown in fig. 16.44, which is used
to model an aircraft wing with a simple planform configuration. Axis ı̄1 is in the
span-wise direction and ı̄2 is in the chordwise direction. The span of the wing is L;
both leading and trailing edges are linearly tapered. The location of the leading edge
is given by c`(x1) and that of the trailing edge by ct(x1). The wing is subjected to a
transverse pressure distribution, p3(x1, x2), and a tip distributed shear force, Vt(x2).

c (x )
l 1

c (x )
t 1

i1

i1

i3

i2

i2

p3

Vt

L

Fig. 16.44. Wing modeled as a thin flat plate.

The plate’s transverse displacement field will be approximated in the following
manner

ū3(x1, x2) = ū(x1) + x2φ(x1), (16.174)

where the unknown functions are f1(x1) = ū(x1) and f2(x1) = φ(x1). The first
unknown function represents the transverse deflection of the plate along axis ı̄1 and
the second defines the rotation of the chord line. The known functions are selected
as g1(x2) = 1 and g2(x2) = x2.

The transverse displacement field given by eq. (16.174) is expressed in terms of
two unknown functions, ū(x1) and φ(x1), that depend on variable x1 only. The de-
pendency of the solution on variable x2 is explicitly assumed. Clearly, the procedure
will lead to one-dimensional governing equations, which are the basis of a beam the-
ory similar to that developed in chapter 5 based on the Euler-Bernoulli assumptions.
Both bending and torsion are considered here since both displacements and rotations
of the plate are considered.
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The strain energy due to plate bending is given by substituting eq. (16.174) into
eq. (16.147) to obtain

Ab =
1
2

∫ L

0

∫ c`

ct

D
[
(ū′′ + x2φ

′′)2 + 2(1− ν)φ′2
]
dx1dx2,

where (·)′ denotes a derivative with respect to x1. Expanding the integrand leads to

Ab =
1
2

∫ L

0

{[∫ c`

ct

Ddx2

]
ū′′2 +

[∫ c`

ct

Dx2
2dx2

]
φ′′2

+ 2
[∫ c`

ct

Dx2dx2

]
ū′′φ′′ +

[
2

∫ c`

ct

D(1− ν)dx2

]
φ′2

}
dx1.

Each of the bracketed terms can be integrated over the wing’s chord to find the
following property distributions

I(x1) =
∫ c`

ct

D dx2, J(x1) = 2
∫ c`

ct

D(1− ν) dx2,

α(x1) =
∫ c`

ct

Dx2 dx2, β(x1) =
∫ c`

ct

Dx2
2 dx2.

(16.175)

I(x1) is the bending stiffness of beam, J(x1) the torsional stiffness, α(x1) the
bending-torsion coupling stiffness, and β(x1) the warping stiffness. With these defi-
nitions, the strain energy reduces to

Ab =
1
2

∫ L

0

(
Iū′′2 + Jφ′2 + 2αū′′φ′′ + βφ′′2

)
dx1. (16.176)

The potential of the externally applied loads consists of the negative work done
by the transverse pressure loading and transverse tip shear,

Φ = −
∫ L

0

∫ c`

ct

p3 (ū + x2φ) dx1dx2 −
∫ c`

ct

Vt [ū(L) + x2φ(L)] dx2.

Here again, this expression can be integrated over the wing’s chord and the potential
of the externally applied loads reduces to

Φ = −
∫ L

0

(pū + qφ) dx1 − Ptū(L)−Qtφ(L), (16.177)

where the following loading parameters are defined

p(x1) =
∫ c`

ct

p3 dx2, q(x1) =
∫ c`

ct

p3x2 dx2,

Pt =
∫ c`

ct

Vt dx2, Qt =
∫ c`

ct

Vtx2 dx2.

(16.178)
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p(x1) is the applied load per unit span, q(x1) the applied torque per unit span, Pt the
tip shear force, and Qt the tip torque.

The principle of stationary total potential energy now implies the vanishing of
the variations of the total potential energy, Π = Ab + Φ, which leads to

δΠ =
∫ L

0

[Iū′′δū′′ + Jφ′δφ′ + αū′′δφ′′ + αφ′′δū′′ + βφ′′δφ′′] dx1

−
∫ L

0

(pδū + qδφ) dx1 − Ptδū(L)−Qtδφ(L) = 0.

Next, integrations by parts are performed on all terms involving derivative of the
variations to find

δΠ =
∫ L

0

{[
(Iū′′ + αφ′′)′′ − p

]
δū +

[
(αū′′ + βφ′′)′′ − (Jφ′)′ − q

]
δφ

}
dx1

+ [(Iū′′ + αφ′′)δū′]L0 + [(αū′′ + βφ′′)δφ′]L0 + [Jφ′δφ]L0
− [(Iū′′ + αφ′′)′δū]L0 − [(αū′′ + βφ′′)′δφ]L0 − Ptδū(L)−Qtδφ(L) = 0.

Because all variations are arbitrary, the two bracketed terms in the first integral
must vanish, revealing the governing equations of the problem,

(Iū′′ + αφ′′)′ = p(x1), (16.179a)
(αū′′ + βφ′′)′′ − (Jφ′)′ = q(x1). (16.179b)

For the configuration shown in fig. 16.44, the wing is cantilevered at the root,
and the appropriate geometric boundary conditions are ū(0) = φ(0) = ū′(0) =
φ′(0) = 0; the corresponding variations vanish. At the tip of the wing, variations
δū(L), δφ(L), δū′(L), and δφ′(L) are all arbitrary, leading to the following natural
boundary conditions

−(Iū′′ + αφ′′)′ = Pt, −(αū′′ + βφ′′)′ + Jφ′ = Qt,

Iū′′ + αφ′′ = 0, αū′′ + βφ′′ = 0.

The approach described here can be applied to general configurations. Both
isotropic or anisotropic plates can be treated, and the properties can vary over the
surface of the plate. It is interesting to note that although very simple kinematic as-
sumptions are made by selecting the displacement field in the form of eq. (16.174),
the behavior of the plate under nonuniform torsion conditions is recovered. The gov-
erning equations derived here should be compared to those obtained in section 12.3.4.

Example 16.10. Flat plate model for a straight, uniform wing
A simple example of a partial approximation approach developed above will be
treated here. Consider a straight, uniform wing similar to that shown in fig. 16.44.
The wing has a constant chord, ct(x1) = −c/2 and c`(x1) = c/2, and is subjected
to a tip load, Pt, and tip torque, Qt.
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The properties of the wing given by eqs. (16.175) now remain constant along its
span,

I(x1) =
∫ +c/2

−c/2

D dx2 = cD =
ch3E

12(1− ν2)
,

J(x1) = 2
∫ +c/2

−c/2

D(1− ν) dx2 = 2cD(1− ν) =
ch3E

6(1 + ν)
=

1
3
Gch3,

α(x1) =
∫ +c/2

−c/2

Dx2 dx2 = 0,

β(x1) =
∫ +c/2

−c/2

Dx2
2 dx2 = D

c3

12
=

c3h3E

144(1− ν2)
.

Because α(x1) = 0 the equations of the problem decouple: eq. (16.179a) can be
solved to find the transverse displacement field of the wing, and eq. (16.179b) yields
the rotation field. For the bending problem, the geometric boundary conditions at
the wing’s root are ū = ū′ = 0, and the natural conditions at the wing’s tip are
−Iū′′′ = Pt and Iū′′ = 0. The solution of the bending problem is

ū(x1) =
PtL

3

6I

[
3

(x1

L

)2

−
(x1

L

)3
]

,

which is simply the displacement field for a cantilevered beam subjected to a tip load,
Pt.

The torsion problem is governed by eq. (16.179b). The geometric boundary con-
ditions at the wing’s root are φ = φ′ = 0, and the natural conditions at the wing’s
tip are −βφ′′′ + Jφ′ = Qt and βφ′′ = 0. Integrating the governing equation
yields βφ′′′ − Jφ′ = C1 and the first boundary condition at the tip then leads to
C1 = −Qt. Integrating this equation a second time and dividing by β results in
φ′′ − Jφ/β = (C2 − Qt)/β. The solution to this second order nonhomogeneous
ordinary differential equation is

φ(x1) = C3 coshλ
x1

L
+ C4 sinh λ

x1

L
+

1
J

(Qx1 + C2),

where λ = L
√

J/β =
√

24(1− ν2)L/c. The remaining three integration constants
are determined from the remaining boundary conditions to find

φ(x1) =
QL

J

x1

L
− QL

J

[
sinh λ− sinh λ(1− x1/L)

λ cosh λ

]
.

The first term in this solution is Saint-Venant’s solution for torsion of a beam with a
thin rectangular cross-section. The method correctly identifies the torsional stiffness
of the plate as J = H11 = Gch3/3, see eq. (7.58). The second term represents the
effect of the constrained warping of the cross-section at the root where the geometric
boundary conditions are enforced. The present solution should be compared the the
non-uniform torsion solution developed in section 12.3.6; β = Hw is the warping
stiffness of the thin rectangular strip.
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16.6.7 Problems

Problem 16.18. Plate with two clamped and two free edges
The plate shown in fig. 16.45 has two adjacent edges clamped and the other two edges are
free. Find an approximate solution of the problem using the following assumed deflection
field: ū3(x1, x2) = α1x

2
1x

2
2 + α2x

2
1x

3
2 + α3x

3
1x

2
2. Compare your solution with α1 only, and

with α1, α2, and α3. Use p3(x1, x2) = p0, b = 3a, and ν = 0.3.

i1

i3 i2

a

b

Fig. 16.45. Plate with two adjacent clamped
edges and two free edges.

i1

i3

i2a/2

a/2

b

Simply
supported
edge

Free
edge

Fig. 16.46. Plate with two opposite edges
clamped.

Problem 16.19. Plate with two opposite clamped edges
Consider a uniform plate with two opposite edges clamped, one simply supported edge,
and a free edge, as depicted in fig. 16.46. Use an energy method to find an approxi-
mate solution of this problem with the following assumed deflection field: ū3(x1, x2) =

a1

[
1− (2x1/a)2

]2
(x2/b). Use p3(x1, x2) = p0, b = 3a, and ν = 0.3.

Problem 16.20. Plate with opposite edges clamped
Consider a uniform plate with two opposite edges clamped, one simply supported edge, and
a free edge, as depicted in fig. 16.46. It is desired to use an energy method to find an ap-
proximate solution of this problem with the following assumed deflection field: ū3(x1, x2) =
a1

[
1− (2x1/a)2

]
(x2/b). Is this a valid approach? Justify your answer.

Problem 16.21. Clamped plate under uniform loading
Consider a uniform rectangular plate of length a and width b, clamped along all
four of its edges, and subjected to a uniform transverse pressure distribution p0.
The plate is made of a homogeneous, isotropic material with a bending stiffness,
D. Use an energy method to solve this problem with the following assumed shape
functions, fm(x1) = 1/2 [cos(m− 1)πx1/a− cos(m + 1)πx1/a] and gn(x2) =
1/2 [cos(n− 1)πx2/b− cos(n + 1)πx2/b]. Use a Gauss-Legendre integration procedure
to evaluate the stiffness matrix and load vector. (1) For b/a = 3, plot the distribution of non-
dimensional transverse deflection, Dū3/(p0a

4), versus physical coordinates x1 and x2 on a
plot that preserves the geometric aspect ratio.

Problem 16.22. Plate with three stiffeners
The simply supported, rectangular plate shown fig. 16.47 is of uniform thickness h = a/10,
width a, and length b = 3a. It is made of aluminum (plate bending stiffness D) and sub-
jected to a uniform transverse pressure p0. The plate is reinforced by three equally spaced
sets of back-to-back aluminum stiffeners of square cross-section h × h. In configuration 1,
the stiffeners run along the long direction of the plate, whereas in configuration 2 they run
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along its short direction. (1) Use an energy method to investigate this problem with the fol-
lowing assumed displacement field: ū3(x1, x2) =

∑
m,n qmn sin(mπx1/a) sin(nπx2/b).

(2) For two configurations plot the distribution of non-dimensional transverse deflection,
Dū3/(p0a

4), bending moments, M1/(p0a
2), M2/(p0a

2), and M12/(p0a
2), and shear force

Q1/(p0a), Q2/(p0a), versus physical coordinates x1 and x2 on a plot that preserves the
geometric aspect ratio. (3) For two configurations plot the distribution of bending moment,
M/(p0a

3) and torsional moment in the stiffeners, Q/(p0a
3). (4) Compare the performance

of configurations 1 and 2 in terms of maximum load carrying capability and maximum deflec-
tion.

i1
i1

i2i2

a

b = 3a
h

hh

h

h

h

b/4b/4b/4b/4

a/4

a/4

a/4

a/4

Configuration 1 Configuration 2

Fig. 16.47. Simply supported rectangular plate with three stiffeners.

Problem 16.23. Uniform clamped wing
Consider the uniform, anisotropic wing of constant chord length subjected to an aerodynamic
pressure p3(x1, x2), as depicted in fig. 16.48. Use a partial approximate solution method to
solve this problem with the following assumed deflection ū3(x1, x2) = ū(x1) + ηφ(x1),
where η = 2x2/c. The applied aerodynamic pressure is p3(x1, x2) = p0 + ηq0. The
following two cases will be investigated: a homogeneous, aluminum plate of thickness
h = 1.5 10−03 m, a laminated composite plate with lay-up [0◦12]. Consider two aspect ra-
tios L/c = 5 and 10. (1) Plot the distribution of transverse displacement ū(x1) for the four
cases. (2) Plot the distribution of twist φ(x1) for the four cases. NOTE: the bending stiffness
matrix for the laminated composite plate with lay-up [0◦12] is

D =




39.0 0.76 0
0.76 2.53 0
0 0 2.00




16.7 Buckling of plates

Thin plates used in aerospace vehicles are often subjected to in-plane loads applied
along their boundaries. These loads can arise from tensile, compressive, or shear
forces applied along the edges of the plate and acting in its plane. For instance,
upper and lower skins of an aircraft wing are thin plates subjected to in-plane loads.
Similarly, fuselage panels are also subjected to in-plane loads.
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i1

i3 i2

c

L

Fig. 16.48. Uniform clamped wing.

In the case of in-plane compressive or shear loads, the plate can buckle. This
type of instability is similar to the buckling of beams that is addressed in chapter 14.
For isotropic plates, it is shown in section 16.1.6 that the general Kirchhoff plate
formulation decouples into two independent problems: an in-plane problem and a
bending problem. Consequently, according to this theory, in-plane compressive or
shear loads create in-plane displacements only. Clearly, the plate theory developed
thus far is unable to predict the buckling phenomenon.

Similar observations are made in section 14.2 concerning Euler-Bernoulli beam
theory. In its basic formulation, this theory is unable to predict the buckling of slen-
der beams. In section 14.2.1, the equilibrium equations of a differential element of
the beam are written for the deformed configuration of the element. The resulting
transverse equilibrium equation, eq. (14.13), differs from its counterpart, eq. (5.38),
written on the undeformed configuration of the differential element. The governing
equation for beam bending resulting from this updated transverse equilibrium equa-
tion, eq. (14.15), depends on the axial force and is the basis for the analysis of the
buckling phenomenon in beams.

A similar approach will be taken here to investigate plate buckling problems.
It will be assumed that at the onset of buckling, large in-plane forces are present
in the plate, but the transverse displacement and shear forces are still small. The
transverse equilibrium equation of the plate will then be developed for the deformed
configuration of a differential element of the plate. The resulting governing equations
will then be applied to the analysis of plate buckling problems.

16.7.1 Equilibrium formulation

Equilibrium equations

Consider an infinitesimal element of the plate subjected to in-plane and transverse
forces as well as bending moments. In contrast with the developments of sec-
tion 16.1.3, a free body diagram of a deformed differential element of the plate will
be analyzed. Figure 16.49 shows the deformed differential element of the plate sub-
jected to the various loading components. At the onset of buckling, it is assumed that
the in-plane forces are large, but the transverse displacement and shear forces are
still small.

Because the differential element is in its deformed configuration, the in-plane
forces N1, N2, and N12 all contribute to the transverse equilibrium equation. To
simplify the development of the equilibrium equation, the two faces perpendicular to
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Fig. 16.49. Free body diagram of a deformed differential element of the plate.

axis ı̄1 will be considered first, as shown in fig. 16.49. The force components acting
on those two faces along axis ı̄3 are

−Q1dx2 cos(ū3,1) + (Q1 + Q1,1dx1)dx2 cos(ū3,1 + ū3,11dx1)
−N1dx2 sin(ū3,1) + (N1 + N1,1dx1)dx2 sin(ū3,1 + ū3,11dx1)
−N12dx2 sin(ū3,2) + (N12 + N12,1dx1)dx2 sin(ū3,2 + ū3,12dx1).

At the onset of buckling, the transverse displacement is small, resulting in the fol-
lowing simplifications: cos(ū3,1) ≈ 1 and sin(ū3,1) ≈ ū3,1. Neglecting higher order
differential terms then leads to

[Q1,1 + N1ū3,11 + N1,1ū3,1 + N12ū3,12 + N12,1ū3,2] dx1dx2.

Next, the two faces perpendicular to axis ı̄2 will be considered and lead to a similar
result. Finally, summing up all the forces acting in the vertical direction leads to the
following equilibrium equation

Q1,1 + N1ū3,11 + N12ū3,12 + N1,1ū3,1 + N12,1ū3,2

Q2,2 + N2ū3,22 + N12ū3,12 + N2,2ū3,2 + N12,2ū3,1 + p3 = 0.
(16.180)

It will be left to the reader to verify that at the onset of buckling, the in-plane force
equilibrium equations, eqs. 16.23, are unchanged, even when written for a deformed
element of the plate. Similarly, the moment equilibrium equations, eqs. (16.25), also
remain unchanged at the onset of buckling.

The governing equation is obtained by introducing the shear forces, Q1 and Q2,
from eqs. (16.25) into eq. (16.180) to find

∂2M2

∂x2
1

− 2
∂2M12

∂x1∂x2
− ∂2M1

∂x2
2

= −p3

− ∂

∂x1

(
N1

∂ū3

∂x1
+ N12

∂ū3

∂x2

)
− ∂

∂x2

(
N12

∂ū3

∂x1
+ N2

∂ū3

∂x2

)
.

(16.181)

This equation should be compared to the basic moment equilibrium equation of
Kirchhoff plate theory, eq. (16.33). The terms appearing on the second line of
eq. (16.181) give the effect of the large in-plane loads on the moment equilibrium
equation of the plate.



16.7 Buckling of plates 899

Governing equations for plates with large in-plane loads

The governing equation for plate buckling is obtained by expressing the bending
moment in terms of curvature using the constitutive laws, and the curvatures in terms
of the transverse displacement using eq. (16.10). For linearly elastic, homogeneous
isotropic plates, the constitutive laws are given by eqs. (16.30), and the governing
equation of the problem becomes

D∇4ū3 = p3 +
∂

∂x1

(
N1

∂ū3

∂x1
+ N12

∂ū3

∂x2

)
+

∂

∂x2

(
N12

∂ū3

∂x1
+ N2

∂ū3

∂x2

)
.

(16.182)
In the absence of in-plane loads, this equation reduces to the governing equation

of Kirchhoff plates, eq. (16.37). The boundary conditions along a clamped or simply
supported edges are unchanged. Along free edges, however, the natural boundary
conditions must be expressed on a deformed configuration of the plate.

If the plate is made of a specially orthotropic material, the governing equation of
the problem becomes

D11
∂4ū3

∂x4
1

+ 2(D12 + 2D66)
∂4ū3

∂x2
1∂x2

2

+ D22
∂4ū3

∂x4
2

= p3

+
∂

∂x1

(
N1

∂ū3

∂x1
+ N12

∂ū3

∂x2

)
+

∂

∂x2

(
N12

∂ū3

∂x1
+ N2

∂ū3

∂x2

)
.

(16.183)

It is convenient here again to introduce the affine transformation defined by
eq. (16.94) to simplify the governing equation

∂4ū3

∂x̂4
1

+ 2D̄
∂4ū3

∂x̂2
1∂x̂2

2

+
∂4ū3

∂x̂4
2

= p3 +
∂

∂x̂1

(
N1√
D11

∂ū3

∂x̂1
+

N12
4
√

D11D22

∂ū3

∂x̂2

)

+
∂

∂x̂2

(
N12

4
√

D11D22

∂ū3

∂x̂1
+

N2√
D22

∂ū3

∂x̂2

)
. (16.184)

where D̄ is defined by eq. (16.96). In the affine space, the plate dimensions are â =
a/ 4
√

D11 and b̂ = b/ 4
√

D22.

Example 16.11. Buckling of a simply supported plate
Consider a rectangular plate of length a and width b simply supported along its four
edges, as depicted in fig. 16.50. A uniform in-plane compressive load , N1 = −N0,
is acting on two opposite edges of the plate. For this case, the governing equation,
eq. (16.182), reduces to

D∇4ū3 + N0
∂2ū3

∂x2
1

= 0. (16.185)

The boundary conditions along the loaded edges at x1 = 0 and x1 = b are ū3 =
ū3,11 = 0, while the boundary conditions along the unloaded edges at x2 = 0 and
x2 = b are ū3 = ū3,22 = 0.

The solution of the problem is assumed to be in the form of a double infinite series
identical to that used for Navier’s solution, see eq. (16.83), where αm = mπ/a and
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βn = nπ/b. The trigonometric functions satisfy all the boundary conditions of the
problem. Substituting this expansion into the governing equation, eq. (16.185), leads
to ∞∑

m,n=1

[
D

(
α2

m + β2
n

)2 −N0α
2
m

]
qmn sin αmx1 sinβnx2 = 0.

This equation must be satisfied for all values of x1 and x2. This is only possible if
the bracketed term vanishes, leading to the critical in-plane load

N0 = Ncr = kc
π2D

b2
, (16.186)

where the buckling parameter, kc, is defined as

kc =
[(

m

a/b

)
+ n2

(
a/b

m

)]2

. (16.187)

The critical load depends on the plate aspect ratio, a/b, but also on the for wave
numbers, m and n. To find the buckling load, the lowest critical load must be found.
As n increase, so does buckling parameter and the critical load. Hence, the lowest
critical load is found for n = 1, which corresponds to a single sine wave across the
width of the plate.

The buckling parameter still depends on the second wave number, m. Because it
appears both in the numerator of the first term and the denominator of the second, the
wave number m that yields the lowest value of the buckling parameter is not easily
found. Figure 16.51 shows the variation of the buckling parameter as a function of
the plate aspect ratio, a/b, for increasing values of the wave number.

b

a

N0

i1i2

Fig. 16.50. Simply supported plate buckling
under in-plane loading with m = 2 and n = 1
wave numbers.
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Fig. 16.51. Bucking parameter versus plate’s
aspect ratio.

For aspects ratio a/b ≤ √
2, the lowest value of the buckling parameter is ob-

tained for m = 1, which corresponds to a single wave along the loading direction.
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For aspect ratios
√

2 < a/b ≤ √
6, however, the lowest value of the buckling pa-

rameter is obtained for m = 2, which corresponds to two waves along the loading
direction. The scalloped curve shown with a solid line in fig. 16.51 gives the lowest
value of the buckling parameter as a function of the plate’s aspect ratio. For a/b > 1,
the buckling parameter remains nearly constant, kc ≈ 4, and the corresponding buck-
ling load is

Ncr = 4
π2D

b2
. (16.188)

Although the buckling load remains nearly constant, the buckling mode shape is
a function of the plate’s aspect ratio. m sine waves appear along the loading direction
for plates with aspects ratio that satisfy the following inequality

√
m(m− 1) < a/b <

√
m(m + 1).

Figure 16.50 illustrates the case of m = 2. It is often convenient to express the
buckling load as a buckling stress

σcr =
Ncr

h
=

π2

3(1− ν2)
E

(
h

b

)2

, (16.189)

which may be easier to use in certain design calculations.
At small aspect ratios, the plate becomes a wide strip loaded across its long sides.

In this case, kc → 1/(a/b)2, and Ncr = π2D/a2. Introducing the plate bending
stiffness given by eq. (16.36), leads to

Pcr = bNcr =
1

1− ν2

π2Hc
22

a2
=

PEuler

1− ν2
.

If the plate is approximated by a simply supported beam, its buckling load is given by
eq. (14.28) as PEuler = π2Hc

22/a2, where Hc
22 = Ebh3/12 is the bending stiffness

of the beam. This result is generally referred to as the “wide beam” formula; the
corrective factor, 1/(1 − ν2), is due to the fact that the plate is simply supported
along its four edges, whereas the beam is only supported at its two end points.

Example 16.12. Simply supported plate under pressure and in-plane loading
Consider a rectangular plate of length a and width b simply supported along its four
edges, as depicted in fig. 16.50. A uniform in-plane load, N1, is acting on two oppo-
site edges of the plate, which is also subjected to a uniform transverse pressure. The
in-plane load could be tensile of compressive.

The solution of the problem is assumed to be in the form of a double infinite
series identical to that used for Navier’s solution, see eq. (16.83), where αm = mπ/a
and βn = nπ/b. The trigonometric functions satisfy all the boundary conditions of
the problem. The uniform transverse pressure distribution, p3 = p0, is expanded in
Fourier series to find the loading coefficients, pmn, given by eq. (16.91).

Substituting the assumed solution and the pressure expansion into the governing
equation, eq. (16.182), leads to
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∞∑
m,n=1

qmn

[
D

(
α2

m + β2
n

)2
+ N1α

2
m

]
sin αmx1 sin βnx2

=
∞∑

m,n=odd

16p0

π2mn
sinαmx1 sin βnx2.

For even values of m and n, the right hand side is zero, and the corresponding solu-
tion is qmn = 0. For odd values, the equation reduces to

∞∑

m,n=odd

[
qmn

(
D

(
α2

m + β2
n

)2
+ N1α

2
m

)
− 16p0

π2mn

]
sin αmx1 sin βnx2 = 0.

This equation must be satisfied for all values of x1 and x2 and hence, the bracketed
term must vanish. It is then possible to solve for the unknown coefficients, qmn,
which can be substituted back into the assumed solution, eq. (16.83), to yield

ū3(x1, x2) =
16
π6

p0b
4

D

∞∑

m,n=odd

1
mn

sinαmx1 sin βnx2[(
m

a/b

)2

+ n2

]2

+
N1b

2

π2D

(
m

a/b

)2

As expected, when N1 = 0, this solution is identical to Navier’s solution given
by eq. (16.92). If an in-plane tensile load is applied to the plate, i.e., if N1 > 0,
the denominator increases and the plate’s transverse displacement decreases. The
in-plane tensile load effectively stiffens the plate. On the other hand, if an in-plane
compressive load is applied to the plate, i.e., if N1 < 0, the denominator decreases
and the plate’s transverse displacement increases. The in-plane compressive load
effectively softens the plate. In fact, when the denominator vanishes, the transverse
displacement increases without bound. This occurs when N1 = Ncr, where Ncr is
given by eq. (16.188).

Finally, it should be noted that the solution presented here is valid only for small
transverse displacements, ū3 ¿ h, during which the in-plane force, N1, remains uni-
form throughout the plate. For larger deflections, the fully nonlinear, coupled bending
and stretching equations must be used to solve the problem.

Example 16.13. Buckling of a simply supported anisotropic plate
Consider a rectangular plate of length a and width b made of a specially orthotropic
material and simply supported along its four edges, as depicted in fig. 16.50. A uni-
form in-plane compressive load , N1 = −N0, is acting along two opposite edges
of the plate. For this case, the governing equation in the affine space, eq. (16.184),
reduces to

ū3,1111 + 2D̄ū3,1122 + ū3,2222 +
N0√
D11

ū3,11 = 0.

where the partial derivatives are with respect to the affine variables x̂1 and x̂2, de-
fined by eq. (16.94). The affine dimensions of the plate are â = a/ 4

√
D11 and

b̂ = b/ 4
√

D11.
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The transverse displacement field is assumed to be in the form of a double infinite
series expansion of sine functions

ū3(x̂1, x̂2) =
∞∑

m,n=1

qmn sin α̂mx̂1 sin β̂nx̂2,

where α̂m = mπ/â and β̂n = nπ/b̂. Each term of this expansion satisfies all the
boundary conditions of the problem. Introducing this solution into the governing
equation leads to

∞∑
m,n=1

[
α̂4

m + 2D̄α̂2
mβ̂2

n + β̂4
n −

N0√
D11

α̂2
m

]
qmn sin α̂mx̂1 sin β̂nx̂2 = 0.

Because this equation must vanish for all values of x̂1 and x̂2, the bracketed term
must vanish, leading to the following critical load

N0 = Ncr =
π2
√

D11D22

b2


2D̄n2 +

(
m

â/b̂

)2

+

(
â/b̂

m

)2

n4


 .

The critical load is a function of the affine aspect ratio of the plate, â/b̂, and of the
wave numbers, m and n. To determine the buckling load, the lowest critical load must
be found. Because the critical load is an increasing function of the wave number n,
the lowest critical load is obtained for n = 1,

Ncr =
(
2D̄ + kc

) π2
√

D11D22

b2
,

where the buckling parameter, kc, is defined as

kc =

(
m

â/b̂

)2

+

(
â/b̂

m

)2

.

Figure 16.52 shows the variation of this buckling parameter as a function of the
plate’s affine aspect ratio, â/b̂. For â/b̂ > 2, the buckling parameter remains nearly
constant, kc ≈ 2, and the buckling load

Ncr = 2(D̄ + 1)
π2
√

D11D22

b2
,

Although the buckling load remains nearly constant, the buckling mode shape is a
function of the plate’s aspect ratio. m sine waves appear along the loading direction
for plates with aspects ratio that satisfy the following inequality

√
m(m− 1) <

â/b̂ <
√

m(m + 1). It is left to the reader to verify that for an isotropic plate, the
results of example 16.11 are recovered.
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Fig. 16.52. Buckling parameter versus plate’s affine aspect ratio.

16.7.2 Energy formulation

The examples presented in the previous section demonstrate the difficulty of deter-
mining the buckling loads of plates. For realistic problems, closed form solutions
cannot be obtained, and energy based solution procedures providing approximations
to the buckling load are desirable.

The principle of minimum total potential energy for plate bending prob-
lems is presented in section 16.6.4. The total strain energy in the plate is given
by eqs. (16.145), (16.146), or (16.147), for anisotropic, specially orthotropic, or
isotropic plates, respectively. The potential of the externally applied transverse pres-
sure is given by eq. (16.148b).

Work done by in-plane forces

If the plate is subjected to large in-plane forces, the associated potential must be
added to the potential of the externally applied loads. In section 14.2.5, the work
done by large axial forces applied to beams is evaluated and is given by eq. (14.37).
Following a similar reasoning for plates, the potential of large in-plane forces is
found to be

Φ =
1
2

∫

Sm

[
N1ū

2
3,1 + 2N12ū3,1ū3,2 + N2ū

2
3,2

]
dSm

=
1
2

∫

Sm

gT N g dSm,

(16.190)

where g is the array of displacement gradients defined as

g =
{

ū3,1

ū3,2

}
, (16.191)

and N the matrix of in-plane loads,

N =
[

N1 N12

N12 N2

]
. (16.192)
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Solution procedure

A general procedure for obtaining approximate solutions of plate problems is de-
scribed in section 16.6.5 and starts with an assumed transverse displacement field
such as that given by eq. (16.151). The stiffness matrix can then be written in a
generic manner as eq. (16.157), and the load array as eq. (16.159).

To address buckling problems, it is also necessary to obtain an expression for
the potential of the large in-plane forces. First, the array of displacement gradients is
interpolated by introducing the assumed solution, eq. (16.151), into eq. (16.191) to
find

g = G q, (16.193)

where G is the displacement gradient interpolation matrix,

G =



· · · ∂hi(x1, x2)

∂x1
· · ·

· · · ∂hi(x1, x2)
∂x2

· · ·


 . (16.194)

Next, the potential of large in-plane forces, eq. (16.190), becomes

Φ =
1
2

∫

Sm

(G q)T N(Gq) dSm

=
1
2

qT

[∫

Sm

GT N G dSm

]
q =

1
2

qT K
G

q,

(16.195)

where the geometric stiffness matrix is defined as

K
G

=
∫

Sm

GT N G dSm. (16.196)

The formulation developed here parallels that presented for the analysis of beam
buckling problems in section 14.2.5. The geometric stiffness matrix for beam
problems defined by eq. (14.45) should be compared to that for plate problems,
eq. (16.196).

Example 16.14. Buckling of a plate with one free edge and the others simply sup-
ported
Consider an isotropic plate of length a a width b simply supported along three edges
and free along the fourth (at x2 = b), as depicted in fig. 16.53. A uniform compres-
sive in-plane loading is applied along two opposite simply supported edges. Intu-
itively, the buckling load for this configuration should be much lower than that for a
similar plate simply supported along all four edges.

This problem will be treated using the energy approach described in sec-
tion 16.7.2. The transverse displacement field is assumed to be of the following form

ū3(x1, x2) =
∞∑

m=1

qmx2 sin αmx1, (16.197)
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Fig. 16.53. Plate with three edges simply sup-
ported and the fourth side edge free.
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Fig. 16.54. Buckling parameter versus the
plate’s aspect ratio (ν = 0.25).

where αm = mπ/a and qm are the degrees of freedom of the problem. Each of the
shape functions satisfies the geometric boundary conditions of the problem. A single
shape function, x2, is selected to described the displacement field across the width
of the plate; it corresponds to a rigid body rotation of the plate about the simply
supported edge along x2 = 0.

The total strain energy in the plate is given by eq. (16.147) and introducing the
assumed displacement field, eq. (16.197), it becomes

Ab =
D

2

∞∑
m,n=1

qmqnα2
mα2

n

∫ b

0

x2
2 dx2

∫ a

0

sinαmx1 sin αnx1 dx1

+ D(1− ν)b
∞∑

m,n=1

qmqnαmαn

∫ a

0

cos αmx1 cos αnx1 dx1.

The orthogonality properties of the sine and cosine functions given eqs. (A.45a)
and (A.45b), respectively, readily enable the evaluation of the integrals, and the total
strain energy in the plate reduces to

Ab =
D

2

∞∑
m=1

q2
m

[
α4

m

ab3

6
+ 2(1− ν)α2

m

ab

2

]
.

The potential of the in-plane forces in the plate is given by eq. (16.190) with
N1 = −N0. Introducing the assumed displacement field, eq. (16.197), and integrat-
ing over the plate gives

Φ = −N0

2

∞∑
m=1

q2
mα2

m

ab3

6
.

The principle of stationary total potential energy implies the vanishing of the
derivatives of the total potential energy, Π = Ab + Φ, with respect to the degrees of
freedom of the problem, leading to
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{

D

[
α4

m

ab3

6
+ 2(1− ν)α2

m

ab

2

]
−N0α

2
m

ab3

6

}
qi = 0, for i = 1, 2, . . .∞,

This forms a set of homogeneous linear equations for the degrees of freedom. The
trivial solution is qi = 0. For a non-trivial solution to exist, the determinant of the
system must vanish, leading to the following critical load

N0 = Ncr =
π2D

b2

[(
m

a/b

)2

+
6(1− ν)

π2

]
.

Here again, the critical load is a function of the plate’s aspect ratio, a/b, and of the
wave number m. Because the critical load is an increasing of the wave number, the
buckling load is found for m = 1, which corresponds to a single sine wave along the
length of the plate,

Ncr = kc
π2D

b2
,

where the buckling parameter, kc, is defined as

kc =
6(1− ν)

π2
+

(
1

a/b

)2

.

Figure 16.54 shows the variation of the buckling parameter as a function of the plate’s
aspect ratio for ν = 0.25. For reference, the figure also shows the buckling parameter
for a comparable plate simply supported along all four edges, see example 16.11.

As expected, the presence of the free edge significantly reduces the buckling load
of plates. For high aspect ratios, the buckling parameter becomes kc ≈ 6(1− ν)/π2.
The buckling stress then becomes

σcr =
Ncr

h
=

E

2(1 + ν)

(
h

b

)2

= G

(
h

b

)2

,

where G is the shear modulus of the material.
To illustrate the importance of these results when analyzing the buckling of

beams with free edges, consider a thin-walled beam of length L with the cross-
section shown in fig. 8.52 on page 347, which combines a closed trapezoidal box
and overhanging rectangular strips. The overhanging portions of the cross-section
can be approximated as plates simply supported along three edges and free along the
fourth. If the simply supported beam is subjected to compressive loads, two buckling
modes are possible.

The first buckling mode is the buckling of the overall beam discussed in sec-
tion 14.2.2. It is characterized by the Euler buckling load, PEuler = π2Hc

22/L2,
where Hc

22 is the bending stiffness of the cross-section; the buckling mode shape is
a single sine wave over the entire length of the beam.

The second buckling mode is the buckling of the overhanging portions as dis-
cussed in this example. The corresponding buckling stress is σcr = Gt2/w2, where t
and w are the thickness and width of the overhang, respectively. This buckling mode
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is called local crippling because it only involves the overhang, in contrast with the
Euler buckling mode which involves the entire beam.

Depending on the design of the beam, either of the two buckling modes could
have the lowest buckling load. The local crippling load can be increased by adding a
lip at the free edge of the overhanging portion of the section to create a stiffener that
provides some small measure of support at the free edge.

Local crippling may also arise from purely bending loads if they produce sig-
nificant compressive stresses in portions of the cross-section with a free edge. To
illustrate this, assume now that the cross-section shown in fig. 8.52 is subjected to
bending and that the overhanging portion of the section is under compressive stress.
Euler buckling is no longer a buckling mode because the overall beam is no longer
subjected to a compressive axial force. However, local crippling, may still occur, de-
pending on the level of compressive stress induced in the free edge portion due to
bending.

Example 16.15. Buckling of a plate with clamped loaded edges and simply sup-
ported sides
In examples 16.11 and 16.13, the rectangular plate is assumed to be simply supported
along its four edges. Consider now an isotropic plate of length a and width b sub-
jected to a uniform compressive load, N1 = −N0. The plate is clamped along the
two opposite edges where the compressive load is applied, and is simply supported
along the other two edges.

The following transverse displacement field will be assumed for this problem,

ū3(x1, x2) =
∞∑

m=1

qm

[
cos

(m− 1)πx1

a
− cos

(m + 1)πx1

a

]
sin

πx2

b
. (16.198)

A sinusoidal shape function is assumed across the width of the plate because it sat-
isfies the geometric boundary conditions at the simply supported edges. It is shown
in example 16.11 that for a plate simply supported along its four edges, the lowest
critical load is found for a wave number n = 1 across the width of the plate. It seems
reasonable to select that single mode shape for the problem at hand. Along the length
of the plate, the shape functions must satisfy the geometric boundary conditions as-
sociated with clamped edges. The shape functions given by eq. (16.164) are selected
here.

The series solution defined by eq. (16.198) will involve complex integrals of
products of cosine functions and leads to a fully populated stiffness matrix. This
approach would be practical is a Gauss-Legendre numerical procedure is used to
evaluate the entries of the stiffness matrix, as discussed in example 16.9.

An easier approach is to select a single term of the sum indicated in eq. (16.198).
The analysis can be perform for a generic wave number, m. This approach is ex-
pected to be less accurate than that using the entire summation, but should provide
preliminary predictions for this problem.

The total strain energy for an isotropic plate is given by eq. (16.147), and the
potential of the in-plane loads by eq. (16.190). Introducing a single term of the sum-
mation expressed by eq. (16.198) leads to the total potential energy of the system
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Π =
π2q2

m

4a3b3

{
π2D

[
a4 + 2a2b2(1 + m2) + (1 + 6m2 + m4)b4

]

− N0a
2b4(1 + m2)

}

The principle of minimum total potential energy requires the total potential en-
ergy to be a minimum with respect to the choice of the degree of freedom. This is
achieved by imposing the vanishing of the derivative of Π with respect to qm, re-
sulting in a single homogeneous equation for the single degree of freedom, qm. A
nontrivial solution exists only if the coefficient of this homogeneous equation van-
ishes, leading to the following critical load, N0 = Ncr = kcπ

2D/b2, where the
buckling parameter, kc, is defined as

kc =
m4 + [1 + (a/b)2]2 + 2m2[3 + (a/b)2]

(1 + m2)(a/b)2
. (16.199)

Figure 16.55 shows the buckling parameter as a function of the plate’s aspect ratio
for m = 1 to 4. The buckling load is determined by the lowest value of the buckling
parameter. Here again, as the plate’s aspect ratio increases, an increasing number of
waves appears along the length of the plate.
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Fig. 16.55. Buckling factor, kc, versus the plate’s aspect ratio.

For reference, the buckling parameter for a comparable plate simply supported
along its four edges is also shown in dash-dotted lines in the same figure. Clearly,
the effect of the clamped edges is greatest for small aspect ratio plates, but becomes
negligible for aspect ratios greater than about 4.

Example 16.16. Buckling of a plate under shear loading
Consider a specially orthotropic plate simply supported along all four edges and
subjected to an in-plane shear load, N12. As this shear load increases, a critical level
is reached for which the plate buckles. This phenomenon will also occur in thin-
walled beams subjected to large shear flows. For instance, the vertical web of a deep
“I” beam carries most of the shear force applied to the beam. If the web thickness is
reduced too much to lighten the structure, the web could buckle under the action of
in-plane shear loading.
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The transverse displacement field is assumed to be in the form of a double infinite
series expansion of sine functions

ū3(x̂1, x̂2) =
∞∑

m,n=1

qmn sin α̂mx̂1 sin β̂nx̂2,

where α̂m = mπ/â and β̂n = nπ/b̂. Each term of the series satisfies the geometric
boundary conditions along the four edges of the plate. The affine variables, x̂1 and
x̂2, are given by eq. (16.94) and the affine dimension of the plate are â = a/ 4

√
D11

and b̂ = b/ 4
√

D22.
The total strain energy stored in the plate is found by introducing the assumed

displacement field into eq. (16.146). The orthogonality properties of the sine func-
tions, see section A.4, are used to evaluate the integrals, leading to

Ab =
1
2

âb̂

4

∞∑
m=1

∞∑
n=1

(
α̂4

m + β̂4
n + 2D̄α̂2

mβ̂2
n

)
q2
mn,

where D̄ is defined in eq. (16.96).
Similarly, the potential of the in-plane shear loading is obtained by introducing

assumed displacement field into eq. (16.190) to obtain

Φ =
1
2

∞∑
m,n=1

∞∑

k`=1

2N0
4
√

D11D22

qmnqk`

α̂mβ̂n

∫ â

0

cos α̂mx̂1 sin α̂kx̂1dx̂1

∫ b̂

0

cos β̂mx̂2 sin β̂`x̂2dx̂2.

Due to orthogonality between the sine and cosine functions, the first integral vanishes
unless m + k = odd and the second integral vanishes unless n + ` = odd, leading to
the following expression for the total potential energy

Π =
1
2

ab

4

∞∑
m,n=1

(
α̂4

m + β̂4
n + 2D̄α̂2

mβ̂2
n

)
q2
mn

+
1
2

ab

4

∞∑

m+k=odd

∞∑

n+`=odd

qmnqk`
mnk`

(k2 −m2)(n2 − `2)
32N0

âb̂ 4
√

D11D22

.

The principle of minimum total potential energy requires the vanishing of the
derivatives of the total potential energy with respect to the degrees of freedom,
∂Π/∂qij = 0. This results in

ab

4

[(
α̂4

i + β̂4
j + 2D̄α̂2

i β̂
2
j

)
qij

+
32N0

ab

∞∑

m+i=odd

∞∑

n+j=odd

mnij

(i2 −m2)(n2 − j2)
qmn


 = 0.
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These equations form a set of linear, homogeneous equations for the unknown co-
efficients, qij . Since indices i and j take on values up to infinity, the system is of
infinite size. This systems admits a trivial solution, qij = 0 for all values of i and j.
For a nontrivial solution to exist, the determinant of the system must vanish. To ease
the evaluation of this determinant, the following non-dimensional form of the system
is developed first,

[
i4 + (λ̂j)4 + 2D̄i2(λ̂j)2

]
qij + N̄0λ̂

2
∞∑

m+i=
odd

∞∑

n+j=
odd

mnijqmn

(i2 −m2)(n2 − j2)
= 0,

where λ̂ = â/b̂ is the plate affine aspect ratio, and N̄0 = 32N0ab/(π4
√

D11D22)
the non-dimensional load parameter.

In practice, it is not possible to evaluate the determinant of a matrix of infinite
size, and hence, a finite number of terms must be used in the expansion. It can be
shown, however, that the complete set of equations decouples into two independent
sets corresponding to i + j = odd and i + j = even. Furthermore, the lowest critical
loads for low aspect ratios are found for i + j = even.

Keeping only two terms in the expansion, a 2×2 system of equations is obtained,
[
1 + λ̂4 + 2D̄λ̂2 −4N̄0λ̂

2/9
−4N̄0λ̂

2/9 16(1 + λ̂4 + 2D̄λ̂2)

]{
q11

q22

}
= 0,

which corresponds to (i, j) = (1, 1) and (2, 2). The critical load is found by imposing
the vanishing of the determinant, leading to 16(1 + λ̂4 + 2D̄λ̂2)2 = 16N̄2

0 λ̂4/81.
The critical load becomes N̄0 = ±9(1 + λ̂4 + 2D̄λ̂2)/λ̂2. The two solutions of
equal magnitude indicate that the plate behaves in the same manner for positive or
negative shear loading, as expected. When transformed back to dimensional form,
the buckling load becomes Ncr = kc

√
D11D22/(ab), where the bucking parameter,

kc, is defined as

kc =
9π4

32

(
2D̄ + λ̂2 +

1

λ̂2

)
. (16.200)

Finally, if the plate is homogeneous and isotropic, D11 = D22 = D, D̄ = 1 and
λ̂ = λ = a/b. The buckling load then becomes Ncr = kcπ

2D/b2, where the bucking
parameter, kc, is defined as

kc =
9π2(2 + λ2 + 1/λ2)

32λ
. (16.201)

Of course, the buckling loads predicted by eqs. (16.200) and (16.201) are ap-
proximate because only two terms are kept in the infinite series. For example, if the
plate is square, a/b = 1, the approximate solution gives kc = 11.1, while the exact
solution is kc = 9.34. A five term approximation corresponding to (i, j) = (1, 1), (1,
3), (2, 2), (3, 1), and (3, 3) yields kc = 9.42, which is only about 0.9% above the ex-
act buckling load. For plates with higher aspect ratios, say a/b > 1.5, an increasing
number of terms of the series must be kept to obtain accurate predictions.
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Example 16.17. Buckling of an isotropic plate under shear loading
Consider an isotropic plate simply supported along all four edges and subjected to
an in-plane shear load, N12. The solution developed in the previous example be-
comes increasingly laborious as the plate’s aspect ratio increases because an increas-
ing number of terms must be kept in the series expansion to obtain accurate predic-
tions.

To overcome this problem, an energy approach will be used based the the follow-
ing assumed transverse displacement field

ū3(x1, x2) = q1 sinαmx1 sin β1x2 + q2 cosαmx1 sin β2x2,

where αm = mπ/a and βn = nπ/b. In this case, m defines the number of waves
appearing along the length of the plate. The second shape function is depicted in
fig. 16.56 for m = 3. Clearly, this shape function does not satisfy the geometric
boundary conditions along the short edges of the plate. This should not significantly
affect the predictions for plates with high aspect ratios.

Using the energy approach outlined in section 16.6.5, the curvature interpolation
matrix defined by eq. (16.155) is evaluated first, and the stiffness matrix given by
eq. (16.157) then follows as

K =
π4D

4a3b3

[
(a2 + b2m2)2 0

0 (4a2 + b2m2)2

]
.

Next, the geometric stiffness matrix is obtained by following the procedure de-
scribed in section 16.7.2. The displacement gradient interpolation matrix, G, is eval-
uated with the help of eq. (16.194), and the matrix of in-plane loads, N , defined in
eq. (16.192) reduces to its off diagonal terms, N12 = N0. Finally, the geometric
stiffness matrix defined by eq. (16.196) becomes

K
G

=
4π

3
mN0

[
0 −1

−1 0

]
.

Here again, the governing equations form a set of homogeneous linear equations,
(K + K

G
)q = 0. A nontrivial solution of the problem exists only when det(K +

K
G

) = 0, leading to a critical load Ncr = kcπ
2D/b2 where the buckling parameter,

kc, is defined as

kc =
3π

16m

√
16λ2 +

33m4

λ2
+

10m6

λ4
+

m8

λ6
+ 40m2, (16.202)

and λ = a/b is aspect ratio of the plate.
Given the assumptions made at the onset of this analysis, the present solution is

only valid for plates with long aspect ration. On the other hand, the solution devel-
oped in the previous example is reasonably accurate for plates with a small aspect
ratio. Figure 16.57 collects the results of the two analyses. The dashed curves are the
results for buckling parameter, kc, obtained in example 16.16 with two and five term
expansions. The solid curves give the results of the present analysis for m = 2, 3,
and 5. For high aspect ratio plates, the present analysis predicts a buckling parameter
kc = 5.60, while the exact solution is kc = 5.34.
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Fig. 16.56. Assumed deflection for shear
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Fig. 16.57. Buckling parameter, kc, versus
plate aspect ratio.

16.7.3 Problems

Problem 16.24. Buckling of simply supported plate
Consider a plate of length a and width b simply supported along its four edges. An in-plane
compressive loading is applied along two opposite edges. Prove that the following statements
made earlier are correct. (1) Show that the aspect ratio, a/b, at which the wave number in the
axial direction changes from m to m + 1 is a/b =

√
m(m + 1). (2) Show that the minimum

value of the buckling parameter, kc, occurs at integer values of the plate’s aspect ratio, a/b,
and kc = 4 for those integer values.

Problem 16.25. Buckling of a plate with simply supported side edges and
clamped loaded edges
Consider the same basic plate buckling problem treated in example 16.11, but now assume
that the edges through which the in-plane loading is applied are clamped instead of simply
supported. (1) Explain why a solution of the form ū3 = gmn(cos(m − 1)π/a − cos(m +
1)π/a) sin nπ/b is possible. (2) Using this solution, determine the buckling equation for the
plate. (3) Construct a plot of kc versus a/b similar to fig. 16.51. (4) Discuss the trend of kc as
a/b → ∞ compared to the behavior of kc for the simply supported plate. What is the effect
on the boundary conditions at x1 = 0, a as a →∞?

Problem 16.26. Cantilevered plate under tip shear load
Consider the thin, specially orthotropic, cantilevered plate depicted in fig. 16.58. A shear load
P acts along the edge of the plate. Find the critical value of the load P for which the plate
will buckle in the transverse direction. Use an energy method with the following assumed
mode ū3(x1, x2) = x2

1 q1 + x1x2 q2. The in-plane loading due to the tip shear force can be
approximated as N1 = (12P/b3)(a− x1)x2, N2 ≈ 0, N12 ≈ 0.

Problem 16.27. Rectangular plate on elastic foundation
Consider a specially orthotropic plate of length a and width b simply supported along its four
edges. The plate rests on an elastic foundation of stiffness constant, k, and an in-plane com-
pressive loading, N0, is applied along two opposite edges, as shown in fig. 16.59. Use an
energy method to compute the buckling load of the system. Assume the transverse displace-
ment field to be in the following form
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Fig. 16.59. Simply supported plate on an
elastic foundation.

ū3(x̂1, x̂2) =

∞∑
m,n=1

qmn sin α̂mx̂1 sin β̂nx̂2,

where α̂m = mπ/â and β̂n = nπ/b̂. Note: the strain energy stored in the elastic foundation
is Aef = 1/2

∫
Sm

k ū2
3 dSm.

Problem 16.28. Buckling equations derived from energy principle
In section 14.2.5, the differential equation of beams subjected to large axial forces is derived
from the total potential energy of the system using calculus of variations. Starting form the
expression for the total potential energy of plates, use calculus of variations of derive the
equations of plates subjected to large in-plane forces, eqs. (16.182) or (16.183), for isotropic
or specially orthotropic plates, respectively.

Problem 16.29. Simply supported plate with various lay-up configurations
Consider two laminates: laminate A, [02,±45]S , and laminate B, [±45, 02]S . Consider next
two simply supported rectangular plates, denoted plates A and B, of dimensions a and b along
axes ı̄1 and ı̄2, respectively, such that b = 3a. Plates A and B are constructed with laminates
A and B, respectively. The 0 degree fibers of the laminates run along axis ı̄1, as shown in
fig. 16.60. (1) If the plates are subjected to a uniform transverse pressure, which of the two
plates will carry the largest load at failure? (2) If the plates are subjected to uniform in-plane
compressive loads, N0, applied along the edges and acting in a direction parallel to axis ı̄2,
which of the two plates will feature the largest load at buckling? (3) If the plates are subjected
to uniform in-plane shear loads, N0, applied along all four edges, which of the two plates will
feature the largest load at buckling?

i1

i2

i3

a

b=3a

0  fiber
o

s.s.

s.s.

s.s.
s.s

.

Fig. 16.60. Simply-supported rectangular plate
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Chapter 2: Constitutive behavior of materials

p.73; Problem 2.7: Replace last sentence with “Use a range of Poisson’s ratios 0 ≤
ν ≤ 0.5.”

p.95; Table 2.9: In column #5, replace σ∗f
1c with σ∗f

2c .

Chapter 3: Linear elasticity solutions

There are no errata.

Chapter 4: Engineering structural analysis

p.155; Fifth paragraph, last sentence: Capitalize “Introducing...”
p.160; Third paragraph, sentence 2: Delete second “a” at start.
p.161; First paragraph: Replace equation with: dB

L = eB
L = αΔT

1+2k̄A cos3 θ
.

E1



E2 Bauchau and Craig: STRUCTURAL ANALYSIS Erratum

Chapter 5: Euler-Bernoulli beam theory

p.207; Example 5.12: Last equation replace -1 by +1.
p.212; Problem 5.8: Add the following sentence: “All plots are to be constructed for

values of k̄ = 0, 10, 1000.”
p213; Problem 5.9: Sentence #4: change “fall” to “falls”. Item (3): delete “that”.
p.213; Problem 5.10: Title: change “Cantilever” to “Cantilevered”. Sentence #2:

change “on” to “to”.
p.213; Problem 5.11: Title: change “Cantilever” to “Cantilevered”. Sentence #2:

delete “concentrated”.
p.214; Problem 5.12: Item (4), replace V3(η)/P with V2(η)/P .

Chapter 6: Three-dimensional beam theory

p.243; Fig. 6.11: Swap the point labels on the two axes.
p.247; Problem 6.3: Title: replace “bema” with “beam”. Item (6): replace “defined”

with “define”.
p.257; Fig. 6.25: The figure should show the ı̄2 − ı̄3 axes located at the midpoint of

the vertical web with axis ı̄3 pointing upwards.

Chapter 7: Torsion

p.286; Third paragraph: Delete second sentence which reads: “This forms a set of
equations for the unknown coefficients, Cij .”

p.292; Fig. 7.31: The shear flow arrows in the small circled blow-up in the upper
right of the figure should be reversed.

Chapter 8: Thin-walled beams

p.305; Problem 8.7: Delete “at point C.” Add as second sentence: “Define b = a/2
and α = arcsin(3/5).”

p.306; Problem 8.10: Add as second sentence: “Define a = αR.” Add to item (4) the
following sentence: “ Assume that α = 1/2.” Add as NEW item the following:
“(5) Find the critical value of α = αcr such that the maximum bending stress σ1

assumes equal positive and negative values on the section.”
p.306; Problem 8.11: Add as second sentence: “Define α = b/h.” Add to item (4)

the following sentence: “Assume that α = 1/2 and β = 2.”
p.317; Problem 8.16: Add to the second sentence: “..., and assume that b = βh.”
p.318; Problem 8.20: Add as second sentence: “Define a = αR and assume α = 1.”

Add NEW item: “(5) What is the effect of α on the maximum value of the shear
flow?”
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p.318; Problem 8.22: Add as a second sentence: “Define b = αh and assume that
α = 1/2 with β = 3.”

p.333; Problem 8.38: Replace the last sentence with: “Use b = a and c = 2a and
t1 = t2 = tw = t.”

p.337; Last 2 lines: Replace “is C is” with “is C” in two places.
p.338; Last equation: Replace “360t” with “360” immediately following the second

equal sign.
p.341; Problem 8.39: Change the second (3) to (4).
p.341; Problem 8.41: Add “on page 295” following “Figure 7.34...“
p.341; Problem 8.43: Add a third sentence: “Assume t1 = t2 = tw = t, b = a and

c = 2a.”
p.342; Problem 8.44: In item (2) change “d/b ∈ [0, 1.5]” to “0 ≤ d/b ≤ 1.5.”
p.344; Third paragraph: Replace “10that” with “10 that”.
p.350; Fig. 8.56: Replace f1 and f2 with f [1] and f [2].
p.353; Problem 8.54: Switch item (1) with item (2), i.e., reverse their order.
p.353; Problem 8.55: Switch item (1) with item (2), i.e., reverse their order.
p.353; Problem 8.56: Switch item (1) with item (2), i.e., reverse their order. Also,

add as last sentence: “Assume b = a, c = 2a and t1 = t2 = tw = t.”
p.361; Problem 8.60: As specified the beam develops unrealistically large twisting.

Change the beam properties to: h = 0.2 m, b = 0.1 m and t = 10 mm.
p.362; Eqs. (8.80a,b): Change x2 to x2(s) and x3 to x3(s).
p.364; Second paragraph: In first line change “8.5.1” to “7.5”.
p.376; Problem 8.64: Title: change “Cantilever” to “Cantilevered”.
p.386; Fig. 8.84: Change “countour” to “contour” in the figure.
p.390; Problem 8.67: Add to end of first sentence: “... and specified in problem

8.66.”
p.390; Problem 8.68: Add as second sentence: “Assume b = a, c = 2a and t1 =

t2 = tw = t.”

Chapter 9: Virtual work principles

p.403; Fig. 9.3: Change “F2 = −3” to “F2 = 3” in figure.
p.403; Fig. 9.4: Change “to” to “by” in caption.
p.403; Example 9.2: In second paragraph, change first “s2” to “s1.”
p.429; Fig. 9.29: Swap Δ1 and Δ2 in figure.
p.440; First paragraph: Change second u1 to u2.
p.448; Last paragraph: Change “eq. (9.59)” to “eq. (9.61)”.
p.453; Eq. (9.68): Reverse subscripts “A” and “C” in numerator of final result.
p.456; Fig. 9.47: Change both vertical dimensions from L to L/2. Note: this affects

only problem 9.17.
p.457; Fig. 9.49: Reverse the direction of M1 acting on rear face.
p.460; Eq. (9.75): Change V to V at integral symbol.
p.461; Third equation: Change V to V at integral symbol.
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p.464; First paragraph: In next to last sentence change “his” to “this”: “For this ex-
pression...”

p.471; Problem 9.23: Change last item (2) to (3).
p.472; Problem 9.27: Change second item (1) to (2).
p.482; Fig. 9.71 caption: Replace caption’s second sentence with: “The isostatic

system is obtained by cutting the moment restraint at the left end.”
p.482; Example 9.29: Equation in second paragraph should read:M3(η) = −p0L

2(1−
η)2/2.

p.485; Example 9.31: In first paragraph, second sentence, add after “infinite stiff-
ness” the following: “(EA → ∞)”

p.486, Next to last paragraph: Add to end of sentence beginning with “Finally,” the
following: “...for 0 ≤ η ≤ 1 (symmetric).”

p.487; Third paragraph, second sentence: Replace “possible” with “possibly”.
p.490; Fig. 9.79: Replace the upward distributed load with a single downward con-

centrated load P applied at the mid-span point D. (Otherwise, problem 9.32 is
identical to example 9.31.)

p.490; Problem 9.34: Item (1): replace “displacement” with “vertical displacement”.

Energy methods

p.521; Last paragraph: Swap “sin θ” and “cos θ” in equations for “e1” and “e3”.
p.522; First equation: Change “u1 cos θ” to “u1 sin θ” in 2 places and change “u2 sin θ”

to “u2 cos θ” in 2 places. Also, replace the last (3rd) line in equation with:
= 1

2
EA
L

[
2u2

1 sin
2 θ cos θ + u2

2(1 + 2 cos3 θ)
]
.

p.522; Second equation set: Replace second pair of equations with the following:

∂Π

∂u1
=

EA
L

2u1 sin
2 θ cos θ − P1 = 0,

∂Π

∂u2
=

EA
L

u2(1 + 2 cos3 θ) = 0.

p.522; Third equation set: Replace matrix equation with the following:
[
2 sin2 θ cos θ 0

0 1 + 2 cos3 θ

]{
u1

u2

}
=

L

EA
{
P1

0

}
.

p.522; Sentence following third equation set: Replace sentence with new sentence:
“Solving these equations then yields u1 = P1L/(2EA sin2 θ cos θ) and u2 =
0.”

p.522; Fourth equation set: Replace the fourth equation set with the following:

e1
L

=
1

2 sin θ cos θ

P1

EA , e2 = 0,
e3
L

= − 1

2 sin θ cos θ

P1

EA .

p.522; Last equation set: Replace the last equation set with the following:

F1

P1
=

1

2 sin θ
, F2 = 0,

F3

P1
= − 1

2 sin θ
.
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p.526; Problem 10.7: Replace “generalized coordinates” with “nodal displacements”.
p.526; Problem 10.8: Replace “generalized coordinates” with “nodal displacements”.
p.526; Problem 10.9: In sentence 2, replace “bar 3” with “bar 2.” Also, replace “gen-

eralized coordinates” with “nodal displacements”.
p.534; Equations #1-3: Replace all 6 instances of b with b̂.
p.567; Example 10.17: Replace title, “Ring under internal forces” with “Ring under

inplane and out of plane loads”.
p.568; Third equation: Change Hc

33 to Hc
22 and change M3 to M2 in two places, and

in following line also change M3 to M2.
p.568; Fourth equation: Change Hc

33 to Hc
22 and H33 to Hc

22.
p.576; Fig. 10.50: Change “half-span” to “triangular” in figure caption.
p.576; Problem 10.21: In title, replace “Simply supported” with “Cantilevered”.
p.576; Problem 10.22: In last line on page, replace “turn to” with “consider”.
p.577; Problem 10.23: Replace “move in the only in the vertical” with “move in only

the vertical”. Swap items (1) and (2), and replace “reaction Q” with “reaction
B”.

p.577; Problem 10.24: In second sentence, replace “while that bars” with “while that
of bars”. Also, change the second item (1) to (2).

p.577; Problem 10.25: In title, change “simple” to “mid-span”.

Chapter 11: Variational and approximate solutions

p.589; Last equation: Change l4 to L4 in numerator.
p.596; Last paragraph: First sentence, last word: change to “ends.”
p.608; First equation: Change third integral to read:

∫ L

0 wp1dx1.

p.608; Eq. (11.16): Change second integral to read:
∫ L

0
wp1dx1.

p.616: Problem 11.6: In Item (1), replace ū(x1 with ū1(x1).
p.625; Problem 11.10: Add to end of problem statement the following sentence:

“Assume α = 1/2 for all plots.”
p.646; Third equation: Replace −π2 with − π2

L2 .
p.650; Problem 11.12: Replace last word in first sentence with: “and a uniform load

p0 is acting upwards.”
p.651; Problem 11.13: In second sentence in item (2), replace “Construct 5” with

“Construct 3”.
p.651; Problem 11.14: In title, replace “two” with “end-point and”.
p.652; Problem 11.17: In last line on page, replace x2+i

1 with x1+i
1 .

p.653; Problem 11.17: In first sentence on page, replace “3 cases” with “4 cases”.
p.653; Problem 11.18: In second sentence of item (2), replace x2+i

1 with x1+i
1 .

p.654; Problem 11.19: In last sentence of item (2), replace 8 103 with 8× 103.
p.660; Last equation: Change limits of first integral to −
/2 and 
/2.
p.661; Third equation: Change limits of first integral to −
/2 and 
/2, and change

p̂2 to p2.
p.671; Fig. 11.50: A pinned (simple) support is missing at the right end of the beam.
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Chapter 12: Variational and energy principles

p.681; Last sentence on page: Change punctuation to “matrix, S, are” in sentence.
p.686; Third equation: Remove leading minus sign.
p.689; Last sentence on page: Insert space after first comma.
p.699; Fourth equation: Second line should include leading minus sign:−2tL

∫ 1

0 τ0(g+
2h
3 ) dη,

p.701; Fig. 12.10: Change label on abscissa from “η” to “ζ”.
p.703; Paragraph #3: Change τ13 = ∂φ/∂x2 with τ13 = −∂φ/∂x2

p.713; Problem 12.1: Replace all 6 occurrences of u2 with ū2.
p.713; Problem 12.2: In item (1), replace H11/(4abG) with H11/(16ab

3G).
p.715; Problem 12.11: In third sentence, replace γ2

12 with γ2
ave, replace ε1 with ε̄1,

du1 with dū1, γ12 with γave, and du2 with dū2. In the next sentence, replace F1

with N1 in 2 places and F2 with V2 in 3 places. Replace items (1) and (2) with
the following: “(1) Develop the principle of virtual work from the equilibrium
equations and boundary conditions. (2) Develop the governing differential equa-
tions and boundary conditions using the principle of minimum total potential
energy.”

p.716; Problem 12.11: In item (5), replace u2 with ū2. In item (6), replace F2 with
V2 in 1 place and F0 with V0 in 2 places; also replace u2 with ū2. In item (7),
replace (H33u2) with (H33ū2), replace s2 = 2.0 10−3 with s̄2 = 2.0 × 10−3,
and replace s2 = H33/K22l

2 with s̄2 = H33/(K22L
2). In item (8), replace F2

with V2 and γ12 with γave. In item (11), replace s2 with s̄2 in 2 places.
p.716; Problem 12.12: In 1st sentence, replace “of axial stiffness S.” with “with

cross-sectional area As and axial stiffness S.” In 4th sentence, replace “in to”
with “into”. Throughout entire problem, replace subscript (.)f with subscript
(.)0 on variables σ and P (a total of 10 places). In the last sentence in item (2),
replace (du1/dx1)

2
x2=h with (du1/dx1)

2
x2=b. In item (8), replace hτ12/P with

Asτ12/P . In item (9), replace hτ12/P (η, ζ = 1) with Asτ12/P (η, ζ = 1)
p.717; Problem 12.12: In first line on page, replace “same question” with “repeat

this in another plot...” In item (12), replace “same question” with “repeat this in
another plot”. In item (13), replace “k ∈ [0, 1]” with “β for 0 ≤ β ≤ 1”. In the
last sentence of the last paragraph, replace “A” with “As” in 3 places; replace
“k” with “β”; replace “; ” with “, and”.

Chapter 13: Introduction to plasticity and thermal stresses

p.731; Problem 13.3: In item (2), delete the end of the sentence, “on a non-dimensional
scale P y vs. Δ/Δy”. Add item (3): “(3) Find an expression for P/P y as a func-
tion of Δ/Δy in the elasto-plastic region, P y < P < P p.” Add the following
sentence to the end of item (5): “Your plot can either be generic or you can
choose specific values for θ and k̄.”

p.731; Problem 13.4: Change “cylinder” to “tube” in the problem title and in the
first sentence. In item (1), change pi/pEi to pi/p

y
i .
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p.741; First paragraph: change κy
3 to κy

1 in three instances.
p.745; First equation: Change second plus (+) sign to a minus (-) sign so first equa-

tion reads: d2ur

dr2 + 1
r
dur

dr − ur

r2 − (1+ν)
(1−ν)α

dT
dr = 0.

p.746; Fig. 13.16 caption: Add to end of last sentence: “and ν = 0.3.”
p.746; Problem 13.7: Add to the end of the problem this sentence: “Assume R̄i =

0.2 and ν = 0.3.”
p.758; Second paragraph: Change dū1/dx1 = P e

1 /S = EαT0/3 to dū1/dx1 =
P e
1 /S = αT0/3.

p.758; Second equation: Change L3 to L2.
p.760; Problem 13.12: In first sentence change “cress-section” to “cross-section”. In

last 2 sentences do the following. Change ĥ1 to h̄1 and change ĥ2 to h̄2. Change
η1 to λ1 in 2 places and change η2 to λ2 in 2 places.

p.761; Problem 13.13: In first sentence change “cress-section” to “cross-section”. In
last 2 sentences do the following. Change ĥ1 to h̄1 and change ĥ2 to h̄2. Change
η1 to λ1 in 2 places and change η2 to λ2 in 2 places.

p.761; Problem 13.14: In item (5), insert “for” after “cross-section”.
p.762, Problem 13.15: In the second paragraph replace “example 6.6.” with “exam-

ple 6.6 on page 249.”

Chapter 14: Buckling of beams

p.767; First sentence: Insert after “beam” the following: “with a symmetrical cross-
section”.

p.767; Fig. 14.5: Remove rollers from left support.
p.769; Eq. (14.15): Replace H∗c

33 with Hc
33.

p.770; Eqs. (14.17 & 14.19): Replace H∗c
33 with Hc

33.
p.771; Eq. (14.24-25): Replace H∗c

33 with Hc
33.

p.771; Eq. (14.27): Replace H∗c
22 with Hc

22.
p.772; Second paragraph: Replace H∗c

33 with Hc
33 in 2 places.

p.772; Eq. (14.30): Replace H∗c
33 with Hc

33.
p.773; Eq. (14.33): Replace H∗c

33 with Hc
33.

p.774; Eq. (14.34-35) and text between: Replace H∗c
33 with Hc

33 in 4 places.
p.775; Full page: Page must be reformatted at fig. 14.11.
p.775; Eq. (14.38) and remaining equations on page: Replace H∗c

33 with Hc
33 in a to-

tal of 6 places.
p.776; Second paragraph & first equation: Replace H∗c

33 with Hc
33 in 3 places.

p.778; Second equation from bottom: Change [K + PK
G
] to [K − PK

G
].

p.778; Eq. (14.47): Change [K + PK
G
] to [K − PK

G
].

p.779; Eq. (14.49) & two following lines: Replace H∗c
33 with Hc

33 in 5 places.
p.781; Second paragraph: Replace H∗c

33 with Hc
33 in 2 places.

p.781; Second equation & following paragraph: Replace H∗c
33 with Hc

33 in 5 places.
p.782; Entire page: Replace H∗c

33 with Hc
33 in 5 places.

p.784; First paragraph: Replace H∗c with Hc
33.
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p.784; Equation above Table 14.1: Replace H∗c
33 with Hc

33.
p.784; Problem 14.1: Add to end of second sentence: “by solving the governing dif-

ferential equation.”
p.784; Problem 14.2: Replace H∗c

33 with Hc
33 in 2 places.

p.785; Figs. 14.16-17: In figs. 14.16-17 add rollers to right supports.
p.785; Problem 14.3: In second sentence, change a3 to q3. Also, replace H∗c

33 with
Hc

33 in 2 places.
p.785; Problem 14.5: In second sentence replace “on” with “for”.
p.786; Problem 14.6: In item (1) change italicized text to: “subjected solely to the

transverse load p0.” Also, change σult to σallow in 4 places.
p.786; Problem 14.7: In the inline equation in item (1) replace a with q1.
p.788; Problem 14.11: In the last sentence, replace “ı̄3,” with “ı̄3 directions, respec-

tively.”
p.788; Problem 14.13: In item (4) replace hMmid

3 /Hc
33 with Mmid

3 L2/(hHc
33).

p.790; Sentence before last equation: Replace “apendix” with “appendix”.

Chapter 15: Shear deformation in beams

p.801; Problem 15.1: Replace “fig. 15.4” with “fig. 15.3.” Also, in item (2) replace
“improved deformation mode” with “parabolic stress distribution”.

p.801; Problem 15.2: In item (5) replace “cantilevered” with “ clamped”.
p.802; Fig. 15.8: Change angle Φ3 to −Φ3.
p.807; Second paragraph, last sentence: Replace “fast” with “faster” and delete the

following “to”.
p.815; Problem 15.9: In the fifth sentence replace a with q1 and b with q2. In the

following sentence, add a “)” at the end of the equation for k̄. Finally, in the last
sentence, change k∗ to k̄.

p.816; Problem 15.10: In the fourth sentence replace Φn with Zn.
p.816; Problem 15.11: At the end of items (2), (3) and (4), add “for α = 0.25.” Also,

change item (5) to read the same way. In the remainder of the problem statement,
replace α ∈ [0, 0.5] with 0 ≤ α ≤ 0.5 in 4 places.

Chapter 16: Kirchhoff plate theory

p.822; Second paragraph: Delete “and” in line before eq. (16.3).
p.823; Eq. (16.9): Replace ε012 with γ0

12.
p.824; Fig. 16.3: Change V1 to Q1 and V2 to Q2.
p.824; Last paragraph: Change “components” to “component” in first sentence.
p.830; First paragraph: Change M1 to M2 in 2nd sentence.
p.834; Item 4: Change “linear” to “rectilinear” in title.
p.836; Fig. 16.10: Reverse direction of moment arrows forM0 in upper-right, lower-

left direction (i.e., axis ı̄1).
p.837; Eq. (16.46b): Change first D to −D.
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p.839; Problem 16.4: Change U3 to ū3 and replace x1 ∈ [0, a], x2 ∈ [0, b] with
0 ≤ x1 ≤ a and 0 ≤ x2 ≤ b.

p.840; Fig. 16.18: Reverse direction of M0 arrow on left edge of figure.
p.844; Problem 16.6: Third sentence: Replace “The laminate” with “A laminate of

width b.”
p.851; First paragraph: Replace SM = DS κ with SM = DS κ.
p.852; Eq. (16.80): Change second term to 4D16ū3,1112.
p.853; Paragraph following eq. (16.82): Replace a with x1 = a and b with x2 = b.
p.855; Last paragraph: Replace D[α4

m + β4
m] with D(α2 + β2)2.

p.858; Problem 16.8: Change N/m3 to N/m3.
p.858; Problem 16.9: Add to end of 4th sentence: “with material properties for

T300/5208 graphite-epoxy from Table 2.7 on page 87.” Insert as last sentence
of item (2): “Comment on the effect of fiber direction on these plots.” Insert as
last sentence of item (4): “Assume σa = 420MPa for aluminum and use the fail-
ure stress for T300/5208 graphite-epoxy from Table 2.9 on page 95.” Delete the
last paragraph entirely.

p.859; Problem 16.10; Add to end of 4th sentence: “with material properties for
T300/5208 graphite-epoxy from Table 2.7 on page 87.” In item (2) replace
Uu3sqrtD11D22/(Pa2) with ū3

√
D11D22/(Pa2). Insert as last sentence of

item (2): “Comment on the effect of fiber direction on these plots.” Insert as
last sentence of item (4): “Assume σa = 420MPa for aluminum and use the fail-
ure stress for T300/5208graphite-epoxy from Table 2.9 on page 95.” Delete the
last paragraph entirely.

p.860; Third paragraph: Replace x1 with x̂1 in all 4 places.
p.860; Fourth paragraph: Replace “Fourier” with “a Fourier”.
p.861; Eq. (16.100): Replace pm with ( â

mπ )
4pm.

p.861; Last line: Replace p3(x1, x2) with p3(x̂1, x̂2).
p.862; Eq. (16.102): Change gmp to gpm in equation and in first line of text immedi-

ately following.
p.863; Eq. (16.109): Change sinmπx1

a with sin mπx1

a .
p.864; Second paragraph, sentence 2: Change “For” to “Using”.
p.864; Eq. (16.110): Change sinmπx1

a with sin mπx1

a .
p.864; Problem 16.11: Add to end of 4th sentence: “with material properties for

T300/5208 graphite-epoxy from Table 2.7 on page 87.” Insert as last sentence
of item (2): “Comment on the effect of fiber direction on these plots.” Insert as
last sentence of item (4): “Assume σa = 420MPa for aluminum and use the fail-
ure stress for T300/5208 graphite-epoxy from Table 2.9 on page 95.” Delete the
last paragraph entirely.

p.864; Problem 16.12: In 2nd sentence, replace “Two” with “The two long”, and
replace “other” with “short edges”. Add to end of 4th sentence: “with material
properties for T300/5208 graphite-epoxy from Table 2.7 on page 87.” Insert as
last sentence of item (2): “Comment on the effect of fiber direction on these
plots.” Insert as last sentence of item (4): “Assume σa = 420MPa for aluminum
and use the failure stress for T300/5208 graphite-epoxy from Table 2.9 on page
95.” Delete the last paragraph entirely.
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p.867; Line above eq. (16.121): Change “eqs. (16.34)” to “eqs. (16.115)”.
p.868; Sentence following eq. (16.125): Change “equations” to “equation”.
p.870; Third equation: Replace α with R̄.
p.870; Last pair of equations: Replace α with R̄ in 6 places.
p.871; Problem 16.14: Add to 2nd sentence: “and ρ = r/R0.” In item (2) change

α to R̄, change kΔ to kΔR
2
0/D, replace “use” with “using” and replace the last

occurrence of kΔ with “the stiffness and assuming ν = 0.3.” Add a last sentence:
“Assume ν = 0.3.”

p.871; Problem 16.15: Add to 2nd sentence: “and ρ = r/R0.” Add a last sentence:
“Assume ν = 0.3.”

p.872; Problem 16.16: Add to last sentence: “and assume ν = 0.3.”
p.873; all equations: Replace partial derivative symbol ∂ with ordinary derivative

symbol d (56 instances).
p.875; Problem 16.17: Change all instances of φ to Φ (2 instances). In the second

sentence in item (2), change kΦ to kΦ/D in 2 places. Add as the last sentence:
“For all plots assume ν = 0.3.”

p.875; Fig. 16.40: Change φ to Φ.
p.885; Eqs. (16.152-16.153): Change last term in eq. (16.153) to hN (x1, x2).
p.885; Sentence before eq. (16.154): Add to sentence, “needed in eq. (16.144)” and

add to continuing sentence before eq. (16.155), “defined as”.
p.889; First equation: Change B to B.
p.895; Problem 16.18: Change α1, α2, α3 to q1, q2, q3 in 2 places.
p.895; Problem 16.21: Insert (1) at the start of the third sentence to read: “(1) Use...”

Also, change “(1)” to “(2)” at beginning of the last sentence.
p.895; Problem 16.22: In second sentence, insert after “D” and within the parenthe-

ses: “and ν = 0.3”.
p.896; Problem 16.22: Insert after the first sentence and before (1): “Because of the

wide spacing of the stiffeners, they must be treated individually and cannot be
smeared into an anisotropic model.” Also, change (2) to read: “(2) For the two...”

p.896; Problem 16.23: In the fourth sentence change h = 1.5 10−03 to h = 1.5 ×
10−3. Also add to the end of the last sentence: “(in N.m units)”.

p.901; Sentence including eq. (16.189): Move this sentence to the end of the exam-
ple (just before Example 16.12).

p.901; Example 16.12: In the last sentence of the first paragraph, replace “could”
with “can” and replace “of’ with “or”.

p.906; Last paragraph: Change “stationary” to “minimum”.
p.908; Third paragraph from bottom: Replace “complex” with “complicated”. Re-

place “is a Gauss-Legendre” with “if a Gauss-Legendre”.
p.909; Fig. 16.55: The solid curve for m=1 did not print in this figure.
p.909; Example 16.16: Change the title to: “Example 16.16 Buckling of an anisotropic

plate under shear loading”.
p.910; Third equation: In second integral in second line of the equation, change β̂m

to β̂n.
p.910; Last 2 equations: In the last two equations on the page, change the variables

a and b to â and b̂ in a total of 3 places each.
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p.912; Last paragraph: In first sentence, change “ration.” to “ratios.” Also, in the
fourth sentence, insert “for m = 1” after “example 16.16”.

p.913; Fig. 16.57: Add “m=1” to the labels “2 terms” and “5 terms” in the figure.
p.913; Problem 16.25: Replace the first sentence with: “Consider the same plate

buckling problem treated in example 16.15. In item (2) insert x1 after π in 3
places. Also in item (2) replace “Using this solution...” with “ Using a 2-term
solution...”

p.913; Problem 16.26: Add as the last sentence: “Assume ν = 0.3.”

Appendix: Mathematical tools

p.927; eq. (A.36): Change the second row of the rotation matrix from 
2 n2 m2 to

2 m2 n2.



A

Appendix: mathematical tools

A.1 Notation

It is traditional to use a bold typeface to represent vectors, arrays, and matrices.
While this typographical convention is elegant in print, it is difficult to reproduce in
handwriting or on a white board in a lecture hall. Students are then faced with the
confusing dilemma of using a notation in handwriting that does not match that used
in textbooks. The notation used in this book is selected to eliminate this problem. The
printed notation uses single and double underlines to indicate arrays and matrices,
respectively, and these are easily reproduced in handwriting.

Vectors and arrays are denoted using an underline, i.e., u or F . A vector is first
order tensors such as a position, displacement, or force vector. An array is a container
used to store a collection of scalars. When defining the components of an array, the
scalars it consists of are listed in a column delimited by curly braces, see eq. (A.2).

Unit vectors are vectors of unit magnitude and are denoted with an overbar; for
instance, ı̄1 indicates the first unit vector of a triad, or n̄ denotes a unit vector in
a particular direction in Euclidean space. The overbar is also used to denote non-
dimensional scalar quantities; for instance, k̄ denotes a non-dimensional stiffness
coefficient.

Matrices are indicated using a double underline. For instance, C indicates a ma-
trix with M rows and N columns, see eq. (A.5). Matrices are used the store the com-
ponents of second order tensors such the stress and strain tensors. They are also used
to store the coefficients of linear systems of equations.

The indicial notation is used throughout the book. The traditional notation, ı̄, ̄, k̄,
for a Cartesian axis system is replaced by I = (̄ı1, ı̄2, ı̄3) and the corresponding coor-
dinates x, y, and z, become x1, x2, and x3, respectively. Similarly, force components
commonly denoted Fx, Fy , and Fz become F1, F2, and F3, respectively.
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A.2 Vectors, arrays, matrices and linear algebra

Vectors are a fundamental part of mechanics and provide a powerful abstraction
for manipulating forces, moments, and displacements in statics and mechanics of
deformable solids. Arrays and matrices are also very useful constructs in mechan-
ics, especially when dealing with vectors and linear algebra concepts. Vectors will
frequently be represented by arrays, and array operations can be used to carry out
vector operations. Arrays and matrices provide powerful tools to represent sets of
simultaneous linear algebraic equations and express their solutions. Many numerical
procedures for approximating the solution of complex mechanics problems will be
described in terms of arrays and matrices. Coordinate transformations can also be
represented in a compact manner using rotation matrices.

This section provides a summary of some of the key properties of vectors, arrays
and matrices that are used in this book. The presentation is by no means complete or
rigorous; in most cases, useful results will be presented without proof. Introductory
texts such as that of Strang [10] provide in-depth coverage of linear algebra and its
applications.

A.2.1 Vectors, arrays and matrices

Vectors

Vectors describe quantities that have both a magnitude and a direction, whereas
scalars have only a signed magnitude. In this book, the term vector will be used
to describe a quantity with a magnitude and a direction in Euclidean space, that is, a
quantity with three independent directional components. Typically, these three com-
ponents are defined in a Cartesian coordinate system, but cylindrical and spherical
coordinate systems may also be used. Cartesian coordinates are defined by a triad,

I = (̄ı1, ı̄2, ı̄3), (A.1)

where ı̄1, ı̄2, and ı̄3 are three mutually orthogonal unit vectors.
Vector quantities in this book include forces, moments, positions, and displace-

ments. An underscore is used to indicate a vector, v.

Arrays

An array is a container used to store a collection of scalars. An underscore1 is used
to indicate an array, a. The N elements of an array are arranged into a column of size
N . In this book, an array is always defined as a column,

1 Many texts use a bold font to indicate arrays or vectors but this is not adopted here because
of the difficulty of creating a bold symbol in handwriting.
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a =





a1

a2

a3

...
aN





. (A.2)

The ith element of the array, ai, is identified by a subscript that indicates its position
in the array. Curly braces will be used to denote an array.

The transpose of an array of size N is a row of N elements, and a superscript
(·)T is used to indicate a transpose. Thus, the transpose of array a defined in eq. (A.2)
is written as

aT =
{
a1, a2, a3, · · · , aN

}
. (A.3)

Frequently, the following notation will also be used

a =
{
a1, a2, a3, · · · , aN

}T
. (A.4)

Equations (A.2), (A.3), and (A.4), all define the same column array, a.
The components of a vector can be stored in an array with three elements. For

instance, array f =
{
f1, f2, f3

}T could represent a force vector with components
f1, f2, and f3 in a Cartesian system.

Matrices

A matrix is a container used to store a collection of N arrays all of the same size.
Each array is of size M and forms a column of the matrix, which is of size M ×N .
When specifying the size of a matrix, the notation M × N will be used: the matrix
consists of M rows and N columns. A matrix of size 2× 3 consists of 2 rows and 3
columns. A double underscore is used to indicate a matrix,

A = [a1 a2 · · · aN ] =




a11 a12 · · · a1N

a21 a22 · · · a2N

· · · · · · · · · · · ·
aM1 aM2 · · · aMN


 . (A.5)

The elements of a matrix with the same indices (or subscripts) define the diagonal
of the matrix. When the number of rows is equal to the number of columns, the matrix
is said to be a square matrix.

The transpose of a matrix is represented as AT and is defined by switching the
rows and columns in the original matrix,

AT =




a11 a21 · · · aM1

a12 a22 · · · aM2

· · · · · · · · · · · ·
a1N a2N · · · aNM


 . (A.6)
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The matrix transpose can also be defined by simply reversing the subscripts of all the
individual elements. The transpose of a square matrix is also a square matrix, but the
transpose of a matrix of size M ×N is a matrix of size N ×M .

A symmetric matrix is a square matrix that is identical to its transpose, that is,
a matrix for which A = AT . A skew-symmetric matrix is a square matrix whose
transpose is also its negative, that is, a matrix for which AT = −A. Any square
matrix can be expressed aa the sum of its symmetric and skew-symmetric parts,

A =
1
2

(
A + AT

)
+

1
2

(
A−AT

)
= A

s
+ A

a
, (A.7)

where A
s

is symmetric because AT

s
= (A + AT )T = A

s
and A

a
is skew-

symmetric because AT

a
= (A−AT )T = −A

a
.

A diagonal matrix is a matrix whose only non-zero elements lie along its diago-
nal. The identity matrix is a square diagonal matrix whose diagonal elements are all
unity.

A.2.2 Vector, array and matrix operations

Basic operations

Vectors, arrays and matrices can be added or subtracted only if all quantities are of
the same dimensions. Consequently, only vectors can be added to vectors, arrays
to arrays and matrices to matrices. The resulting vector, array or matrix is a new
quantity of the same type and dimension as the those being added or subtracted.

Vectors, arrays, or matrices can also be multiplied by a signed constant, resulting
in a new vector, array, or matrix whose elements are each multiplied by the same
signed constant. These operations follow the associative, distributive and commuta-
tive rules of scalar algebra.

Scalar product

Let a1, a2, and a3 be the component of vector a in a given triad, and b1, b2, and b3

those of vector b in the same triad. The scalar product of the vectors, denoted a · b,
is defined as

a · b = a1b1 + a2b2 + a3b3 = ‖a‖ b‖ cos(âb), (A.8)

where ‖a‖ and ‖b‖ are the magnitudes of vectors a and b, respectively, and âb denotes
the angle between vectors a and b. The scalar product is so named because this
operation involving two vectors results in a scalar quantity. The scalar product is
also referred to as the dot product, because of the notation used to represent this
operation.

If ai and bi are the components of arrays a and b, both of size N , the scalar
product of the two arrays, denoted a · b, is defined as
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a · b = a1b1 + a2b2 + · · ·+ aNbN =
N∑

i=1

aibi. (A.9)

The scalar product is also expressed with the following notation

a · b = aT b = bT a =
N∑

i=1

aibi. (A.10)

Norm of an array

The norm of array, a, denoted ‖a‖, is defined as

‖a‖ =
√

a · a. (A.11)

This norm is also called the magnitude or length of the array. The norm is always a
non-negative scalar quantity.

A vector whose norm is unity is called a unit vector and is denoted with an
overscore. Thus, ā is a vector with unit magnitude or a unit vector. The definition of
a triad, see eq. (A.1), involves three unit vectors, denoted ı̄1, ı̄2, and ı̄3. The scalar
product of two unit vectors is the cosine of the angle between them as can be seen
from eq. (A.8). Also, the scalar product of a unit vector and another vector is the
projection of that vector in the unit vector direction.

Matrix determinant

The determinant of a matrix is a scalar quantity, denoted det(A), that plays an im-
portant role in linear algebra. The determinant of a matrix is defined as the sum of
the entries of any row (or column) times its co-factors: det(A) = ai1Ci1 + ai2Ci2 +
· · · + aiNCiN , where the co-factor is defined as Cij = (−1)i+j det(M

ij
); M

ij
is

the sub-matrix obtained by deleting the ith row and jth column of matrix A.
This formal recursive definition is not necessarily the most computationally ef-

ficient manner to compute the determinant of a matrix. Many efficient numerical
algorithms to perform this task are available in most numerical analysis software
packages.

The determinant of a 2×2 matrix is easy to evaluate: det(A) = a11a22−a21a12.
The determinant of a 3×3 matrix is: det(A) = a11a22a33+a12a23a31+a13a21a32−
a31a22a13 − a32a23a11 − a33a21a12. For matrices of larger size, it is preferable to
rely on computer software.

Several properties of the determinant are important to note:

1. The determinant of a product of matrices is the product of the determinants:
det(A B) = det(A) det(B).

2. The determinant of the transpose is the same as the determinant of the matrix:
det(AT ) = det(A).

3. The determinant of a diagonal matrix is the product of the diagonal elements.
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4. Interchanging two rows or columns changes the sign of the determinant.
5. Adding or subtracting a multiple of one row (or column) to another row (or

column) does not change the determinant.
6. If two rows (or columns) are the same or multiples of each other, the determinant

is zero.
7. If a row (or column) is zero, the determinant is zero.
8. A matrix whose determinant is zero is called a singular matrix.

Vector product

Let a1, a2, and a3 be the component of vector a, and b1, b2, and b3 those of vector
b, both resolved in the same triad I = (̄ı1, ı̄2, ı̄3). The vector product of two vectors,
denoted a× b yields a vector quantity defined as

a× b = (a2b3 − a3b2)̄ı1 + (a3b1 − a1b3)̄ı2 + (a1b2 − a2b1)̄ı3. (A.12)

The vector product can also be defined in a more geometric fashion as a × b =
‖a‖‖b‖ sin(âb) n̄, where n̄ is a unit vector perpendicular to both a and b and whose
direction is determined by the right-hand rule. It follows that a×a = 0, ı̄1× ı̄2 = ı̄3,
and a× b = −b× a.

Matrix multiplication

Let matrix A be of size M ×K and matrix B of size K ×N . The product of these
two matrices, simply denoted AB, results in a third matrix, C, of size M×N , whose
components are

cij =
K∑

k=1

aikbkj , i = 1, 2, . . . ,M, j = 1, 2, . . . , N, (A.13)

Multiplication of two matrices is only possible if the number of columns of the first
matrix matches the number of rows of the second.

Let matrix A be of size M ×K and array b of size K. The product of the matrix
by the array, simply denoted Ab, results in an array, c, of size M , whose components
are

ci =
K∑

k=1

aikbk, i = 1, 2, . . . , M. (A.14)

From these definitions, the following properties can easily be proved.

1. A B 6= B A: matrix multiplication is not a commutative operation.
2. (A B)T = BT AT .
3. Operation bA is not defined because of dimension mismatch between the array

and matrix.
4. Operation bT A is defined if array b is of size equal to the number of rows in A.
5. (A B)C = A(B C) (associative rule).
6. A(B + C) = A B + A C (distributive rule).
7. Product of a matrix by the identity matrix gives the matrix itself: A I = I A = A.
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Matrix inverse

Matrix division is not defined, but the inverse of a square matrix is defined. By defi-
nition, the multiplication of a square matrix, A, of size N×N by its inverse, denoted
A−1, produces the identity matrix of the same size,

A A−1 = A−1A = I. (A.15)

If the determinant of a matrix vanishes, its inverse does not exist. Note that the prod-
uct of a matrix by its inverse is commutative.

Calculation of the inverse of a matrix is difficult when its dimensions exceed 3.
For a matrix of size 2× 2, the inverse is

A−1 =
1

det(A)

[
a22 −a12

−a21 a11

]
. (A.16)

For square matrices of size larger than 3, numerical software packages should be
used to compute the inverse. Detailed descriptions of the numerical procedures can
be found in Strang [10].

A.2.3 Solutions of simultaneous linear algebraic equations

Matrix and array notations provide powerful abstractions for dealing with sets of
simultaneous linear algebraic equations. A set of N linear equations in N unknowns,
qi, can be written explicitly as

a11q1 + a12q2 + · · ·+ a1NqN = b1

a21q1 + a22q2 + · · ·+ a2NqN = b2

...
aN1q1 + aN2q2 + · · ·+ aNNqN = bN .

When expressed in matrix notation, this problem takes a much more compact form,

A q = b, (A.17)

where A is the square matrix of size N × N storing the coefficients of the system,
q the array of size N storing the unknowns of the problem, and b the array of size
N storing the right-hand side coefficients. Expanding the matrix-array product using
eq. (A.14) will show that the compact notation of eq. (A.17) is equivalent to the more
explicit form given above.

To find the solution of the system of equation, the inverse of matrix A, denoted
A−1, is computed first. Equation (A.17) is then pre-multiplied by this inverse to find
A−1A q = A−1b. In view of the definition of the inverse, eq. (A.15), this implies
I q = A−1b, and finally
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q = A−1b. (A.18)

If matrix A is singular, its inverse does not exist and the linear system cannot be
solved.

When the right-hand side coefficients vanish, the system of linear equations of
called a homogeneous system,

A q = 0. (A.19)

The trivial solution, q = 0, is clearly a solution of the system of equations. If matrix
A is not singular, it is the only possible solution. When matrix A is singular, however,
an infinite number of solutions exist.

A.2.4 Eigenvalues and eigenvectors

The following matrix equation
A q = λq, (A.20)

is called an eigenvalue problem. Matrix A is a known square matrix of size N ×N ,
q an unknown array of size N , and λ an unknown scalar.

To solve the problem, it is recast in the homogeneous form as

(A− λI)q = 0. (A.21)

If matrix (A−λI) is non singular, i.e., if det(A−λI) 6= 0, the only possible solution
is the trivial solution, q = 0.

If matrix (A − λI) is singular, i.e., if det(A − λI) = 0, non-trivial solutions
becomes possible. For the determinant of matrix (A − λI) to vanish, scalar λ must
satify the following equation

det




a11 − λ a12 · · · a1N

a21 a22 − λ · · · a2N

...
...

. . .
...

aN1 aN2 · · · aNN − λ


 = 0.

When the determinant is expanded, the following N th order polynomial equation for
λ results

λN + c1λ
N−1 + cN−2λ

N−2 + · · ·+ cN = 0, (A.22)

where the coefficients, ci, are determined for the evaluation of the determinant. This
equation is called the characteristic equation. The N values λ which satisfy this
characteristic equation are called eigenvalues, and for each eigenvalue, a non-trivial
solution can be found, called an eigenvector.

If all the entries of matrix A are real, the N eigenvalues could be real or com-
plex number. It can be shown, however, that for symmetric matrices, the eigenvalues
and associated eigenvectors are always real [10]. For each distinct eigenvalue, λi,
eq. (A.21) can be solved for the corresponding eigenvector, q

i
. Repeated eigenvalues

require different treatment, see [10]. If one or more eigenvalues are zero, matrix A is
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singular. Because eq. (A.21) is a homogeneous equation, the solutions for the eigen-
vectors are not unique. Each eigenvector is defined within an arbitrary constant. A
unique definition of the eigenvectors is obtained by requiring their norm to be unity.

The eigenvectors can be used to diagonalize matrix A. First, eq. (A.21) can be
written for each eigenvectors and the results are collected in a matrix form as

A
[
q
1
, q

2
, · · · , q

N

]
=

[
λ1q1

, λ2q2
, · · · , λNq

N

]
=

[
q
1
, q

2
, · · · , q

N

]



λ1

. . .
λN


 .

Next, the eigenvector matrix, S, is constructed; each column of this matrix stores
one of the eigenvectors of A, i.e., S = [q

1
q
2
· · · q

N
]. With this notation, the above

equation can be written in a compact form as

A S = S Λ, (A.23)

where Λ is the diagonal matrix whose diagonal elements contain the eigenvalues.
Pre-multiplying eq. (A.23) by the inverse of the eigenvector matrix then leads to

S−1A S = Λ, (A.24)

This transformation is called the diagonalization of matrix A.

A.2.5 Positive-definite and quadratic forms

Matrix-array products of the form Φ = qT A q, where Φ is a scalar, are frequently
encountered in structural analysis. Expanding the array and matrix product leads to

Φ =
{
q1, q2, · · · , qN

}



a11 a12 · · · a1N

a21 a22 · · · a2N

...
...

. . . · · ·
aN1 aN2 · · · aNN








q1

q2

...
qN





=
N∑

i=1

N∑

j=1

aijqiqj .

Scalar Φ is clearly a quadratic expression in qi. Consequently, Φ is referred to as a
quadratic form.

A symmetric matrix, A, is a positive-definite matrix if the quadratic form

qT A q ≥ 0, (A.25)

for any non-zero, real valued q and it is equal to zero only when q = 0. It is possible
to show that the eigenvalues of a positive-definite matrix are all only positive, and
non-zero. It is also possible to show that a symmetric matrix with positive, non-zero
eigenvalues is positive-definite.
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A.2.6 Partial derivatives of a linear form

Consider a scalar, Φ, that is a linear function of three variables, q1, q2, and q3,

Φ = 13q1 + 8q2 − 19q3.

The derivatives of this scalar with respect to the three variables are obtained by using
elementary rules of calculus to find

∂Φ

∂q1
= 13,

∂Φ

∂q2
= 8,

∂Φ

∂q3
= −19.

It is convenient to express this scalar in a more compact form using the following
matrix notation

Φ =
{
q1, q2, q3

}




13
8

−19



 = qT Q. (A.26)

The derivatives of scalar Φ also can be represented using the compact notation. First,
the array of partial derivatives is defined as

∂Φ

∂q
=

{
∂Φ

∂q1
,

∂Φ

∂q2
,

∂Φ

∂q3

}T

,

from which it follows that ∂Φ/∂q =
{
13, 8,−19

}T = Q. The desired partial deriva-
tives are then readily obtained as

∂Φ

∂q
=

∂

∂q

(
qT Q

)
= Q. (A.27)

These derivatives are identical to those obtained from elementary rules of calculus.

A.2.7 Partial derivatives of a quadratic form

Consider a quadratic form defined by symmetric matrix, A, and array q,

Φ =
1
2

qT A q =
1
2

{
q1, q2, q3

}T




a11 a12 a13

a12 a22 a23

a13 a23 a33








q1

q2

q3





=
a11

2
q2
1 +

a22

2
q2
2 +

a33

2
q2
3 + a12q1q2 + a23q2q3 + a13q1q3.

The derivatives of this scalar with respect to the three variables are obtained by using
elementary rules of calculus to find

∂Φ

∂q1
= a11q1 + a12q2 + a13q3,

∂Φ

∂q2
= a12q1 + a22q2 + a23q3,

∂Φ

∂q3
= a13q1 + a23q2 + a33q3.

(A.28)
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First, the array of partial derivatives is defined as

∂Φ

∂q
=

{
∂Φ

∂q1
,

∂Φ

∂q2
,

∂Φ

∂q3

}T

,

and using this with eq. (A.28) results in the desired partial derivative

∂Φ

∂q
=

∂

∂q

(
1
2

qT A q

)
= A q. (A.29)

These derivatives are identical to those obtained from elementary rules of calculus.

A.2.8 Stationarity and quadratic forms

Consider a scalar, Π defined as

Π(q) =
1
2

qT A q − qT b, (A.30)

where q is an array of size N that stores N independent variables, A is a known
symmetric, positive-definite matrix of size N ×N , and b an array of size N storing
known coefficients. Determine the value of the independent variables that make Π
stationary, i.e., for which the partial derivatives of Π all vanish ∂Π/∂q = 0.

The derivatives are found using eqs. (A.27) and (A.29) as

∂Π

∂q
=

∂

∂q

(
1
2

qT A q − qT b

)
= A q − b = 0, (A.31)

The vanishing of the partial derivatives of Π leads to a system of linear equations,
A q = b. which can be solved with the help of eq. (A.18) to find q = A−1b.

A.2.9 Minimization and quadratic forms

Consider once again the scalar Π defined by eq. (A.30). Determine the value of the
independent variables that make Π minimum. An elegant solution of this problem is
given by Strang [10].

Define a second array, p, that is the same size as q but otherwise arbitrary and
construct the following scalar function

Φ(p)− Φ(q) =
1
2
pT A p− pT b− 1

2
qT A q + qT b.

Next, let b = A q to find

Φ(p)− Φ(q) =
1
2
pT A p− pT A q +

1
2
qT A q =

1
2
(p− q)T A (p− q). (A.32)

Because matrix A is symmetric, pT A q = (pT A q)T = qT A p. This identity is used
to obtain the last equality. By definition of a positive-definite matrix, eq. (A.25), the
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last expression of eq. (A.32) must be positive, resulting in Φ(p) > Φ(q). Because p
is arbitrary, this means that the minimum value of Π is achieved for b = A q, which
can be solved to find q = A−1b

Comparing the results obtained here with those of the previous section, it is con-
cluded that if A is a symmetric, positive-definite matrix, the stationary point of Π is
a minimum.

A.2.10 Least-square solution of linear systems with redundant equations

Consider a system of N linear equations, A x = b, where A is an N ×N square ma-
trix, x the array storing the N unknowns of the problem, and b the known right-hand
side array. If A is not singular, the solution of this system is simply x = A−1b, see
eq. (A.18). Consider next a system of N linear equations, A x = b, where A is a rect-
angular matrix of size N ×M , N > M , x the array of size M storing the unknowns
of the problem, and b the known right-hand side array. This problem features more
equations than unknowns. Such a system is known as an over-determined system of
equations, and in general, no solution exists.

To obtain an approximate solution of the problem, it is assumed that each of
the N equations is not exactly satisfied, but rather, presents an error, hopefully small.
This is written as Ax−b = e, where e is the array of errors. A solution is now sought
that minimizes the square of the norm of the error array, and this can be stated as

min
x

‖e‖2 = min
x

‖(Ax− b)‖2 = min
x

[
(Ax− b)T (Ax− b)

]
.

The minimum of this quadratic expression is obtained by requiring the vanishing of
its derivatives with respect to x, i.e. ∂‖e‖2/∂x = 0. This results in the following
equation

∂‖e‖2
∂x

= 2xT AT A− 2bT A = 0,

which, after taking the transpose, can be recast as (AT A)x = AT b. Note that (AT A)
is now a square matrix of size M ×M , and hence, this linear system of equations is
readily solved as

x = (AT A)−1AT b, (A.33)

provided that matrix (AT A) is not singular. Equation (A.33) provides a least-squares
solution of the over-determined system of equations.

A.2.11 Problems

Problem A.1. Evaluation of a quadratic form
Evaluate the quadratic form Φ = qT A

a
q, where A

a
is a skew symmetric form.
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A.3 Coordinate systems and transformations

A.3.1 The rotation matrix

Consider two orthonormal bases, I = (̄ı1, ı̄2, ı̄3) and I∗ = (̄ı∗1, ı̄
∗
2, ı̄

∗
3), as shown in

fig. A.1. The relative orientation of these two bases is arbitrary.
Let `1, `2 and `3 be the direction

i2

i3

i1

i1

*

i2

*

i3

*

P

O

p

( )i i1 2,
*

( )i i2 2,
*

( )i i2 2,
*

Fig. A.1. Position of a point in two coordinate
systems.

cosines of unit vector ı̄∗1 with respect
to axes ı̄1, ı̄2, and ı̄3, respectively, i.e.,
`1 = ı̄∗1 · ı̄1 = cos(̄ı∗1, ı̄1), `2 =
ı̄∗1 · ı̄2 = cos(̄ı∗1, ı̄2), and `3 = ı̄∗1 ·
ı̄3 = cos(̄ı∗1, ı̄3). The direction cosines
of unit vector ı̄∗2 are defined in a similar
manner as m1 = ı̄∗2 · ı̄1 = cos(̄ı∗2, ı̄1),
m2 = ı̄∗2 · ı̄2 = cos(̄ı∗2, ı̄2), and m3 =
ı̄∗2 · ı̄3 = cos(̄ı∗2, ı̄3); these quantities
are highlighted in fig. A.1. Finally, the
direction cosines of unit vector ı̄∗3 are
n1 = ı̄∗3 · ı̄1 = cos(̄ı∗3, ı̄1), n2 =
ı̄∗3 · ı̄2 = cos(̄ı∗3, ı̄2), and n3 = mı̄∗3 ·
ı̄3 = cos(̄ı∗3, ı̄3). With these definitions,
it becomes possible to express the unit

vectors of basis I∗ as linear combinations of those of basis I,

ı̄∗1 = `1 ı̄1 + `2 ı̄2 + `3 ı̄3, (A.34a)
ı̄∗2 = m1 ı̄1 + m2 ı̄2 + m3 ı̄3, (A.34b)
ı̄∗3 = n1 ı̄1 + n2 ı̄2 + n3 ı̄3. (A.34c)

Similarly, the unit vectors of basis I can be expressed as linear combinations of those
of basis I∗,

ı̄1 = `1 ı̄
∗
1 + m1 ı̄

∗
2 + n1 ı̄

∗
3, (A.35a)

ı̄2 = `2 ı̄
∗
1 + m2 ı̄

∗
2 + n2 ı̄

∗
3, (A.35b)

ı̄3 = `3 ı̄
∗
1 + m3 ı̄

∗
2 + n3 ı̄

∗
3. (A.35c)

It is convenient to defined the direction cosine matrix or rotation matrix,

R =




cos(̄ı∗1, ı̄1) cos(̄ı∗2, ı̄1) cos(̄ı∗3, ı̄1)
cos(̄ı∗1, ı̄2) cos(̄ı∗2, ı̄2) cos(̄ı∗3, ı̄2)
cos(̄ı∗1, ı̄3) cos(̄ı∗2, ı̄3) cos(̄ı∗3, ı̄3)


 =




`1 m1 n1

`2 n2 m2

`3 m3 n3


 . (A.36)

This matrix fully defines the orientation of basis I∗ with respect to basis I because it
stores the direction cosines of each of the three unit vectors defining I∗ with respect
to I. The direction cosines must satisfy the following relationships: `21 +`22 +`23 = 1,
m2

1 + m2
2 + m2

3 = 1, and n2
1 + n2

2 + n2
3 = 1. It follows that the rotation matrix has

the following property
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RT R =




`1 `2 `3
m1 m2 m3

n1 n2 n3







`1 m1 n1

`2 m2 n2

`3 m3 n3


 =




1 0 0
0 1 0
0 0 1


 = I, (A.37)

where the vanishing of the off-diagonal terms arises from of the orthogonality among
the unit vectors themselves: ı̄∗1 · ı̄∗2 = (`1 ı̄1 + `2 ı̄2 + `3 ı̄3) · (m1 ı̄1 +m2 ı̄2 +m3 ı̄3) =
`1m1 + `2m2 + `3m3 = 0. Since the product RT R is equal to the identity matrix,
RT must be the inverse of the rotation matrix R, or R−1 = RT . Such matrices are
said to be orthogonal matrices, and therefore, the matrix of direction cosines is an
orthogonal matrix.

A.3.2 Rotation of vector components

Consider now the position vector of point P, denoted p in fig. A.1, and its components
expressed in the two bases, I and I∗,

p = p1 ı̄1 + p2 ı̄2 + p3 ı̄3 = p∗1 ı̄
∗
1 + p∗2 ı̄

∗
2 + p∗3 ı̄

∗
3. (A.38)

The components of vector p in basis I are denoted p1, p2, and p3, whereas those in
basis I∗ are denoted p∗1, p∗2, and p∗3. On the right-hand side of this equation, the unit
vectors of basis I∗ will now be expressed in term of their counterparts in basis I
using eq. (A.34) to find

p1 ı̄1 + p2 ı̄2 + p3 ı̄3 = p∗1(`1 ı̄1 + `2 ı̄2 + `3 ı̄3) + p∗2(m1 ı̄1 + m2 ı̄2 + m3 ı̄3)
+ p∗3(n1 ı̄1 + n2 ı̄2 + n3 ı̄3).

A scalar product of this result by ı̄1, ı̄2, and ı̄3 yields three equations, p1 = p∗1`1 +
p∗2m1+p∗3n1, p2 = p∗1`2+p∗2m2+p∗3n2, and p3 = p∗1`3+p∗2m3+p∗3n3, respectively.
These equations relate the components of vector p in bases I and I∗, and can be
summarized in a compact matrix form as





p1

p2

p3



 =




`1 m1 n1

`2 m2 n2

`3 m3 n3








p∗1
p∗2
p∗3



 = R





p∗1
p∗2
p∗3



 ,

where the rotation matrix, R, is defined in eq. (A.36). The rotation matrix expresses
the linear relationship between the components of vector p in bases I and I∗. Of
course, the inverse relationship is easy to find





p1

p2

p3



 = R





p∗1
p∗2
p∗3



 ⇐⇒





p∗1
p∗2
p∗3



 = RT





p1

p2

p3



 , (A.39)

because the rotation matrix is orthogonal, see eq. (A.37). The rotation matrix “rotates
the components of vector p” from one coordinate system to the other. A vector is
a mathematical entity characterized by a magnitude and orientation in space. For



A.3 Coordinate systems and transformations 929

practical reasons, however, it is often easier to represent a vector by its components
in a specific basis. For instance, the three components, p1, p2, and p3, represent vector
p in basis I. Had a different basis been selected, say I∗, the same vector p would
have been represent by a different set of components, p∗1, p∗2, and p∗3. When vector p
is represented in two different bases, I and I∗, the corresponding components, p1,
p2, p3, and p∗1, p∗2, p∗3, respectively, must be related by eqs. (A.39).

While the above development has focused on the position vector of an arbitrary
point P, similar arguments could have been used for other vectors, such as displace-
ment vectors or force vectors. Equations (A.39) are very general and express the
relationship between the components of any vector in two different bases. In fact,
eqs. (A.39) can be taken as the definition of a vector quantity: a vector is a mathe-
matical entity whose components in two different bases are related by eqs. (A.39).

A.3.3 The rotation matrix in two dimensions

The previous section has focused on coordinate
i2

i3 = i3

*

i1

i1

*i2

*

q

x2

x1

x1

*

x2

*

P

{ {
{

{

p

Fig. A.2. Position of a point in two
coordinate systems.

transformations in three dimensions. In many
cases, however, a simpler, two-dimensional
transformation is sufficient. Consider, for in-
stance, the plane stress or plane strain problems
investigated in sections 1.3 or 1.6, respectively.
Two unit vectors, say ı̄1 and ı̄2, define the plane
of the problem, whereas ı̄3 is normal to this
plane, as depicted in fig. A.2. A second set of
unit vectors, ı̄∗1 and ı̄∗2, is now selected such that
the angle between axes ı̄1 and ı̄∗1 is θ. Note that
since (̄ı1, ı̄2) and (̄ı∗1, ı̄

∗
2) define the same plane,

ı̄3 = ı̄∗3 are both normal to this plane.
Two orthonormal bases, I = (̄ı1, ı̄2, ı̄3) and I∗ = (̄ı∗1, ı̄

∗
2, ı̄

∗
3), have now been

defined, a situation similar to that of section A.3.1. Many of the direction cosines of
the present problem, however, have special values, because ı̄3 = ı̄∗3. For instance,
`1 = ı̄∗1 · ı̄1 = cos θ, `2 = ı̄∗1 · ı̄2 = sin θ, and `3 = ı̄∗1 · ı̄3 = 0. Similarly, m1 =
ı̄∗2 · ı̄1 = − sin θ, m2 = ı̄∗2 · ı̄2 = cos θ, and m3 = ı̄∗2 · ı̄3 = 0; finally, n1 = ı̄∗3 · ı̄1 = 0,
n2 = ı̄∗3 · ı̄2 = 0, and n3 = ı̄∗3 · ı̄3 = 1. The rotation matrix defined by eq. (A.36)
now simplifies to

R =




cos θ − sin θ 0
sin θ cos θ 0

0 0 1


 .

The entries in the last line and column simply imply that the component of a vector
along axis ı̄3 = ı̄∗3 is unaffected by the change of basis. In many cases, it is not
necessary to use a 3 × 3 rotation matrix; the use of the smaller size, 2 × 2 rotation
matrix is then preferable,

R =
[
cos θ − sin θ
sin θ cos θ

]
. (A.40)



930 A Appendix: mathematical tools

The fact that the direction cosine matrix is an orthogonal matrix, as show in
eq. (A.37), is now a straightforward consequence of trigonometric identities,

R RT =
[
cos θ − sin θ
sin θ cos θ

] [
cos θ sin θ

− sin θ cos θ

]
=

[
1 0
0 1

]
= I. (A.41)

A.3.4 Rotation of vector components in two dimensions

Consider now the position vector of point P, denoted p in fig. A.2, and its components
expressed in the two bases, I and I∗,

p = p1 ı̄1 + p2 ı̄2 = p∗1 ı̄
∗
1 + p∗2 ı̄

∗
2. (A.42)

Vector p is assumed to be in plane (̄ı1, ı̄2), and hence its component along axis
ı̄3 = ı̄∗3 vanishes. The components of vector p in basis I are denoted p1 and p2,
whereas those in basis I∗ are denoted p∗1 and p∗2. Following the procedure developed
in section A.3.2, the following relationship is found between these two sets of com-
ponents p1 ı̄1 + p2 ı̄2 = p∗1(cos θ ı̄1 + sin θ ı̄2) + p∗2(− sin θ ı̄1 + cos θ ı̄2). A scalar
product of this result by ı̄1 and ı̄2 the following equations

{
p1

p2

}
=

[
cos θ − sin θ
sin θ cos θ

] {
p∗1
p∗2

}
= R

{
p∗1
p∗2

}
.

The rotation matrix expresses the linear relationship between the components of vec-
tor p in bases I and I∗. Of course, the inverse relationship is easy to find

{
p1

p2

}
= R

{
p∗1
p∗2

}
⇐⇒

{
p∗1
p∗2

}
= RT

{
p1

p2

}
, (A.43)

because the rotation matrix is orthogonal, see eq. (A.41). These equations should be
compared to their three-dimensional counterparts, eq. (A.39).

A.4 Orthogonality properties of trigonometric functions

Trigonometric functions enjoy remarkable orthogonality properties, which are often
used to obtain series solution of various problems. The Kronecker delta symbol will
be used to express these properties in a compact manner and is defined as

δij =

{
1 i = j,

0 i 6= j.
(A.44)

Consider now the product of sine or cosine functions with different wave numbers,
m an n. The integration of these products leads to the following results

∫ 1

0

sin mπη sin nπη dη =
δmn

2
, (A.45a)

∫ 1

0

cos mπη cos nπη dη =
δmn

2
. (A.45b)
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The integration of the product of two sine functions with different wave numbers
vanishes, except when the two wave numbers are identical; the same is true for the
cosine function. Equation (A.45a) expresses the orthogonality of the sine functions:
the set of functions, sin mπη, m = 1, 2, . . . ,∞, is said to be orthogonal over the
range η ∈ [0, 1] because eq. (A.45a) holds. The cosine functions, cos mπη, m =
1, 2, . . . ,∞, are also orthogonal over the same range. Similarly, the following results
can be verified,

∫ +1/2

−1/2

sin mπη sin nπη dη =
δmn

2
, (A.46a)

∫ +1/2

−1/2

cosmπη cos nπη dη =
δmn

2
. (A.46b)

The sine functions, sin mπη, m = 1, 2, . . . ,∞, are also orthogonal over the range
η ∈ [−1/2, +1/2].

The following definite integral are also useful

∫ +1/2

−1/2

cos mπη dη =
2

mπ

{
0, m even,

(−1)(m−1)/2, m odd.
(A.47)

∫ 1

0

sin mπη dη =
2

mπ

{
0, m even,

1, m odd.
(A.48)

A.5 Gauss-Legendre quadrature

When applying energy methods, the computation of the stiffness matrix and load
array involves integrations of the product of the shape functions by the stiffness
properties of the structure. As the number of assumed shape function increases, it
becomes increasingly cumbersome to perform all these integration in closed form,
especially when the expression for the shape functions becomes complex.

To circumvent this problem, numerical integration can be used. A very power-
ful tool for numerical integration is the Gauss-Legendre quadrature scheme. In its
simplest form [11], this scheme approximately evaluates an integral by the following
sum ∫ +1

−1

f(η) dη ≈
N∑

i=1

wif(ηi), (A.49)

where ηi, i = 1, 2, . . . N are the Gauss-Legendre quadrature points, and wi the as-
sociated weights. The Gauss-Legendre quadrature points are often called sampling
points, because the integral is evaluated by sampling the value of the integrand at
these points. Table A.1 lists the Gauss-Legendre quadrature points and associated
weights for N = 2, 3, and 4. The fundamental property of the N point Gauss-
Legendre quadrature scheme is that it exactly integrates a polynomial of degree
2N − 1.
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Table A.1. Gauss points and associated weights for N = 2, 3, and 4.

N ηi wi

2 ±
√

1/3 1

3 0 8/9

±
√

3/5 5/9

4 ±
√

(3− 2
√

6/5)/7 (18 +
√

30)/36

±
√

(3 + 2
√

6/5)/7 (18−√30)/36

To illustrate the application of the Gauss-Legendre quadrature scheme, consider
the following integral

I =
∫ +1

−1

[
x4 − 5x3 + 3x2 + 5x

]
dx = 2.4.

At first, the 2-point quadrature formula is used to find

I ≈
[(

1
3

)2

+ 5
(

1
3

)3/2

+ 3
1
3
− 5

(
1
3

)1/2
]

+

[(
1
3

)2

− 5
(

1
3

)3/2

+ 3
1
3

+ 5
(

1
3

)1/2
]

=
20
9

= 2.22.

This 2-point formula exactly integrates a polynomial of degree 2×2−1 = 3; hence,
an approximate answer is expected for this integral involving a polynomial of degree
four. The approximate answer only incurs a 7.4% error. Next, the 3-point quadrature
formula is used, leading to

I ≈ 5
9

[(
3
5

)2

+ 5
(

3
5

)3/2

+ 3
3
5
− 5

(
3
5

)1/2
]

+
5
9

[(
3
5

)2

− 5
(

3
5

)3/2

+ 3
3
5

+ 5
(

3
5

)1/2
]

=
60
25

= 2.4.

This 3-point formula exactly integrates a polynomial of degree 3×2−1 = 5; hence,
the exact solution is recovered.

Next, consider the following integral involving transcendental function

I =
∫ 5

1

1
x

dx = [ln x]51 = ln 5 = 1.609.

To recast the problem in the standard form, a change of variable, x = 2η + 3, is
first performed. The Jacobian of the coordinate transformation is readily evaluated,
dx/dη = 2. The 2-point quadrature formula then yields a first approximation of the
integral
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I =
∫ +1

−1

1
2η + 3

dx

dη
dη ≈ 2

[
1

−2
√

1/3 + 3
+

1
2
√

1/3 + 3

]
=

36
23

= 1.565,

which only involves a 2.75% error. To improve the approximation, the 3-point
quadrature formula is used, leading to

I ≈ 2
9

[
5

−2
√

3/5 + 3
+

8
3

+
5

2
√

3/5 + 3

]
=

476
297

= 1.603.

The error is now reduced to about 0.42%. Higher order Gauss-Legendre quadrature
scheme can be derived that involve an increasing number of sampling points and
associated weights. This data have been tabulated, see Abramowitz and Stegun [12],
or can be readily calculated [11].

For integration over a rectangular domain, the basic Gauss-Legendre quadrature
scheme of eq. (A.49) is generalized as

∫ +1

−1

∫ +1

−1

f(η, ζ) dηdζ ≈
N∑

i=1

M∑

j=1

wiwjf(ηi, ζj), (A.50)

where the sampling points, ηi and ζj , and associated weights, wi and wj , respec-
tively, are those listed in table A.1.
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Aeroelasticity, 357
Affine transformation, 859, 899
Airy’s stress function, 111
Analytical mechanics, 395
Angular distortion, 34
Anisotropic plate, 851, 883
Anticlastic bending, 837
Area static moment, 308
Axial force, 177
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Beltrami-Michell’s equations, 104
Bending moment, 178, 826
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Bending stiffness matrix, 830, 842
Bifurcation point, 511
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Boundary conditions

essential, 606
geometric, 606, 681, 697
natural, 680, 697

Bredt-Batho formula, 343
Buckling

equation, 770, 779, 781
load, 512, 764
mode shape, 771
of a rigid bar, 510, 763–766
of beams, 767–784

Bungee cord, 507

Calculus of variations, 412, 527, 673–679
Cauchy’s tetrahedron, 11, 21
Center of twist, 362
Central solution, 170

Centroid, 188
Centroidal bending stiffness, 188
Characteristic equation, 922
Circular plates, 865
Closing shear flow, 326
Co-location method, 285
Coefficient of thermal expansion, 59, 742
Compatibility equations, 50

Truss, 438
Compatible

strain field, 681
virtual strain field, 682

Complementary strain energy, 505, 550, 685
Complementary strain energy density

for beam bending, 516
for beam extension, 515
for beam torsion, 517
for three-dimensional beam, 521
for three-dimensional solid, 520

Complementary strain energy density
function, 685

Complementary virtual work, 441, 445
Configuration

deformed, 768
reference, 33, 768

Connectivity matrix, 536, 663
Conservative forces, 494–499
Conservative system, 498
Constitutive laws, 102, 681
Constraint method

for bars and trusses, 748
for beams, 753
for thermoelasticity, 742, 746–748
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Continuous problems, 527
Convergence plot, 595
Corner force, 836
Corner force bending, 836, 838
Coupled bending-torsion problems, 354
Coupling stiffness matrix, 842
Critical load, 512, 764
Cross bending stiffness, 226
Curvature interpolation matrix, 885

Dead loads, 499
Deformation energy, 498
Deformed configuration, 33, 768, 897
Degree of freedom, 413, 586, 609, 639, 884
Degree of redundancy, 144
Design

buckling, 75
stiffness, 74
strength, 74

Deviatoric stress tensor, 723
Direct method for thermoelasticity, 742–746
Direction cosine, 10, 11
Direction cosine matrix, 927
Discrete problems, 527
Displacement gradient interpolation

array, 777, 778
matrix, 905

Displacement gradients array, 904
Displacement interpolation array, 640, 885
Displacement method, 146
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infinitesimal, 410
virtual, 410

Dot product, 918
Driving force, 443
Dummy load method, 570–572

Eigenvalue problem, 922
Eigenvalues, 922
Eigenvectors, 922
Elastic axis, 356
Elastic limit, 726
Elastic material, 685
Elastic stability, 763
Element load array, 535
Element stiffness matrix, 534, 661
Energy

complementary strain, 505, 685
deformation, 498

internal, 498
strain, 498, 685
stress, 505, 685
total potential, 498

Energy theorems, 560, 690
Castigliano’s first theorem, 563
Castigliano’s second theorem, 565
Clapeyron’s theorem, 561
Crotti-Engesser theorem, 564

Engineering constant, 85
Engineering structural analysis, 137
Equilibrium equations, 7–11, 101, 680

force, 8, 680
moment, 9
traction, 11, 680

Equivalent stress, 70, 725
Essential boundary conditions, 606, 619
Euler buckling load, 771
Euler’s

first law, 397, 415
second law, 398, 415

Euler-Bernoulli beams
assumptions, 174–177
axial stiffness, 182
axial stress distribution, 182, 193
bending stiffness, 191
equilibrium equations, 180, 188, 218
governing equations, 181, 189, 219
kinematic description, 179, 186, 217
stress resultants, 177
under axial loads, 178–186
under combined loads, 217–221
under transverse loads, 186–217

Euler-Cauchy differential equation, 116
Euler-Lagrange equation, 678, 696
External complementary virtual work, 444
External force, 407, 413, 421

Factor of safety, 67
Failure load, 67
Finite dimensional problems, 527
Finite element method, 584

beam element assembly procedure, 662
beam element stiffness matrix, 661
Beam governing equations, 666
for beams, 654
for trusses, 529
Kinematics of beam element, 657
Strain energy in beam element, 660
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Flexibility matrix, 203, 204
Flexibility method, 146, 151
Flow

axial stress, 299
shear stress, 299

Force
axial, 177
conservative, 494–499
external, 407, 413, 421
in-plane, 824
internal, 407, 413, 421
natural, 407
non-conservative, 503
residual, 161, 728
shear, 177
thermal, 161
transverse shear, 825

Force equilibrium equations, 8, 680
Force method, 146, 151, 473
Four-point bending test, 192, 815
Functional, 527, 585, 677

Galerkin’s method, 609, 622, 639, 640
Gauss-Legendre quadrature, 931–933

points, 931
weights, 931

Generalized
coordinates, 420
forces, 420

Generalized Hooke’s law, 55
Geometric boundary conditions, 606, 619,

681, 697
Geometric nonlinearities, 510, 513
Geometric stiffness matrix, 778, 905
Global displacement array, 657
Global load array, 537, 664
Global stiffness matrix, 537, 664

Hellinger-Reissner’s principle, 694–695
Homogeneous system, 922
Hooke’s law, 55
Hu-Washizu’s principle, 690–694
Hydrostatic pressure, 26, 722

Imperfect system, 765
In-plane force, 824
In-plane loads matrix, 904
In-plane stiffness matrix, 829, 842
Incompressible material, 59

Incremental work, 399
Ineffective length, 81
Infeasible direction, 406
Infinite dimensional problems, 527
Infinitesimal displacements, 410
Influence coefficients, 203, 204, 579
Internal energy, 498
Internal force, 407, 413, 421
Internal virtual work, 456–461

for beam bending, 457
for beam twisting, 458
for Euler-Bernoulli beams, 461
for solid, 459

Interpolation matrix
curvature, 777
strain, 777

Invariants
strain, 41
stress, 14

Isotropic plate, 883

Kinematically admissible
displacement field, 681

Kinematically admissible direction, 406
Kinematically admissible virtual displace-

ments, 405
Kinematically inadmissible direction, 406
Kirchhoff plate theory, 819

Lagrange multiplier, 676
Lagrange multiplier method, 675
Lamé’s ellipse, 30
Laminate

balanced, 844, 847, 852
specially orthotropic, 847, 899

Laminated composite plate, 840
Laplace’s equation, 279
Lay-up parameters, 843, 846, 849
Least-square solution, 926
Limit of proportionality, 63
Linear elasticity, 137
Linearly elastic spring, 504
Load array, 613, 623, 641, 886
Load factor, 67
Local crippling, 908

Manufacturing imperfection, 161
Material

anisotropic, 53, 83
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brittle, 65
compliance matrix, 57, 520
ductile, 63
elastic, 685
elastic-perfectly plastic, 64
engineering constants, 85
homogeneous, 53
isotropic, 53, 84
linearly elastic, 55
monoclinic, 84
orthotropic, 84
perfectly plastic, 64
plastic flow, 63
stiffness matrix, 57, 58, 520
strain hardening, 64
transversely isotropic, 84
triclinic, 83

Material line, 34
Material nonlinearities, 513
Matrix

definition, 917
diagonal, 918
identity, 918
inverse, 921
multiplication, 920
of direction cosine, 927
orthogonal, 927
rotation, 927
skew-symmetric, 918
square, 917
symmetric, 918
transpose, 917

Mechanical work, 399
Modulus

bulk, 59
elasticity, 55
shear, 56
Young’s, 55

Modulus-weighted centroid, 188
Mohr’s circle

for plane strain, 44
for plane stress, 27

Moment equilibrium equations, 9
Moment-curvature relationship, 188

Natural boundary conditions, 680, 697
Natural force, 407
Navier’s equations, 103
Necking, 63

Neutral axis, 195
Neutral axis , 236–237
Newton’s first law, 396
Newton’s third law, 397
Non-conservative forces, 503
Non-uniform torsion, 362, 372–374, 707,

894
Nonlinearly elastic spring, 505
Normal material line, 820

Octahedral face, 18
Orthogonal matrix, 927

Parallel axis theorem, 240
Participation factor, 639
Perfect system, 765
Plane strain rotation, 42
Plastic bending, 732–737
Plastic limit, 726
Plate

anisotropic, 851, 883
bending stiffness, 832
boundary conditions, 832
circular, 865
corner force bending, 836
corner forces, 836
curvatures, 823
energy formulation, 875
governing equation, 831
isotropic, 883
Lévy’s solution, 859
mid-plane strains, 823
mid-plane symmetry, 852
Navier’s solution, 853
specially orthotropic, 852, 883
strain energy, 882

Poisson’s equation, 280
Poisson’s ratio, 55
Potential

definition, 496
Potential of

a conservative force, 495
dead loads, 499
dislocations, 550
externally applied loads, 528
prescribed displacements, 550, 552
the body forces, 687
the external loads, 498
the prescribed displacements, 688
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the surface tractions, 687
Prandtl’s stress function, 279, 703
Pressure vessel, 26
Principal

strain, 40, 43
stress, 23

Principal centroidal
axes of bending, 231
bending stiffness, 234

Principle of
complementary virtual work, 437–444,

683
least work, 553
minimum complementary energy,

548–560
minimum total potential energy, 500–504
reciprocity of shear stresses, 9
virtual work, 396, 400–415, 433, 434, 682

Principle of virtual work
for a particle, 400
for a particle system, 412
for trusses, 432

Quadratic form, 923

Rational design of
beams under bending, 194
cylinders under torsion, 270

Rayleigh-Ritz method, 586–588
Reciprocity theorems, 577

Betti’s theorem, 577
Maxwell’s theorem, 579

Rectilinear spring, 504
Reference configuration, 33, 768, 897
Relative elongation, 34
Residual

force, 161
stress, 161

Residual force, 162, 728
Rotation matrix, 927
Rotational spring, 504, 508

Saint-Venant solution for torsion, 277, 701,
703

Saint-Venant’s principle, 169
Scalar product, 918
Second order tensors, 234
Sectional stiffness matrix, 226
Shape function, 586, 609, 639, 658, 659, 884

Shear center, 318–321, 334
for open sections, 318

Shear flexibility parameter, 806
Shear force, 177
Shear lag, 82, 697
Shear stiffness, 794, 797
Shear stiffness of sandwich beam, 800
Shear strain components

engineering, 39
tensor , 39

Specially orthotropic laminate, 847, 899
Specially orthotropic plate, 852, 883
Spring

linearly elastic, 504
nonlinearly elastic, 505
rectilinear, 504
rotational, 504, 508
torsional, 504, 508

Stacking sequence, 843, 846, 849
State of strain at a point, 34–41
State of stress

hydrostatic, 26, 722
in thin-walled pressure vessels, 26
pure shear, 26

State of stress at a point, 11–16
Static moments

area, 308
stiffness, 308

Statically
determinate, 141, 144
indeterminate, 141, 144

Statically admissible
forces, 442
stress field, 680
virtual forces, 442
virtual stress field, 684

Stiffness first moments, 307
Stiffness matrix, 613, 623, 641, 886

bending, 830, 842
coupling, 842
in-plane, 829, 842

Stiffness method, 146
Stiffness static moments, 307, 308
Strain

axial, 37
compatibility equations, 50
direct, 37
gauges, 46
invariants, 41
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measurement of, 45
plane strain state, 41–45
principal, 40, 41, 43
principal directions, 41
principal plane strains, 43
shear, 37
shearing, 37
tensor, 40
the concept of, 33–38
thermal, 59, 741, 742
volumetric, 37

Strain energy, 494, 498, 685
in bar torsion, 516
in beam bending, 515
in beam extension, 514
in beams, 514–519
in plates, 882
in solids, 519
in springs, 504–509
in three-dimensional beams, 520

Strain energy density
for beam bending, 516
for beam extension, 515
for beam torsion, 517
for three-dimensional beam, 520
for three-dimensional solid, 520

Strain energy density function, 685
Strain gauge rosette, 47
Strain gauges, 46
Strain interpolation array, 640
Strain interpolation matrix, 885
Strain, plane strain rotation, 42
Strain-displacement equations, 101
Strain-displacement relationships, 681
Stress

allowable, 66
concentration factor, 124, 130
direct, 6
engineering, 6
equivalent, 70, 725
failure, 63
invariants, 14
normal, 6
plane strain state, 58
plane stress state, 20–25, 58
principal, 14, 722
principal directions, 14, 722
residual, 161
shear, 6

state at a point, 3
the concept of, 3–6
thermal, 59, 741, 743
true, 63
yield, 63

Stress energy, 505, 685
Stress resultants, 177, 824
Stress vector, 4
Strong statement of equilibrium, 603
Structural analysis, 137
Structural idealization, 377

sheets, 378
stringers, 378

Surface traction, 10
Synclastic bending, 837
System of particles, 397, 414
Systems

hyperstatic, 141, 144, 431, 440
isostatic, 141, 144, 431, 440

Tensor
first order, 6
Second order, 40
second order, 6
strain, 40

Test array, 613
Test function, 604
Thermal

force, 161
strain, 59, 741, 742
stress, 59, 158, 741, 743

Thermoelasticity, 741
constraint method, 742, 746–748
direct method, 742–746
equivalent thermal body forces, 747
equivalent thermal surface tractions, 747

Thin-walled beams
assumptions, 297
axial flow, 299
bending of, 303
non-uniform torsion, 372–374
shear center, 371
shear center location, 334
shear flow, 299
shearing of closed sections, 325
shearing of open sections, 308
stress resultants, 299
structural idealization, 377
torsion, 343
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torsion of closed sections, 343
torsion of open sections, 343
torsional stiffness, 345
twist center, 371
warping, 362
warping of closed sections, 369
warping of open sections, 364

Three-point bending test, 815
Timoshenko beam theory, 794
Torsion

non-uniform, 362, 372–374, 707
uniform, 277, 702

Torsion of
a rectangular section, 284–288
a thin rectangular strip, 290
an elliptical section, 281
bars of arbitrary shape, 275–281
circular cylinders, 261–270
thin-walled open sections, 292

Torsional spring, 504, 508
Torsional stiffness, 266
Total complementary energy, 689
Total potential energy, 498, 687
Total stress energy, 688
Total vertical load, 833
Traction equilibrium equations, 11, 680
Transverse shear force, 825
Trivial solution, 922
Truss

elongation-displacement equations, 429
method of joints, 431
pinned joints, 428
planar, 428
spatial, 428
structures, 428–431

Twist rate, 263
Twisting moment, 826

Uniform torsion, 277, 702
Unit load method, 449

for beams, 462

for combined trusses and beams, 485
for hyperstatic beams, 480
for hyperstatic problems, 472
for hyperstatic trusses, 473
for multiple redundancies, 487
for trusses, 449

Unit load method
for shear-deformable beams, 811

Unit load system, 451, 463
Unit vector, 919

Vector product, 920
Virtual

displacements, 400, 410
forces, 441
work, 400

Virtual displacements
displacement dependent forces, 411
rigid bodies, 411

Virtual work
external, 413
internal, 413

Warping, 276
Warping shear flow, 372
Warping stiffness, 373, 708, 894
Weak statement of equilibrium, 603

for beams under axial loads, 604
for beams under transverse loads, 617

Weighting function, 604
Work

incremental, 399
mechanical, 399

Yield criterion
maximum shear stress, 69
Tresca’s, 68
Von Mises’, 70

Yield envelope, 72, 724
Yield stress, 63
Yielding under combined loading, 721–725
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