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Preface

The purpose of this book is to address a need. One thing that many computer
forensic examiners have noticed is an overreliance by investigators on what
forensic analysis tools are telling them, without really understanding where this
information is coming from or how it is being created or derived. The age of
“Nintendo forensics” (i.e., loading an acquired image into a forensic analysis
application and pushing a button) is over. As analysts and examiners, we can no
longer expect to investigate a case in such a manner. Cybercrime has increased
in sophistication, and investigators need to understand what artifacts are avail-
able on a system, as well as how those artifacts are created and modified. With
this level of knowledge, we come to understand that the absence of an artifact
1s itself an artifact. In addition, more and more presentations and material are
available regarding anti-forensics, or techniques used to make forensic analysis
more difficult. Moreover, there have been presentations at major conferences
that discuss the anti-forensic technique of using the forensic analysts’ training
and tools against them. This book is intended to address the need for a more
detailed, granular level of understanding. It attempts not only to demonstrate
what information is available to the investigator on both a live Windows system
and in an acquired image but also to provide information on how to locate
additional artifacts that may be of interest.

My primary reason for writing this book has been so that I can give back
to a community and field of endeavor that has given so much to me. Since I
started in the information security field over 10 years ago (prior to that, I was
in the military and involved in physical and communications security), I've met
a lot of great people and done a lot of really interesting things. Over time,
people have shared things with me that have been extremely helpful, and some
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of those things have served as stepping stones into further research. Some of
that research has found its way into presentations I've given at various confer-
ences, and from there, others have asked questions and provided insight and
answers that have helped push that research forward. The repeated exchanging
of information and engaging in discussion have moved the interest and the
level of knowledge forward, thus advancing the field.

This book is intended to address the technical aspects of collecting and ana-
lyzing data during both live and post-mortem investigations of Windows sys-
tems. It does not cover everything that could possibly be addressed. There is still
considerable room for research in several areas, and a great deal of information
needs to be catalogued. My hope is that this book will awaken the reader to the
possibilities and opportunities that exist within Windows systems for a more
comprehensive investigation and analysis.

Intended Audience

This book focuses on a fairly narrow technical area, Windows forensic analysis,
but it’s intended for anyone who does, might do, or is thinking about per-
forming forensic analysis of Windows systems. This book will be a useful refer-
ence for many, and my hope is that any readers who initially feel that the book
is over their heads or beyond their technical reach will use the material they
find as a starting point and a basis for questions and further study. When I
started writing this book, it was not intended to be a second or follow-on edi-
tion to my first book, Windows Forensics and Incident Recovery, which was pub-
lished by Addison-Wesley in July 2004. Rather, my intention was to move away
from a more general focus and provide a resource not only for myself but also
for others working in the computer forensic analysis field.

In writing this book, my goal was to provide a resource for forensic ana-
lysts, investigators, and incident responders. My hope is to provide not only
useful material for those currently performing forensic investigations but also
insight to system administrators who have been faced with incident response
activities and have been left wondering, “What should I have done?” On that
front, my hope is that we can eventually move away from the misconception
that wiping the hard drive and reinstalling the operating system from clean
media are acceptable resolutions to an incident. Even updating the patches on
the system does not address configuration issues and in many cases will result in
reinfection or the system being compromised all over again.

www.syngress.com
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This book is intended for anyone performing forensic analysis of Windows
systems—Dbe they corporate or government investigators, law enforcement ofti-
cers, or consultants. My hope is that this book will also serve as a useful refer-
ence for those developing or attending computer forensic programs at colleges
and universities.

Throughout this book, the terms investigator, first responder, examiner, and
administrator are used interchangeably because the same person often may be
wearing all of these hats. In other cases, the investigator may come into the cor-
porate infrastructure and work very closely with the administrator, even to the
point of obtaining an administrator-level account within the domain in order
to perform data collection. In some cases, the administrator may escort the
investigator or first responder to a compromised system, and the user account
may have administrator privileges on that system. Please don’t be confused by
the use of the terms; they are synonymous in most cases.

Reading through this book, you’ll likely notice a couple of things. First,
there is a heavy reliance on Perl as a scripting language. There’s nothing magical
about this choice: Perl is simply a very flexible and powerful scripting language
that I like to use because I can make changes to the code and run it immedi-
ately without having to recompile the program. And with regard to compiling,
if youre not familiar with Perl and have never used it, you have nothing to
worry about. With only a few exceptions, the Perl scripts presented in the book
and provided on the accompanying DVD have been “compiled” into stand-
alone Windows executable files using Perl2Exe. These executable files enable
you to run the Perl scripts without having to install Perl (the version of Perl
used throughout this book is freely available from ActiveState.com) or anything
else. Simply extract the necessary files from the archive on the DVD and run
them. Another useful feature of Perl is that, with some care, Perl scripts can be
written to be platform independent. Many of the Perl scripts included on the
DVD perform data extraction (and to some degree, analysis) from binary files,
and where possible, I have tried to make them as platform independent as pos-
sible. What this means is that the Perl script (and the accompanying Windows
executable) will run on the Windows platform, but the Perl script itself can be
run on Linux or even Mac OS X. Many of the Perl scripts on the DVD
(although admittedly not all) have been tested and run successfully within the
Perl environment on Linux. Therefore, the examiner is not restricted to any
particular analysis platform. Some of the scripts will require the installation of
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additional modules. You can install these modules by using the Perl Package
Manager (PPM) application. PPM is part of the ActiveState distribution of Perl,
which is available for Windows, Linux, Mac OS X, and a number of other plat-
forms. Another very useful aspect of using Perl is to meet the needs of automa-
tion. I often find myself doing the same sorts of things (data extraction,
translation of binary data into something human-readable, etc.) over and over
again, and like most folks, I'm bound to make mistakes at some point. However,
if I can take a task and automate it in Perl, I can write the code once and not
have to be concerned with making a mistake regardless of how many times I
perform that same task. It’s easy to correct a process if you actually have a pro-
cess—I find it extremely difficult to correct what I did if I don’t know what it
was that I did!

You’ll notice that the forensic analysis application used throughout this
book is ProDiscover Incident Response Edition, from Technology Pathways.
Thanks to Chris Brown’s generosity, I have worked with ProDiscover since
Version 3, and I have found the interface to be extremely intuitive and easy to
navigate. When it comes to examining images acquired from Windows systems,
ProDiscover is an excellent tool to use. It has many useful and powerful fea-
tures. Chris and Alex Augustin have been extremely responsive to questions and
updates, and Ted Augustin has been an excellent resource when I've met him at
conferences and had a chance to speak with him (Chris, Alex, and Ted are with
Technology Pathways). ProDiscover itself is an excellent analysis platform, and
the Incident Response Edition has made great strides into the live response
arena, providing an easy, effective means for collecting volatile data. Also, in my
opinion, Chris made an excellent decision in choosing Perl as the scripting lan-
guage for ProDiscover because Perl enables the investigator to perform func-
tions (e.g., searches, data extraction, a modicum of data analysis, etc.) within the
image via Perl “ProScripts.” The accompanying DVD contains several
ProScripts that I've written and used quite regularly during examinations
(please note that though the ProScripts are Perl scripts, they are not “compiled”
with Perl2Exe, as the ProScripts must be scripts to be used with ProDiscover).

Organization of This Book

This book is organized into seven chapters.

www.syngress.com



Preface Xxiii

Chapter 1: Live Response: Data Collection

This chapter addresses the basic issues of collecting volatile data from live sys-
tems. Because of several factors (an increase in sophistication of cybercrime,
increases in storage capacity, etc.), live response has gained a great deal of
interest. This increase in interest has not been restricted to consultants (such as
myself) either; law enforcement professionals are also beginning to see the need
for collecting volatile information from live systems in order to support an
investigation. This chapter lists tools and methodologies that you can use to col-
lect volatile information. It also presents the current incarnation of the Forensic
Server Project.

Chapter 2: Live Response: Data Analysis

I've separated data collection and data analysis as I see them as two separate
issues. In many cases, the data that you want to collect doesn’t change, as you
want to get a snapshot of the activity on the system at a point in time.
However, how you interpret that data is what may be important to your case.
Also, it’s not unusual to approach a scene and find that the initial incident
report is only a symptom of what is really happening on the system or has
nothing to do with the real issue at all. During live response, how you analyze
the data you’ve collected, and what you look for, can depend on whether
you’re investigating a fraud case, an intrusion, or a malware infection. This
chapter presents a framework for correlating and analyzing the data collected
during live response in order to develop a cohesive picture of activity on the
system and make analysis and identification of the root cause a bit easier and
more understandable.

Chapter 3: Windows Memory Analysis

Windows memory analysis is an area of study that has really taken off since its
formal introduction to the community during the summer of 2005. In the past,
if the contents of physical memory (i.e., RAM) were collected from a live
system, they were searched for strings (i.e., passwords), IP addresses, and e-mail
addresses. The contents were then archived. Unfortunately, any information
found in this manner had little context. Thanks to research that has been done
since the DFRWS 2005 Memory Challenge, methods of obtaining RAM dumps
have been investigated, and data within those RAM dumps can be identified and
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extracted on a much more granular level, even to the point of pulling an exe-
cutable image out of the dump file. This chapter discusses the issues of collecting
and parsing RAM dumps, as well as extracting the memory used by a specific
process from a live system.

Chapter 4: Registry Analysis

The Windows Registry maintains a veritable plethora of information regarding
the state of the system, and in many cases, the Registry itself can be treated like
a log file because the information that it maintains has a time stamp associated
with it in some manner. However, because of the nature of how the data is
stored, searches for ASCII or even Unicode strings do not reveal some of the
most important and useful pieces of information. This chapter presents the struc-
ture of the Registry to the readers so that they’ll be able to recognize Registry
artifacts in binary data and unallocated space within an acquired image. The
chapter then discusses various artifacts (Registry keys and values) at great length,
describing their usefulness and value to an investigation, as well as presenting a
number of tools for extracting that information from an acquired image.

Chapter 5: File Analysis

Windows systems maintain a number of log files that many examiners simply
are not aware of, and those log files often maintain time-stamp information on
the entries that are recorded. In addition, there are a number of files on
Windows systems that maintain time-stamp information within the files them-
selves that can be incorporated into your timeline analysis of an event. Many of
these time stamps are maintained by the application and are not immediately
obvious. Various files, file formats, and file metadata are discussed in detail, and
tools are presented for extracting much of the information that is discussed.

Chapter 6: Executable File Analysis

Executable files represent a special case when it comes to file analysis. For the
most part, executable files follow a known and documented structure because
they need to be launched and run on various versions of Windows. However,
malware authors have discovered ways to obfuscate the structure in order to
make their malware more difticult (albeit not impossible) to analyze. By under-
standing the format of these files and what they should look like, examiners can
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go further in their investigations in determining which files are legitimate, in
addition to what effect the suspicious files have on a Windows system. Using
the techniques and information presented in this chapter, the examiners can

determine which files are legitimate, as well as what artifacts to attribute to a
particular piece of malware.

Chapter 7: Rootkits and Rootkit Detection

The final chapter of this book addresses the topic of rootkits in the hopes of
piercing the veil of mystery surrounding this type of malware and presenting
the administrator, first responder, and forensic analyst (remember, these could all
be the same person) with the necessary information to be able to locate and
recognize a rootkit. Rootkits are being used increasingly not only in cyber-
crime but also in “legitimate” commercial applications. An understanding of
rootkits and rootkit detection technologies is paramount for anyone working
with Windows systems, and this chapter presents a great deal of the information
that an investigator will need.

DVD Contents

The DVD that accompanies this book contains a great deal of useful informa-
tion and tools. (An icon appears before sections in the book that contain refer-
ences to material that is on the DVD.) All the tools provided are grouped into
the appropriate directory based on the chapter in which they were presented.
There is a directory on the DVD for each of the chapters that contain code or
sample files for that chapter (with the exception of Chapter 7). In addition,
there is a bonus directory containing several tools that were not specifically dis-
cussed in any chapter, but I developed them to meet a need that I had, and I
thought that others might find them useful.

All the tools available on the DVD are Perl scripts. However, almost all the
Perl scripts have been “compiled” into stand-alone Windows executables for
ease of use. The Perl scripts themselves are, for the most part, platform indepen-
dent and can be run on Windows, Linux, and even Mac OS X (note that there
are some exceptions), and providing Windows executables simply makes them
easier for those without Perl installed to use. Several of the chapters also contain
ProScripts, which are Perl scripts specifically written to be used with the
ProDiscover forensic analysis application from Technology Pathways
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(www.techpathways.com). These Perl scripts are launched via ProDiscover and
are not “compiled.”

In addition, several of the chapter directories contain sample files that the
reader can use to gain a familiarity with the tools. This is particularly the case for
Chapter 5, “File Analysis.” It’s one thing to have a tool or utility and an explana-
tion of its use, but it’s quite another thing to actually use that tool to derive infor-
mation. Having something immediately available to practice with means that the
readers can try out the tools anywhere they have a laptop, such as on a plane, and
not have to wait until theyre able to get copies of those files themselves.

Finally, I have included several movie files on the DVD that I use to explain
certain topics. These video (.wmv) files describe the use of some of the tools
presented and discussed in the book. These tools are also available on the DVD
itself. In the past, I wrote an appendix to explain the setup and use of the
Forensic Server Project, but I've found that listening to podcasts and watching
movies can be much more educational than reading something in a book.

All the tools provided on the DVD are provided “as is,” with no warrantee
or guarantee of their use. All the tools, with the exception of those located in
the bonus directory, were mentioned or described in the book. Therefore, you
will have some idea of how the tools are used. In all cases, the Perl scripts from
which the EXEs were derived are also provided. All the tools are command-
line-based (CLI) tools. Double-clicking the icon won’t produce any interesting
results. Most of the tools require at least a file name (including the full path) to
be entered at the command line. If you have any questions or concerns about
the tools, start by looking at the Perl script. Or try typing either the command
or the command followed by “-h” at the command line. If you're still having
issues, e-mail me at keydet89@yahoo.com with a concise, complete description
of the issue, and we’ll see if we can work it out.

Because of licensing issues, third-party tools produced by others are not
provided on the DVD. Instead, I've provided links to the tools in the text of the
book itself.

Thanks, and I hope you enjoy and find some use from the book. Please feel
free to drop me a line with any comments you might have.

—Harlan Carvey, keydet89@yahoo.com
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Chapter 1 ¢ Live Response: Collecting Volatile Data

Introduction

More and more, investigators are faced with situations in which the traditional,
accepted computer forensics methodology of unplugging the power from a com-
puter and then acquiring a bit-stream image of the system hard drive is, quite simply,
not a viable option. Investigators and incident responders are also seeing instances in
which the questions they have (or are asked) cannot be answered using the contents
of an imaged hard drive alone. For example, I've spoken with law enforcement ofti-
cers regarding how best to handle situations involving missing children who were
lured from their homes or school via instant messages (IMs).

These questions are not limited to law enforcement. In many cases, the best
source of information or evidence is available in computer memory (network con-
nections, contents of the IM client window, memory used by the IM client process,
and so on), since an IM client does not automatically create a log of the conversa-
tion, for example. In other cases, investigators are asked if there was a Trojan or some
other malware active on the system and whether sensitive information was copied
off the system. First responders and investigators are being asked questions about
what activity was going on while the system was live. Members of IT staffs are
finding anomalous or troubling traffic in their firewall and IDS logs and are shutting
off the system from which the traffic is originating before determining which pro-
cess was responsible for the traffic. Situations like these require that the investigator
perform live response—collecting data from a system while it is still running. This in
itself raises some issues, which we will address throughout this chapter.

Live Response

There are a number of issues facing investigators today where unplugging a system (or
several systems) and acquiring an image of the hard drive(s) might not be an option. As
the use of e-commerce continues to grow, system downtime is measured in hundreds or
thousands of dollars per minute, based on lost transactions. Therefore, taking a system
down to acquire a hard drive image has a serious effect on the bottom line. Also, some
companies have service-level agreements (SLAs) guaranteeing “five nines” of uptime—
that is, the company guarantees to its customers that the systems will be up and opera-
tional 99.999 percent of the time (outside of maintenance windows, of course). Taking a
system with a single hard drive offline to perform imaging can take several hours,
depending on the configuration of the system.

The Information Superhighway is no longer just a place for joy riders and
pranksters. A great deal of serious crime takes place in cyberspace, and criminal
activities are becoming more and more sophisticated. There are software programs
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that can get into your computer system and steal your personal information (pass-
words, personal files, income tax returns, and the like), yet the code for some of
these programs is never written to the hard drive; the programs exist only in
memory. When the system is shut down, all evidence of the program disappears.

In April 2006, Seagate introduced the first 750GB hard drives. (For more infor-
mation go to www.seagate.com/cda/newsinfo/newsroom/releases/
article/0,1121,3153,00.html.) Imagine a RAID system with five or eight such hard
drives, topping out at 6 terabytes (TB) of storage. How long would it take you to
image those hard drives? With certain configurations, it can take investigators four or
more hours to acquire and verify a single 80GB hard drive. And would you need to
image the entire system if you were interested in only the activities of a single pro-
cess and not in the thousands of files resident on the system?

In some cases, before stepping off into a more traditional computer forensics
investigation, we might want to collect some information about the live system
before shutting it down and acquiring a bit-stream image of the hard drive or drives.
The information you would be most interested in is volatile in nature, meaning that
it ceases to exist when power is removed from the system. This volatile information
usually exists in physical memory, or RAM, and consists of such things as informa-
tion about processes, network connections, the contents of the clipboard, and so on.
This information describes the state of the system at the time you are standing in
front of it or sitting at the console. As an investigator, you could be faced with a situ-
ation in which you must quickly capture and analyze data (covered in the next
chapter) to make a determination of the nature and scope of the incident. When
power is removed from the system in preparation for imaging the hard drive in the
traditional manner, this information simply disappears.

We do have options available to us—tools and techniques we can use to collect
this volatile information from a live system, giving us a better overall picture of the
state of the system as well as providing us with a greater scope of information. This is
what “live response” entails: accessing a live, running system and collecting volatile
(and in some cases, nonvolatile) information.

There is another term you might hear that is often confused with live response:
live acquisition. Live response deals with collecting volatile information from a system;
live acquisition describes acquiring the hard drive while the system is still running
and creating an image of that hard drive. In this chapter, we start by discussing tools,
techniques, and methodologies for performing live response. When we talk about
performing live response, we need to understand what information we want to col-
lect from the system and how we should go about collecting it. In this chapter, we
will walk through the what and how of collecting volatile information from a system;
in the next chapter, we will discuss how to analyze this data. Following that, we will
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examine some solutions for performing a live acquisition. Analysis of the image col-
lected during live acquisition will be covered in the remaining chapters of this book.

Before we start discussing live response tools and activities, we need to address
two important topics: Locard’s Exchange Principle and the order of volatility. These
concepts are the cornerstones of this chapter and live response in general, and we
will discuss them in detail.

Locard’s Exchange Principle

In performing live response, investigators and first responders need to keep a very
important principle in mind. When we interact with a live system, whether as a user
or as an investigator, changes will occur on that system. On a live system, changes
will occur simply due to the passage of time, as processes work, as data is saved and
deleted, as network connections time out or are created, and so on. Some changes
happen when the system just sits there and runs. Changes also occur as the investi-
gator runs programs on the system to collect information, volatile or otherwise.
Running a program causes information to be loaded into physical memory, and in
doing so, physical memory used by other, already running processes may be written
to the page file. As the investigator collects information and sends it off the system,
new network connections will be created. All these changes can be collectively
explained by Locard’s Exchange Principle.

In the early 20th century, Dr. Edmond Locard’s work in the area of forensic sci-
ence and crime scene reconstruction became known as Locard’s Exchange Principle.
This principle states, in essence, that when two objects come into contact, material is
exchanged or transferred between them. If you watch the popular CSI crime show
on TV, you'll invariably hear one of the crime scene investigators refer to possible
transfer. This usually occurs after a car hits something or when an investigator exam-
ines a body and locates material that seems out of place.

This same principle applies to the digital realm. For example, when two com-
puters communicate via a network, information 1s exchanged between them.
Information about one computer will appear in process memory and/or log files on
the other (see the “Locard and Netcat” sidebar for a really cool demonstration of this
concept). When a peripheral such as removable storage device (a thumb drive, an
iPod, or the like) is attached to a Windows computer system, information about the
device will remain resident on the computer. When an investigator interacts with a
live system, changes will occur to that system as programs are executed and data is
copied from the system. These changes might be transient (process memory, network
connections) or permanent (log files, Registry entries).
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Tools & Traps...

Locard and Netcat

Simple tools such as netcat can be used to demonstrate Locard’s Exchange
Principle™ If you're not familiar with netcat (nc.exe on Windows systems), suf-
fice it to say that netcat is an extremely versatile tool that allows you to read
and write information across network connections.

For this example, you will need three tools: netcat (nc.exe), pmdump.exe*
and strings.exe* or BinText (once available from the Foundstone.com Web site;
you might need to Google for it). You can run this example using either one
or two systems, but it works best when two systems are used. If you're using
one system, create two directories, with a copy of netcat in each directory.

Start by launching netcat in listening mode with the following com-
mand line:

C:\test>nc -L -d -p 8080 -e cmd.exe

This command line tells netcat to listen on port 8080, in detached mode,
and when a connection is made, to launch the command prompt. Once you've
typed in the command line and pressed Enter, open the Task Manager and
note the process identifier (PID) of the process you just created.

Now open another command prompt on the same system or go to your
other system and open the command prompt. Type the following command
line to connect to the netcat listener you just created:

C:\test2>nc <IP address> 8080

This command line tells netcat to open in client mode and connect to the
IP address on port 8080, where our listener is waiting. If you're running the
test on a single system, use 127.0.0.1 as the IP address.

Once you've connected, you should see the command prompt header
that you normally see, showing the version of the operating system and the
copyright information. Type a couple of commands at the prompt, such as dir
or anything else, to simply send information across the connection.

On the system where the netcat listener is running, open another com-
mand prompt and use pmdump.exe (discussed later in this chapter) to obtain
the contents of memory for the listener process:

C:\test>pmdump <PID> netcatl.log

Continued
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This command will obtain the contents of memory (both physical
memory as well as the page file) used by the process and put it into the file
netcat1.log. You may also dump the process memory of the client side of the
connection, if you like. Now that you have the process memory saved in a file,
you can exit both processes. Run strings.exe against the memory file from the
listener or open the file in BinText and you will see the IP address of the client.
Doing the same thing with the client’s memory file will display information
about the system where the listener was running, demonstrating the concept
of Locard'’s Exchange Principle.

Programs that we use to collect information might have other eftects on a live
system. For example, a program might need to read several Registry keys, and the
paths to those keys will be read into memory. Windows XP systems perform appli-
cation prefetching, so if the investigator runs a program that the user has already run
on the system, the last access and modification times of the prefetch file (as well as
the contents of the file itself) for that application will be modified. If the program
that the investigator runs hasn’t been used before, a new prefetch file will be created
in the Prefetch directory (assuming the contents of the Prefetch directory haven’t
reached their 128 .pf file limit ... but more on that later in the book).

Investigators not only need to understand that these changes will occur, they
must also document those changes and be able to explain the effects their actions
had on the system, to a reasonable extent. For example, as an investigator you should
be able to determine which .pf files in the XP Prefetch directory are a result of your
efforts and which are the result of user activities. The same is true for Registry
values. As with the application prefetching capabilities of Windows XP, your actions
will have an effect on the system Registry. Specifically, entries may appear in the
Registry, and as such the LastWrite times of the Registry keys will be updated.
Some of these changes might not be a direct result of your tools or actions but
rather are made by the shell (i.e., Windows Explorer), due simply to the fact that the
system 1s live and running.

By testing and understanding the tools you use, you will be able to document
and explain what artifacts found on a system are the result of your efforts and which
are the result of actions taken by a user or an attacker.

Order of Volatility

We know that volatile information exists in memory on a live system and that cer-
tain types of volatile information can be, well, more volatile than others. That is,
some information on a live system has a much shorter shelf life than other informa-
tion. For instance, network connections time out, sometimes within several minutes,
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if they aren’t used. You can see this by browsing to a specific site or making some
other network connection and viewing that connection via netstat.exe. Then shut
down the client application you’re using and the state of the network connection
will change over time before it eventually disappears from the output of netstat.exe.
The system time, however, changes much more quickly, while the contents of the
clipboard will remain constant until either they are changed or power is removed
from the system. Additionally, some processes, such as services (referred to as daemons
in the UNIX realm) run for a long time, whereas other processes can be extremely
short lived, performing their tasks quickly before disappearing from memory. This
would indicate that we need to collect certain information first so that we can cap-
ture it before it changes, whereas other volatile data that happens to be more persis-
tent can be collected later.

A great place to go for this information is the request for comment (RFC) doc-
ument 3227, Guidelines for Evidence Collection and Archiving
(www.fags.org/rfcs/rfc3227.html). This RFC, published in February 2002, remains
pertinent today, since core guiding principles don’t change as technologies change.
The RFC specifies such principles for evidence collection as capturing as accurate a
picture of the system as possible; keeping detailed notes; noting difterences between
UTGC, local time, and system time; and minimizing changes to data as much as pos-
sible. We'll keep these principles in mind throughout our discussion of live response.

Tip

RFC 3227 points out that you should note the difference between the
system clock and universal coordinated time (UTC) as well as take
detailed notes in case you need to explain or justify your actions (the
RFC says “testify”), even years later.

Of specific interest in this RFC document is section 2.1, “Order of Volatility,”
which lists certain types of volatile information in order, from most to least volatile.
Those items that are apt to change or expire more quickly due to the passage of
time, such as network connection status, should be collected first, whereas less
volatile information, such as the physical configuration of the system, can be col-
lected later. Using these guidelines, we can see what types of information we need to
collect from a system, where to look for that information, what tools to use to
retrieve it, and even how to get that information off the system, thereby minimizing
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the impact to the “victim” system while at the same time collecting the information
we need to perform our analysis.

When to Perform Live Response

Perhaps the most prominent question on the minds of investigators and first respon-
ders is, “When should I consider live response?” In most instances today (for
example, criminal or civil cases, internal corporate investigations), there is no prede-
fined set of conditions that define conditions for live response. In fact, there are
many situations in which live response and subsequently volatile information aren’t
considered. The decision to perform live response depends on the situation, the envi-
ronment (taking into consideration the investigator’s intent, corporate policies, or
applicable laws), and the nature of the issue with which you have been presented.

Let’s look at a couple of examples. Say that you’ve been contacted by a system
administrator reporting some unusual network traftic. She received an alert from the
intrusion detection system (IDS), and in checking the firewall logs, found some sus-
picious log entries that seemed to correlate with the IDS alerts. She says that there
seems to be some odd traffic coming from one particular system that sits on the
internal network. She already has the IDS alerts and network logs, but you decide to
perform a more comprehensive capture of network traffic. In doing so, you realize
that you have the network traftic information, but how do you associate it with a
particular system? That’s pretty easy, right? After all, you have the system’s IP address
(as either the source or destination IP address in your network capture), and if
you’ve also captured Ethernet frames, you also have the MAC address. But how do
you then associate the traffic you see on the network with a particular user and/or
process running on the system?

To definitively determine the source of the suspicious traftic (which process is
generating it), you’d have to collect information about running processes and net-
work connections from the system prior to shutting it down. Other information col-
lected during live response might show you that someone is logged into the system
remotely, via a network logon or a backdoor, or that a running process was launched
as a Scheduled Task.

What other types of situations might suggest or even require a live response?
How about the “Trojan defense,” in which illicit activity is attributed to a Trojan or
backdoor? In October 2002, Julian Green was found to have several (some reports
stated over 170) illicit images on his system. A forensic examination of his system
found that his system had several Trojans that would access illicit sites whenever he
launched his Web browser. He was found innocent of all charges.
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The following year, Aaron Caftrey claimed that Trojans allowed others to control
his computer and launch attacks against other systems, for which he’d been accused.
Caffrey’s defense argued that although no Trojan had been found on his system
during a forensic examination, still, a Trojan could have been responsible. His argu-
ment was sufficient to get him acquitted.

In cases such as these, hindsight tells us that it would have been beneficial to
have some information about running processes and network connections collected
at the time the systems were seized, particularly if they were running when the
investigator arrived on the scene. This information might have told us whether there
were any unusual processes running at the time and if anyone had connected to the
system to control it and upload files, direct attacks against other systems, or the like.

As discussed previously, another reason for performing live response is that the
system itself cannot be taken down without good (and I mean really good) reason. On
larger critical systems, such as those used in e-commerce, down time is measured in
lost transactions or hundreds (even thousands) of dollars per minute. As the process
of acquiring an image from the hard drives (most systems of this nature use more
than one hard drive, in a RAID configuration) can often take considerable time, it’s
preferable to have some solid facts to justify taking the system offline and out of ser-
vice, if that is what is necessary. Doing so might not simply be a matter of a system
administrator justifying these actions to an I'T manager but one of a CFO justifying
them to the board of directors.

Yet another factor to consider is legislation requiring notification. Beginning
with California’s SB 1386, companies that sufter security breaches in which sensitive
information has been compromised must notify their customers so that those cus-
tomers can protect themselves from identity theft.* At the time of this writing, other
states have begun to follow California’s lead, and there is even talk of a federal notifi-
cation law. What this means is that companies that store and process sensitive infor-
mation cannot simply remain silent about certain types of security breaches. The
corollary is that those same companies are going to want to know definitively
whether sensitive information has been compromised during a security breach. After
all, alerting customers that their personal information is now in the hands of some
unknown individual (or, as could be the case, multiple unknown individuals) will
have a significant, detrimental impact on the company. Customers could discontinue
service and tell their friends and family in other states what happened. New cus-
tomers might decide to sign up with a competitor. The loss of current and future
revenue will change the face of the company and could lead to bankruptcy. So why
would a company simply suspect that it’s been breached and sensitive data stolen and
dutifully notify its customers? Wouldn’t the company first want to know for sure
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that sensitive personal information about its customers has been compromised?
Wouldn’t you?

Take, for example, an incident in which an “anonymous” individual on the
Internet claims to have stolen sensitive information from an organization. This
person claims that he broke into the organization over the Internet and was able to
collect customer names, Social Security numbers, addresses, credit card data, and
more. The organization’s senior management will want to know if this was, in fact,
the case, and if it was, how this person was able to do what he claimed he’d done.
Investigators will need to perform live response and examine systems for volatile
information, such as running processes and network connections. They might also be
interested in locating malware that is present in memory but doesn’t have any infor-
mation or even an executable image written to disk.

What Data to Collect

At this point, we’re ready to look at the types of volatile information we can expect
to see on a live system and learn about the tools we could use to collect that infor-
mation during live response.

When we'’re performing live response, it’s likely that one of the first things we’ll
want to collect is the contents of physical memory, or RAM. When we take Locard’s
Exchange Principle into account, it’s pretty clear that by collecting the contents of
RAM first, we minimize the impact we have on in the contents of RAM. From that
point on, we know that the other tools we run to collect other volatile information
are going to be loaded into memory (as is the tool that we use to collect the con-
tents of RAM), moditying the contents of memory. However, collecting and ana-
lyzing the contents of RAM is a relatively new area of study (as of Summer 2005),
and as such it deserves its own chapter. (For a detailed discussion of this topic, see
Chapter 3, “Windows Memory Analysis.”)

That being said, specific types of volatile information we’ll look at in this
chapter are:

B System time

m  Logged-on user(s)

®  Open files

m  Network information
m  Network connections

B Process information
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B Process-to-port mapping

B Process memory

®m  Network status

®m  Clipboard contents

m  Service/driver information

®  Command history

® Mapped drives

® Shares

For each of these types of volatile information, we will look at some tools that

we can use to retrieve it from a Windows system.You will most likely notice that
throughout this chapter there is a tendency toward using command-line interface
(CLI) tools over those with a graphical user interface (GUI). Some would think that
this is because CLI tools have a smaller “memory footprint,” meaning that they con-
sume less memory, rely on fewer dynamic link libraries (DLLs), and have less impact
on the system. This is partially the case, but keep in mind that the actual “footprint”

of any particular tool can be determined only through thorough testing of the tools
you use.

WARNING

One should never make assumptions about a tool and its “memory
footprint” when run on a system. Without thorough examination and
testing (see Chapter 6, “Executable File Analysis,” for information that
pertains to examining executable files), you'll never know the kind of
footprint an executable has on a system or the kind of artifacts it
leaves behind following its use.

The primary reason we focus on the use of CLI tools is that they are usually
very simple, perform one simple, specific function, and are much easier to automate
through the use of batch or script files. CLI tools can be bound together via batch
files or scripting languages, and their output is usually sent to the console (i.e.,
STDOUT) and can be redirected to a file or a socket. GUI tools, on the other hand,
predominantly require you to save their output to a file, since they pretty much all
have a File menu item with Save and Save As... entries in the drop-down menu.
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Most programmers of GUI tools don’t necessarily develop them with incident
response or forensics in mind. One of our goals is to minimize the impact of our
investigative measures on a system (particularly for follow-on imaging and forensic
analysis activities), so we want to avoid writing files to the system, in addition to get-
ting the data we need off the system as quickly and efficiently as possible.

Now, this is not to say that GUI tools absolutely cannot be used for live-
response activities. If there’s a GUI tool that you find absolutely perfect for what you
need, then by all means, use it. But consider ahead of time how you’re going to get
that data off the system.

Regardless of the tools you decide to use, always be sure to check the license
agreement before using them. Some tools can be used as you like, but others require
a fee for use in a corporate environment. Reading and heeding these agreements in
advance can help you avoid major headaches at the wrong time.

System Time

One of the first pieces of information you want to collect when you're investigating
an incident is the system time. This will give a great deal of context to the informa-
tion collected later in the investigation and will assist in developing an accurate
timeline of events that have occurred on the system.

The most well-known means of displaying the system time is illustrated in
Figure 1.1.

Figure 1.1 Displaying the System Date and Time on Windows XP

ci. Command Prompt

D:\>date /t & time /t
Mon B2/06/2006
A9:12 PH
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Notes from the Underground...

Getting the System Time

The investigator can get the system time using a simple Perl script, such as:
print locatime (time) ."\n";

This script displays the system time in local format, based on the time
zone and daylight savings information that the system has set, but the time
can also be displayed in GMT format using a script such as:

print gmtime (time) ."\n";
The systime.pl Perl script located on the CD that accompanies this book
@ demonstrates how the system time can be retrieved using the Windows appli-

cation programming interface (API). The systime.exe file is a stand-alone exe-
cutable compiled from the Perl script using Perl2Exe.

Another method for retrieving this information is to use WMI to access
the Win32_OperatingSystem class and display the Loca/DateTime value.

Not only is the current system time important for the investigator, but the
amount of time that the system has been running, or the uptime, can also provide a
great deal of context to the investigation. For example, noting the amount of time
that the system has been running compared to the amount of time a process has
been running can provide you with an idea of when an exploit or compromise
attempt might have been successful. (More on retrieving information about processes
later in this chapter.)

In addition, the investigator should also record the real time, or wall time, when
recording the system time. Having both allows the investigator to later determine
whether the system clock was inaccurate. Information about the “clock skew” pro-
vides a better understanding of the actual time at which events recorded in log files
occurred. This information can be invaluable when you’re trying to combine times-
tamps from more than one source.

Another piece of time-related information that could be important is the time
zone settings for the computer. Windows systems using the NTES file system store
file times in UTC (analogous to GMT) format,> and systems using the FAT file
system store file times based on the local system time. This is more important during
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post-mortem analysis (discussed later in this book), but it can become extremely
important when you’re performing live response remotely.

Logged-on Users

During an investigation, you will want to know which users are logged on to the
system. This includes people who are logged on locally (via the console or keyboard)
as well as remotely (such as via the net use command or via a mapped share). This
information allows you to add context to other information you collect from a
system, such as the user context of a running process, the owner of a file, or the last
access times on files. This information is also useful to correlate against the Security
Event Log, particularly if the appropriate auditing has been enabled.

Psloggedon

Perhaps the best-known tool for determining logged-on users is psloggedon.exe.”
This tool shows the investigator the name of the user logged on locally (at the key-
board) as well as those users who are logged on remotely, such as via a mapped
share.

As shown in Figure 1.2, psloggedon.exe shows users logged onto the system
remotely. To set up this demonstration, I logged into a Windows 2000 system (Petra)
from my Windows XP system and then ran the command on the Windows 2000
system.

Figure 1.2 Output of Psloggedon.exe on Windows 2000

Uzers logged on locally:
18-13-2806 2:34:38 PH PETRA~Adminiztrator

Uzerszs logged on via resource shares:
18-13-2006 2:36:26 PH Cnull>~ADMIMISTRATOR

Net Sessions

The net sessions command can be used to see not only the username used to access the
system via a remote login session but also the IP address and the type of client from
which they are accessing the system. Figure 1.3 illustrates the output of the net sessions
command run on a Windows 2003 system.
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Figure 1.3 Output of the net sessions Command on Windows 2003

e+ Command Prompk =]

Y

C:stools>net sessions

Computer User name Client Type Opens Idle time
~192.168.1.25 ADMINISTRATOR Windows 2882 Serv A AA:A2:86
~N192.168.1.28 ADMINISTRATOR Windows 2882 Serwv B 80:01:49

The command completed successfully.

The net sessions output illustrated in Figure 1.3 shows two Windows XP systems
logged into a Windows 2003 system using the Administrator account. Neither session
has any files open, but neither has been active for very long (as illustrated by the
times listed in the “Idle time” column of the output).

Logonsessions

Logonsessions.exe is a CLI tool available from SysInternals.com that lists all the active
logon sessions on a system.” Figure 1.4 illustrates a portion of the output of logonses-
sions.exe on a Windows XP system (the system name is Ender).

Figure 1.4 Output of the logonsessions on Windows XP

[6]1 Logon session 00000000:000478cT:
User name: ENDER\Har1an
Auth package: NTLM

Logon type: Interactive
Session:
Sid: 5-1-5-21-1686980848-308236825-682003330-1004

Logon time: 2/6/2006 4:19:42 PM
Logon server: ENDER

DHS Domain:
UPHN:

304 C:\WINDOWSAsystem32\wscntfy.exe

1372: C:\WINDOWSMExplorer.EXE

1828: C:“\Program Files\Cvberlink\PowerD¥D\DVYDLauncher .exe
1252: C:\WINDOWSNBCHSHHSG . exe

892: C:\Program Files\Svnaptics\SunTP\SynTPLpr .exe

188: C:\Program Files\Svnaptics\SunTP\SynTPEnh.exe

1000: C:\WINDOWSASvstem32\spoolidriversiw32x86\3\hpztsbB?.exe
1016: C:\Program Files\Viewpointi\Wiewpoint Manager\ViewMgr.exe
1932: C:\Program Files\QuickTime\qttask.exe

168: C:\Program Files\Real\RealPlaver\RealPlay.eue

o02: C:\Program Files\Mozilla FirefoxM\firefox.exe

www.syngress.com

15



16

Chapter 1 ¢ Live Response: Collecting Volatile Data

Logonsessions.exe provides a great deal more information than the other tools, as
illustrated in the output excerpt displayed in Figure 1.4. For example, it lists the
authentication package used (it might be important to your investigation that the
Kerberos authentication package was used instead of LanManager), type of logon,
active processes, and so on.

Tip

The logonsess.txt file located in the \ch1\dat directory on the accom-
panying DVD contains the output of logonsessions from the Windows
2003 system illustrated in Figure 1.3.

Another useful utility you’ll find handy is netusers.exe, a free utility from
Somarsoft.com. Using the -local and -history switches with netusers.exe, you can
retrieve a brief report of the last time all local users logged onto the system. The last
logon time is maintained in the Registry; specifics of this Registry information are
discussed in Chapter 4, “Registry Analysis.” Netusers.exe allows you to retrieve this
information from a live system.

Keep in mind, however, that these tools will not show you if someone is logged
on via a backdoor. Backdoors and Trojans such as the infamous SubSeven®* allow
users to “log in” to the Trojan via a raw TCP connection, bypassing the Windows
authentication mechanisms. As such, these connections will not show up when
you're using tools such as psloggedon.exe. Having the output of these tools, however,
can be instrumental in showing that a user you discover later on did not show up in
the list. It can be used to demonstrate hidden functionality, even if the mechanism
for that functionality is never found.

Open Files

If the output of psloggedon.exe shows the investigator that there are users logged
into the system remotely, she will also want to see what files they have open, if any.
Many times when someone accesses a system remotely, they might be looking for
something specific and opening files. A user in a corporate environment could have
a share available and allow other users to view images, download songs, and so on.
Poorly protected Windows systems, such as Windows 2000 systems that are con-
nected to the Internet with no Administrator password (and no firewall), can be “vis-
ited” and files searched for, accessed, and copied. The net file command, psfile.exe,”
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and the openfiles.exe' tools (native to Windows XP Pro and Windows 2003) will
show files that are opened remotely on a system.

Network Information
(Cached NetBIOS Name Table)

Sometimes when intruders gain remote access to a system, they want to know what
other systems are available on the network and can be “seen” (in the network-cen-
tric sense) by the system they’ve compromised. I've seen this happen quite often in
investigations, in a variety of ways; sometimes batch files have been created on the
system and executed, and other times the intruder has launched net view commands
via SQL injection (by using a browser to send commands to the system through the
web and database servers). When connections are made to other systems using
NetBIOS" communications (the same as are used for logins, connecting to shares,
and the like), the systems will maintain a list of other systems they’ve “seen.” By
viewing the contents of the cached name table, you might be able to determine
other systems that have been affected.

Let’s take a look at an example. My home “network” consists of one laptop and
several VMware sessions that appear as stand-alone systems on a virtual network. To
demonstrate the caching of NetBIOS names, I started my Windows 2000 VMware
session and logged in to view the IP address that was assigned via DHCP. I then
went back to the host operating system (Windows XP Pro SP2) and in a command
prompt, typed nbtstat —A 192.168.1.22 to view the “remote” system’s name table. I
then typed nbtstat —c to view the cached NetBIOS names on the host operating
system. What I saw appears in Figure 1.5.

Figure 1.5 NetBIOS Name Table Cache

Wireless Hetwork Connection:
Mode IpAddress: [1922.168.1.81 Scope Id: [1

MetBI0OS Remote Cache Mame Tahle
Mame Type Host Address Life [secl
PETRA £28> UNIQUE 172.168.1.22 446
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You might be thinking at this point, “So what? Why is this important?” Well, if I
were an attacker and had gained access to one system, I might be interested in
gaining access to other systems as well. To do so, [ would need to see what systems
are on the network and what vulnerabilities they have. Essentially, I'd be looking for
easy targets. Now, if I were to start scanning for vulnerabilities, I might alert
someone to what was going on. Also, to scan for vulnerabilities, I would need to
copy my tools to the system I had already compromised, and that could alert
someone to my activities. However, I can use nbtstat.exe to locate potentially vulner-
able systems. For example, Figure 1.6 shows the output of the command I ran to
populate the NetBIOS name cache.

Figure 1.6 Output of nbtstat -A 192.168.1.22

Wireless Network Connection:
Mode IpAddress: [192.168.1 .81 Scope Id:- [1

MetBIOS Hemote Machine Wame Tahle
Hame Type Status
FETRA <B@> UNIQUE Registered
FETRA £28> UNIQUE Registered
WORKGROUP <B@> GROUP Registered
FETRA £83> UNIQUE Registered
WORKGROUP <1E> GROUP Registered
INet™Services <1GC> GROUFP Regiztered
IS“PETRA....... <B@> UNIQUE Registered
WORKGROUFP £1D> UNIQUE Registered
-.__MSBROWUSE__.<@1> GROUP Registered
ADHINISTRATOR <B3> UNIQUE Registered
HAC Address = BA-BC-29-EC-6B-76

From the output of the nbtstat command displayed in Figure 1.6, we can see that
the administrator 1s logged in, and we can see that the system is running the IIS Web
server. Penetration testers and attackers alike will use the information in the
NetBIOS name table on any system they are able to compromise, to locate other
vulnerable systems. The MS KB articles 163409 and 119495" provide a great deal
of information regarding the information available in the name table.

Network Connections

As soon as possible after an incident is reported, the investigator should collect infor-
mation regarding network connections to and from the affected system. This infor-
mation can expire over time, and if too much time passes, that information will be
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lost. An investigator might approach a system and, after an initial look, determine
that the attacker is still logged into and accessing the system. Or she could find that a
worm or an IRCbot is communicating out from the system, searching for other sys-
tems to infect, updating itself, or logging into a command and control server. This
information can provide important clues and add context to other information that
the investigator has collected. Not every system will have a firewall installed, particu-
larly not one configured to log successful connections into and out of the system.
Nor will every system have an application such as Port Reporter' installed to record
and log network connection information. The investigator must be prepared to react
quickly and collect the information he or she needs in an efficient, timely manner.

I’'ve been involved in several cases where I have been provided with image files
acquired from a system, and the client has asked, “Was sensitive data copied from the
system?” Without at least some network-based information, the answer will invari-
ably be “There’s no way to tell.” I have also been in numerous situations where
having some information about network connections would greatly reduce what I
have to look for, particularly when what alerted the client to the incident in the first
place really had nothing to do with the compromise we ended up discovering. In
one particular situation, a timeline analysis of the system image showed that the
intruder was accessing the system via a backdoor at the same time that two difterent
administrators were accessing the system to remediate two separate issues. Having
information about network connections going to and from the system would have
been extremely helpful in locating the core intrusion.

Netstat

Netstat 1s perhaps the most well-known tool for collecting information regarding
network connections on a Windows system. This CLI tool is straightforward and
simple to use and provides a simple view of TCP and UDP connections and their
state, network traffic statistics, and the like. Netstat.exe is a native tool, meaning that
it is provided as part of the operating system distribution.

The most common way to run netstat is with the -ano switches, which tell the
program to display the TCP and UDP network connections, listening ports, and the
identifiers of the processes (PIDs) using those network connections. Figure 1.7 illus-
trates the output of the netstat —ano command.
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Figure 1.7 Excerpt from the Output of the netstat -ano command on
Windows XP

C:\>netstat -ano

Active Connections
Proto Local Address Foreign Address State PID
TCP 0.0.0.08:135 0.0.0.9:0 LISTENING 1344
TCP 0.0.0.0:445 0.0.0.9:0 LISTENING b
TCP 127.0.9.1:1026 0.0.0.0:0 LISTENING 1992
TCP 127.0.9.1:1831 127.0.9.1:1832 ESTABLISHED 2936
TCP 127.0.9.1:1832 127.0.9.1:1831 ESTABLISHED 2936
TCP 192.168.1.25:139 0.0.0.0:0 LISTENING b
TCP 192.168.1.25:1310 216.239.51.104:80 ESTABLISHED 2536
TCP 192.168.1.25:1323 209.18.34.78:80 ESTABLISHED 2536
TCP 192.168.1.25:1326 209.18.34.41:80 ESTABLISHED 2936
TCP 192.168.1.25:1327 209.18.34.41:80 ESTABLISHED 2936
TCP 192.168.37.1:139 0.0.0.0:0 LISTENING A
TCP 192.168.206.1:139 0.0.0.0:0 LISTENING b

Tip

Under normal circumstances, Windows 2000 does not respond to the -
o switch when running netstat.exe. However, MS KB article 907980
provides access to a hotfix that allows the version of netstat.exe on
Windows 2000 to list the PID for the process that “owns” the network
connection listed in the output.

The output of the netstat —ano command illustrated in Figure 1.7 shows the
active network connections, the state of each connection, and, on the far right, the
PIDs of the processes using the ports. What you’re looking for in the output of net-
stat are any unusual connections. For example, it is not unusual on many user systems
to see connections going out from a high client port to a remote system, connecting
on port 80.The PID of the process using this connection will usually map back to a
Web browser. However, the investigator can be easily fooled. I have investigated cases
where the tool wget.exe was used to connect to remote systems on port 80 and
download malware and hacker utilities. By themselves and without further scrutiny,
these connections would look to the investigator (and to an IDS) like legitimate
Web-surfing traftic.
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Tip

MS KB article 137984" is older but provides descriptions of the states
listed in the output of netstat.exe.

Using netstat with the -r switch will display the routing table and show you
whether any persistent routes are enabled on the system. This could provide some
very useful information to an investigator or even simply to an administrator trou-
bleshooting a system. I've seen systems that have been set up to transfer files to
another location as part of a business process, and the only way that process would
work was if there was a persistent route enabled on the system, since the persistent
route redirected certain traffic out over a VPN connection rather than through the
normal routes out of the infrastructure. In troubleshooting an issue that really wasn’t
making much sense to me, I ran across a persistent route and told one of the system
engineers about it. This information jogged his memory a bit, and we were able to
track down and resolve the issue.

Process Information

An investigator will always want to know what processes are running on a potentially
compromised system. Note that always. When viewing the running processes in the Task
Manager, you can see some information about each process. However, there’s much
more information that’s not visible in Task Manager that you will want to collect during
an investigation. You will want:

®m  The full path to the executable image (.exe file)

B  The command line used to launch the process, if any

B The amount of time that the process has been running
®m  The security/user context that the process is running in
®  Which modules the process has loaded

®  The memory contents of the process

The Task Manager view provides some of this information, but it does not pro-
vide everything. For instance, some malware installs itself under the name
svchost.exe, which is the name of a legitimate process on Windows systems (see the
“Svchost” sidebar). The executable image for this process is located in the system32
directory and is protected by Windows File Protection (WFP) (see the “Windows
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File Protection” sidebar for more information). This means that as long as WFP is
running and hasn’t been tampered with, attempts to replace or modify a protected
file will cause the new file to be automatically replaced by a “known good” copy
from the cache and an Event Log entry to be generated.

Why is this important? If you're looking at the list of processes in Task Manager,
how are you going to tell which process is “suspicious”? An easy way to find “suspi-
cious” processes is to view the full path to the executable image file (svchost.exe
running from something other than C:\Windows\system32 is going to be suspi-
cious) and/or the command line used to launch the process, as inetinfo.exe launched
with the arguments -L —d —p 80 —e cmd.exe should be suspicious to most administra-
tors and investigators; this command line 1s indicative of the use of netcat as a back-
door. Many bits of malware disguise themselves by using names of legitimate files.
For example, the W32/Nachi' worm places a copy of a TFTP utility in the
C:\Windows\System32\Wins directory and names it svchost.exe. When this pro-
gram is running, there is no way in Task Manager to really distinguish it from the
legitimate version of svchost.exe.

Are You Owned?

Windows File Protection

Windows File Protection, or WFP, was added to Windows in Windows 2000
and is present in Windows XP and 2003 as well. In a nutshell, WFP protects crit-
ical system files from being modified or deleted accidentally. Assuming that
the system hasn’t been compromised to the point where WFP can be sub-
verted, if an attempt is made to modify or delete a protected file, the system
will “wake up” and automatically replace that file with a known good copy
from cache. An event ID 64001" is then generated and written to the Event
Log.

MS KB article 222193, Description of the Windows File Protection
Feature, provides a more in-depth explanation of the feature along with var-
ious Registry keys associated with WFP.

Now let’s take a look at some tools you can use to view more detailed informa-
tion about processes.
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Tlist.exe, included as part of the MS Debugging Tools," displays a good deal of

information about running processes. For example, the -v switch will display the ses-

sion identifier, PID, process name, associated services, and command line used to

launch the process for the investigator, as follows:

0 344 svchost.exe

Svecs: LmHosts, SSDPSRV,WebClient

Command Line: C:\WINDOWS\System32\svchost.exe -k LocalService

Other switches will show this information in isolation. The -¢ switch will show

just the command line used to launch each process (similar to cmdline.exe, ** which

only displays the command line for each process), whereas the -s switch will show

the associated services (or the window title, if there are no services associated with
the process). The -t switch will display the task tree, listing each process below its
parent process, as follows:

System

(4)

smss.exe

Csrss.exe

winlogon.exe

(628)
(772)
(1056)

services.exe

svchost .exe
svchost . exe

svchost . exe

(1100)
(1296)
(1344)
(1688)

wscntfy.exe (1184)

Tlist.exe also allows you to search for all processes that have a specific module

loaded, using the -m switch. For example, wsock32.dll provides networking func-
tionality and is described as the Windows Socket 32-Bit DLL. To list all the processes

that have this module loaded, type the following command:

D:\tools>tlist -m wsock32.dll

This command returns the PID and name for each process, such as:

WSOCK32
wsock32
WSOCK32
WSOCK32
wsock32

WSOCK32

.dll
.dll
.dll
.dll
.dll
.dll

1688
344
1992
1956
452
480

svchost .exe
svchost .exe
alg.exe

explorer.exe
ViewMgr.exe

realplay.exe

Program Manager
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Tasklist

Tasklist.exe, a native utility included with Windows XP Pro and Windows 2003
installations (it is noticeably absent from Windows XP Home), is a replacement for
tlist.exe.”” The difterences in the two tools are subtle, mostly being the name and the
implementation of the switches. Tasklist.exe does provide options for output format-
ting, with choices between table, CSV, and list formats. The /v (or verbose) switch
provides the most information about the listed processes, including the image name
(but not the full path), PID, name and number of the session for the process, the
status of the process, the username of the context in which the process runs, and the
title of the window, if the process has a GUI. The investigator can also use the /svc
switch to list the service information for each process.

Pslist

Pslist.exe displays basic information about running processes on a system, including
the amount of time each process has been running (in both kernel and user
modes).” The -x switch displays details about the threads and memory used by each
process. Pslist.exe launched with the -t switch will display a task tree in much the
same manner as tlist.exe. Pslist.exe can also show detailed information about threads
or memory used by a process. However, it does not provide information about a
process in regard to the path to the executable image, the command line used to
launch the process, or the user context in which the process runs.

Listdlls

Listdlls.exe shows the modules or DLLs a process is using.” Listdlls.exe will show
the full path to the image of the loaded module as well as if the version of the DLL
loaded in memory is difterent from that of the on-disk image. This information can
be extremely important to an investigator because each program loads or “imports”
certain DLLs. These DLLs provide the actual code that is used, so application devel-
opers don’t have to rewrite common functions each time they write a new applica-
tion. Each DLL makes certain functions available, listing them in their export table,
and programs access these functions by listing them the DLL and the functions in
their import tables. This allows you to “see” (using an appropriate tool) which DLLs
the program loads or accesses. However, some programs can load additional DLLs
that are not part of the import table; for example, the IE browser can load toolbars
and browser helper objects for which the code is listed in DLLs. Spyware, Trojans,
and even rootkits use a technique called DLL injection to load themselves into the
memory space of a running process so that they will be running and executing but
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won’t show up in a process listing because they are actually part of another process.
This is different from a child process (as illustrated in the output of tlist.exe run with
the -t switch) because the executing malware does not have its own process identifier
(PID).

Part of the output displayed by listdlls.exe includes the command line used to
launch each process, excerpted as follows:

svchost.exe pid: 1292
Command line: C:\WINDOWS\system32\svchost -k DcomLaunch

Using listdlls.exe (with the -d dllname switch), you can also list the processes that
have loaded a specific DLL, in a manner similar to tlist.exe. This can be extremely
useful if you've identified a specific DLL and want to see if it has been loaded by
any other processes.

Handle

Handle.exe shows the various handles that processes have open on a system.* This
applies not only to open file handles (for files and directories) but also to ports,
Registry keys, and threads. This information can be useful for determining which
resources a process accesses while it is running. Figure 1.8 illustrates an excerpt of
the output from running handle.exe, without any switches, on a Windows XP SP2
system.

Figure 1.8 Excerpt of Output of Handle.exe

cuchost.exe pid: 1288 NI AUTHORITY-SY¥STEM
C:= File C=~WINDOWE~zystem32

6d: File C=~WINDOWE~WinSxE~x86_Microsoft . Windows . Commg
I5hodiddccfidf _6.60.2680. 2180 _x—wu_aB4Ff1FF9

B8: File C=sWINDOWS~Sti_Trace. log

168:= File C=~WINDOWSswiaservc . log

1C4: File C=xWINDOWSswiadebuy. log

iD8: File C:sWINDOUWS~S8ti_Trace.loyg

Figure 1.8 illustrates some of the handles opened by svchost.exe—in this case,
several log files in the Windows directory. While I was writing this chapter, for
example, one of the handles opened by winword.exe includes the full path to the
MS Word document.
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Handle.exe has several switches that could be of use, such as -a to show all han-
dles and -u to show the owning username for each handle.

Tools & Traps...

Processes and WMI

The Perl script proc.pl, located in the \ch1\code directory on the accompanying
CD, illustrates how Perl can be used to implement WMI and retrieve process
(@) information via the Win32_Process* class. Both the script and the stand-alone
executable named proc.exe (compiled from the Perl script using Perl2Exe, also
available on the accompanying CD) display the PID and name of the process,
the user context of the process, the PID of the parent process, the command
line of the process (if available), the path to the executable image to the pro-
cess (if available), and the service information for the process.

Both the script and the executable can be run locally or against a remote
system. Simply type the name of the executable to run it on a local system. The
syntax to run the executable against a remote system is as follows:

C:\tools>proc <system> <user> <passwords>

An example of this would appear as follows:

C:\tools>proc WebSvr Administrator password

An excerpt of the output of proc.exe appears as follows:

PID : 668
Name : spoolsv.exe
User : NT AUTHORITY\SYSTEM

Parent PID: 1100 [services.exel]

CmdLine : C:\WINDOWS\system32\spoolsv.exe
Exe : C:\WINDOWS\system32\spoolsv.exe
Services : Spooler

The script can be easily modified to display its output in another format,
such as comma-separated values, which is suitable for opening and analysis in
a spreadsheet.

The procmon.pl Perl script (and the accompanying executable,
@ procmon.exe) located in the same directory is an interesting demonstration of
the use of WMI to monitor the creation of processes on the local system.
Simply launch procmon.exe from the command prompt, and while it is run-

Continued
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ning, it will report on the PID, user context, and executable path (and com-
mand line) of the new process, as illustrated in the following:

PID USER PROCESS

3208 Harlan C:\WINDOWS\system32\cmd.exe
("C:\WINDOWS\system32\cmd.exe")

1768 Harlan C:\WINDOWS\system32\ping.exe (ping 192.168.1.1)
3100 Harlan C:\WINDOWS\system32\sol.exe (sol)

Tools such as procmon.exe are extremely useful in that they can be used
to augment auditing of process creation as well as provide insight into pro-
cesses created during the installation of applications and malware.

It should be clear by now that no single tool or utility displays all the informa-
tion you might want to know about processes that you find during an investigation.
You might want to run only one tool for a quick overview (tlist.exe or tasklist.exe
would be good candidates), or you might want to run more than one tool; for
example, you could run pslist.exe with the -x switch and the listdlls.exe utility.
Depending on the level of detail you need for your investigation, you might want to
run handle.exe as well. The level of granularity of information that you want to
obtain will depend on your investigation. This topic is discussed in more detail later
in this chapter as well as in Chapter 3, when we address issues of correlating and
analyzing data.

Tools & Traps...

Svchost

Svchost is a process that appears quite often on Windows 2000, XP, and 2003
systems. It appears several times in the Task Manager, as many as two times (or
more) on a default Windows 2000 system installation (with no other applica-
tions installed), five times on a Windows XP system, and seven times on a
Windows 2003 system. Each instance of svchost.exe is running one or more ser-
vices, as seen when you use tasklist /svc on Windows XP Pro and 2003 systems
and tlist —s on Windows 2000 systems.

MS KB article Q314056* provides more information regarding
svchost.exe on Windows XP systems, and KB article Q250320%: provides similar
information with regard to Windows 2000.

Continued
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In a nutshell, svchost.exe provides a generic process for running services
from DLLs. Each instance of svchost can run one or more services. On startup,
svchost reads the Registry key in order to obtain the groupings of services it
should run:

HKEY LOCAL MACHINE\Software\Microsoft\Windows
NT\CurrentVersion\Svchost

Several Trojans and backdoors try to copy themselves to the victim system
using the filename svchost.exe. Backdoor.XTS** and Backdoor.Litmus* are
examples of malware that attempt to hide themselves as svchost.exe, most
likely due to the fact that administrators and investigators should not be sur-
prised to see multiple copies of svchost listed in the Task Manager. On
Windows systems, copying the bogus svchost.exe to the system32 directory
proves to both a just plain bad idea, since the file is protected by WFP on
Windows 2000, XP, and 2003.

Tip

Pulist.exe® is a Resource Kit utility that lists the processes running on
a system as well as the user context (the user account that the process
is running under) for each process.

Process-to-Port Mapping

When there is a network connection open on a system, some process must be
responsible for and must be using that connection. That is, every network connec-
tion and open port is associated with a process. Several tools are available to the
investigator to retrieve this process-to-port mapping.

Netstat

On Windows XP and Windows 2003, the netstat.exe program offers the -o switch to
display the process ID for the process responsible for the network connection. Once
you’ve collected this information (refer back to the netstat —ano command), you will
need to correlate it with the output of a tool such as tlist.exe or tasklist.exe to deter-
mine the name (and additional information) of the process using the connection.

As of Service Pack 2, Windows XP has an additional -b option that will “display
the executable involved in creating each connection or listening port.” This switch is
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also included in netstat.exe in Windows 2003 SP1 and can provide more informa-
tion about the process using a particular port. In some cases, the output will also
show some of the modules (DLLs) used by the process. Figure 1.9 illustrates an
excerpt from the output of the command run on a Windows XP SP2 system.

Figure 1.9 Excerpt of Output from netstat —anob from a Windows XP SP2
System

TCP 192 .168.1.8:1836 285 .188.67.61:5198 ESTABLISHED 19276
[AQOLSof tware .exe ]

TCP 192.168.1.8:1838 64.12.189.249:443 ESTABLISHED 19276
[AOLSof tware .exe ]

TCP 192.168.1.8:1839 64.12.25.2208:5198 ESTABLISHED Jo24
[aimb.exe ]

TCP 192 168 .1 _8:2702 199 .45 62 _18:80 TIME_UWAIT a
TCP 192.168.1.8:2783 199 .45.62.18:80 TIME_WAIT a
TCP 192 . 168.1_8:2786 213.200.97_.206=8A TIME_WAIT a
TCP 192 168 .1 _8:27387 213.2008_ 1089 _28:-8@ TIME_UWAIT a
TCP 192.168.1.8:2789 213.2008.187 .28:-8A@ TIME_UWAIT a
unp A.A.A.A:1182 I 1752
C:SWINDOWS system32 mswsock.dll

cawwindowsssystem32:W52_32.d11

c:wwindowsssystem32~DNSAPI .d11

cvwindowsssystem32hdnsrslur dll

C:\WINDOWS~system3I2~RPCRT4.d11

[suchost.exel

Tip

Another extremely useful utility to have available is tcpvcon.exe, one
of the utilities available from Microsoft.>" The output of tcpvcon.exe is
similar to that of netstat.exe in that it provides the state of the con-
nection and endpoint information. On Windows XP and 2003,
tcpvcon.exe also provides the PID and path to the executable image
for the process responsible for the network connection.

Fport

Fport.exe has long been one of the tools of choice for obtaining the process-to-port
mapping from a Windows system.” The output of the tool is easy to understand;
however, the tool needs to be run from within an Administrator account to obtain
its information. This can be an issue if you're responding to a situation in which the
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user’s logged in account is, well, a user account and does not have Administrator
privileges.

Openports

Openports.exe is probably the best tool for retrieving the process-to-port mapping
information from a Windows system.” Openports.exe allows for multiple output
formats (including netstat-style, fport-style, and CSV) and does not require that an
Administrator account be used. Openports.exe, run with the -fport switch to provide
an fport-style output, displays the PID, the name of the process, the number of the
port, the protocol (TCP or UDP), and the path to the executable image, as illus-
trated in the following:

4 SYSTEM -> 139 TCP SYSTEM

4 SYSTEM -> 139 TCP SYSTEM

168 alg -> 1025 TCP C:\WINDOWS\System32\alg.exe
1340 svchost -> 135 TCP C:\WINDOWS\system32\svchost.exe
1568 firefox -> 1037 TCP C:\Program Files\Mozilla

Firefox\firefox.exe

1568 firefox -> 1038 TCP C:\Program Files\Mozilla
Firefox\firefox.exe

Tip

If the system you're responding to is a Windows 2000 system that does
not have the hotfix mentioned earlier in the chapter installed so that
netstat.exe is capable of listing the PID for each network connection,
an excellent alternative is to use openports.exe with the -netstat
switch.

As each entry is placed on a line, this output is easily parsed by automation tools
(to be addressed in Chapter 2, “Live Response: Data Analysis”).

Using the -netstat switch, openports.exe displays its output similar to that of net-
stat.exe, so only the process IDs are displayed and not the path to the executable
image. To get a more complete view of each network connection, you will want to
correlate the output of openports.exe with that of netstat.exe; this is something that
will be thoroughly addressed in Chapter 3.

In several instances, I have run both fport.exe (version 2.0) and openports.exe
(version 1.0) on the same system, from an Administrator-level account. The output
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of openports.exe showed the path to the executable image for the process for several
connections, where that information was not available in the fport.exe output. I
strongly encourage you to perform your own testing before deciding which tool to
use. Also, before using either tool in a corporate environment, be sure to read the
license agreement for each one. (Note: You should do this with every third-party tool
you use.)

That being said, you may also opt to use a port scanning tool such as nmap™ to
remotely gather information on open ports from a potentially compromised system.
In doing so, you could find a number of ports open in listening mode, awaiting con-
nections; authentication services, Web servers, and FTP servers do this, but so do
backdoors. If you scan a system and find certain ports open but neither netstat nor
any other tool that shows network connections or process-to-port mappings shows
the same port open, you definitely have a mystery on your hands. At that point, you
should double-check your scan results and ensure that you scanned the correct
system. (Hey, it happens!) If the issue persists, you could have a rootkit on your
hands. (See Chapter 7, “Rootkits and Rootkit Detection,” for more information
regarding rootkits.)

Process Memory

A live system will have any number of running processes, and any one of those pro-
cesses could be suspicious or malicious in nature. When a process is executed on a
system, it is most often given the same name as the file where the executable image
resides, and on Windows systems in particular, a file can be named just about any-
thing. The bad guys simply aren’t so helpful as to name their malicious code some-
thing easily recognizable, like badstuff.exe. More often than not, they will rename the
file to something less conspicuous, or they could try to disguise the intent of the
program by using the name of a program usually found on Windows systems (see
the “Svchost” sidebar).

Once you’ve used the tools we've discussed and found what you determine to
be a suspicious process, you might then decide that you want more information
about what that process is doing.You can get this information by dumping the
memory used by the process. There are several tools you can use to accomplish this
task. As stated previously, a detailed discussion of collecting the contents of RAM (as
well as the memory used by specific processes) can be found in Chapter 3,
“Windows Memory Analysis.”
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Network Status

Getting information about the status of the network interface cards (NICs) con-
nected to a system can be extremely important to an investigation. For instance,
today many laptops come with built-in wireless NICs, so you might not know just
by looking at the desktop whether or not the system is connected to a wireless
access point and if so what IP address it is using. Knowing the status of the NICs
prior to a system being acquired can provide insight into a follow-on investigation.

Ipconfig

Ipconfig.exe is utility native to Windows systems that the investigator can use to dis-
play information about NICs and their status.” The most useful switch for investiga-
tors is /all, which is used to display the network configuration of the NICs on the
system. This information includes the state of the NIC, whether DHCP is enabled
or not, the IP address of the NIC, and more.

You might find this information useful during an investigation, because you
might have network traffic logs to examine, and the IP address of the system could
have been modified at some point. Also, many Web-based e-mail services (such as
Yahoo! Mail) record the IP address of the system from which an e-mail was drafted
(this information is retrieved by the browser) in the headers of the e-mail. I took
part in one particular investigation in which a former employee was sending
annoying (not harassing) e-mails to our company. Looking at the e-mail headers, we
were able to determine from where he was sending the e-mails. Several of them had
been sent from a local copy shop and others from a local public library. With the
gracious help of admins from the copy shop and the county, we were able to narrow
the locations even further; in the case of the public library, we were able to pinpoint
the branch of the library and the fact that the system he was using was on the
second floor. Needless to say, he was shocked when confronted with this information
and stopped sending the e-mails. Had he not been fired and had he been sending
the e-mails from his work system via Yahoo! Mail, we would have been able to
determine his location as well.

Promiscdetect and Promqry

Sometimes compromised systems will have a “sniffer” installed to capture network
traffic, such as login credentials to other systems, or to develop a picture of what
other systems are on the network and what services they are running. Some malware
payloads include this capability, or it can be a follow-on download installed by an
attacker. For the NIC to capture network traftic in this manner, it has to be placed
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in “promiscuous” mode. This isn’t something an administrator or investigator will
see, because there is nothing obvious to indicate that the NIC is in promiscuous
mode. There’s no system tray icon or Control Panel setting that clearly indicates to
the investigator that the system is being used to “snift” traffic.

There are tools available to tell you if the NIC is in promiscuous mode. One
such tool is promiscdetect.exe.” The other 1s promqry.exe,” written by Tim Rains.
The primary difference between the two tools is that promqry.exe can be run
against remote systems, allowing an administrator to scan systems within the domain
for systems that might be sniffing the network.

Tools & Traps...

Promiscuous Mode

The Perl script ndis.pl, located in the \ch2\code directory on the accompanying
DVD, implements WMI code to determine the settings for a NIC. Specifically, it
@ was designed to be used to determine whether a NIC is in promiscuous mode
and capable of “sniffing” packets from the network.

The file ndis.exe in the same directory is a stand-alone executable version
of this script, provided for use by those who do not have Perl installed on a
Windows system.

Figure 1.10 illustrates an excerpt of the output returned from ndis.exe.

Figure 1.10 Excerpt from the Output of Ndis.exe on Windows XP

Dell Wireless HLAN 1350 WLAN Mini
NDIS_PACKET_TYPE_MULTICAST
NDIS PACKET TYPE DIRECTED

NDIS_PACKET_TYPE_BROADCAST

UMware Virtual Ethernet Adapter for YMnet8
NDIS_PACKET_TYPE_MULTICAST
NDIS_PACKET_TYPE_DIRECTED
NDIS_PACKET_TYPE_BROADCAST

Broadcom &440x 10/180 Integrated Controller
NDIS_PACKET_TYPE_MULTICAST
NDIS_PACKET TYPE_DIRECTED
NDIS_PACKET_TYPE_BRORDCAST

Continued
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The output displayed in Figure 1.10 was generated by launching the
WireShark® (formerly known as Ethereal) “sniffer” application on the wireless
NIC and then running ndis.exe. The highlighted portion of the output clearly
shows that the wireless NIC is in promiscuous mode.

Both the Perl script and the associated executable file are only intended
to be run on the local system. However, minor modifications to the code will
allow the script (or the executable, after the script is modified and recompiled)
to be run against remote systems, in the same manner as promqry.exe.

Another very important use for tools like this is to determine what the active
network interfaces might be on a live system. My old Toshiba Tecra 8100 systems
require a PCIMCIA card to be able to connect to a wireless network, whereas many
of the “newer” systems I've dealt with come with wireless networking capability
built right into the system.You never see anything sticking out of the laptop case
itself, nor do you see any blinking lights, as you do with the RJ-45 Ethernet con-
nection. It’s just there. So when Dave comes into a meeting and sits down behind his
laptop, is he just taking notes, or is he also surfing the Web and sending e-mail?
Wireless access is becoming more and more ubiquitous, not only because so many
locations now have it available but also because it’s being built right into our laptops.

This wireless access may be an entryway into your organization or even a route
that someone uses to get information out of your infrastructure. I once dealt with an
issue in which a public relations person in our company decided that she needed to
take her personal laptop into meetings so that she could have access to the Internet.
But she decided this without contacting anyone from IT, or even me (I was the
security administrator). When she fired up her laptop, she found our wireless access
points, which had WEP keys and MAC address filtering enabled. Since she hadn’t
contacted us and she was in a meeting and needed the access 10 minutes ago, she
decided to connect to an open wireless access point that her system detected—one
used by a company next door to us, one that was wide open with no security mea-
sures in place. Once she made that connection, she created an entry point into our
infrastructure that bypassed all the protection mechanisms we had in place, including
firewalls and antivirus software. At that point, it was hard to tell which situation was
more damaging—her connection being used as a conduit to infect our infrastructure
or the legal ramifications should the other company’s infrastructure suffer a security
breach and any logging mechanisms show her connection during that time.

During an investigation, it is generally a good idea to collect information about
the active network interfaces on the system you are examining. This adds context
not only to the volatile data you are collecting but also to a post-mortem analysis,
which we will discuss later in this book.
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Clipboard Contents

The clipboard 1s simply an area of memory where data can be stored for later use.
Most Windows applications provide this functionality through the Edit option on
the menu bar. Clicking Edit reveals a drop-down menu with choices like Cut,
Copy, and Paste. MS Word 2003 includes an Oftice Clipboard option.

The clipboard is most often used to facilitate moving data in some fashion—
between documents or between application windows on the desktop. The user
selects text or other data, chooses Copy, and then chooses Paste to insert that data
somewhere else. The Cut functionality removes the data from the document the user
is working on, and that data goes into the clipboard.

‘What many folks don’t realize is that they could turn their computer on some
Monday morning, work on a file, and copy some information to their clipboard.
Let’s say that they’re editing a document containing sensitive information, and per-
sonal information about a customer needs to be added to that document. The user
locates, highlights, and copies the information to the clipboard, then pastes it into
the document. As long as the computer is left on, the user doesn’t log out, and
nothing is added to the clipboard to replace what was put there, the data remains on
the clipboard.

Try it sometime. Walk up to your computer, open a Notepad or Word docu-
ment, and simply use the Control + V key combination to paste whatever is cur-
rently in the clipboard into a document. Try this on other computers. You might be
surprised by what you see. How often do you find URLs, bits of IM conversations,
passwords, or entire sections of text from documents still available on the clipboard?
The clipboard isn’t something that’s visible on the system, but it’s there, and it has
been an issue—so much so that there’s a Microsoft KnowledgeBase article entitled
How to Prevent Web Sites from Obtaining Access to Your Windows Clipboard.”

Data found in the clipboard can be useful in a variety of cases, such as informa-
tion or intellectual property theft, fraud, or harassment. Sometimes such information
can provide you with clues; at other times you might find images or entire sections
of documents on the clipboard.

Pclip.exe* is a CLI utility that can be used to retrieve the contents of the clip-
board. CLI utilities such as pclip.exe make it easy to automate information collection
through batch files and scripts.
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Tools & Traps...

Clipboard Contents
Perl provides a simple interface to an API for accessing the contents of the clip-
board. The following script prints the contents of the clipboard as a string:
use strict;
use Win32::Clipboard;
print "Clipboard contents = ".Win32::Clipboard()->Get () ."\n";

To make more extensive use of Win32::Clipboard, consult the documen-
tation for the module.

Service/Driver Information

Services and drivers are started automatically when the system starts, based on entries
in the Registry. Most users don’t even see these services running as processes on the
system because there are really no obvious indications, as there are with processes
(for example, you can see processes running in the Task Manager). Yet these services
are running nonetheless. Not all services are necessarily installed by the user or even
the system administrator. Some malware installs itself as a service or even as a system
driver.

Tools & Traps...

Service Information

The Perl script svc.pl, located in the \ch1\code directory on the accompanying
CD, uses WMI (accessing the Win32_Service*" class) to retrieve information
about services from either a local or remote system. The file svc.exe is a stand-
alone Windows executable generated by compiling the Perl script with
Perl2Exe.

Continued
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Both the Perl script and the executable will display the following infor-
mation about services:
Name of the service
DisplayName for the service
StartName (the context used to launch the service)
The description string for the service

The process ID (PID) for the service (Note: This can be used to map
the service to the process information)

The path to the executable image for the service

The start mode for the service

The current state of the service

Service status

The type of the service (kernel driver, share process, etc.)

The tag ID, a unique value used to order service startup within a
load order group

Figure 1.11 illustrates an example of the information displayed by this
utility.

Figure 1.11 Excerpt from the Output of Svc.exe on Windows XP

Name . UHHdT

Display : Windows User Mode Driver Framework
Start - NT AUTHORITYMLocalSerwvice

Desc : Enables Windows user mode drivers.
PID - 1660

Path : C:AWINDOWSAsystem32h\wdfmgr . exe
Hode : Auto

State : Running

Status : OK

Tupe : Own Process

TaglD - B

Both the Perl script and the executable can be modified to output this
information in various formats, including comma-separated values (CSVs) to
make parsing the information easier or to ease analysis by making the output
suitable for opening in a spreadsheet.
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Command History

Let’s say that you approach a system during an investigation and see one or more
command prompts open on the screen. Depending on the situation, valuable clues
could hidden in the commands typed by the user, such as fip or ping. To see these
previously typed commands, you can run the scroll bar for the command prompt up,
but that only goes so far. If the user typed the ¢/s command to clear the screen, you
won't be able to use the scroll bar to see any of the commands that had been
entered. Instead, you need to use the doskey /history command, which will show the
history of the commands typed into that prompt, as illustrated in the following:

D:\tools>doskey /history

move proc.exe d:\awl2\ch2\code
perl2exe -small d:\awl2\ch2\code\proc.pl
move proc.exe d:\awl2\ch2\code

Y

cd \awl2\ch2\code

proc

cd \perl2exe

perl2exe -small d:\awl2\ch2\code\procmon.pl
procmon

move procmon.exe d:\awl2\ch2\code
cd d:\awl2\ch2\code

procmon

cd \tools

openports -fport

openports -netstat

cls

doskey /history

cd \tools

dir prom*

promgry

dir prom*

promgry

I'll give you an example of when I've used this command. I was teaching an inci-
dent-response course on the West Coast, and during a lunch break, I “compromised”
the student’s systems. One step I specifically took on several of the computers was to
open a command prompt and type several commands, then type cls to clear the
screen. When the students returned, I noticed one particular individual in the back of

www.syngress.com



Live Response: Collecting Volatile Data ¢ Chapter 1

the room who immediately closed (not minimized, but closed) the command prompt
that he found open on his screen. As intended, the “clues” I left behind in the com-
mand prompt provided context to the rest of the “compromise,” as students who
hadn’t closed their command prompts discovered. However, I'll admit that I've never
had the opportunity to use this command outside a training environment. In all
instances when I’ve been confronted with a live system, the user hasn’t used a com-
mand prompt. However, this doesn’t mean that it won’t happen to you.

Mapped Drives

During the course of an investigation, you might want to know what drives or
shares the system you are examining has mapped to. These mappings could have
been created by the user, and they might be an indication of malicious intent (this
could be the case if the user has guessed an Administrator password and is accessing
systems across the enterprise). Further, there might be no persistent information
within the file system or Registry for these connections to mapped shares on other
systems, though the volatile information regarding drive mappings can be correlated
to network connection information that you’ve already retrieved.

Figure 1.12 illustrates the output of the program di.exe (di stands for drive info),
which can be found on the accompanying DVD.

Figure 1.12 Output of Di.exe

D:\awl2\ch2\code>di

Drive Tupe File System Path Free Space
C:\ Fixed NTFS 1.15 GB
D:\ Fixed NTFS 8.18 GB
E:\ Fixed NTFS 9.19 GB
F:y CD-ROM D.00

G:\ Removable FAT32 974 .45 MB
PR Network NTFS \W192.168.1. M e 2.96 GB
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The output of di.exe displayed in Figure 1.12 is the result of the program being
run on a Windows XP Home system with one drive mapped to a small Windows
2003 server, specifically to the C$ share on that server.

Notice that the output of di.exe also shows a removable drive assigned the drive
letter G:\.This is a USB-connected thumb drive, the artifacts of which will be dis-
cussed in Chapter 4, “Registry Analysis.”

Shares

Besides resources used by the system you are investigating, you will also want to get
information regarding those resources that the system is making available.
Information for shares available on a system is maintained in the
HKEY_LOCAL_MACHINE\System\CurrentControlSet\Services\lanmanserver\S
hares key but can also be retrieved from a live system using CLI tools such as
share.exe, which is available on the accompanying DVD. (The Perl source code for
the program is also available.)

An excerpt of the output of share.exe appears as follows:

Name -> SharedDocs

Type -> Disk Drive

Path -> C:\DOCUMENTS AND SETTINGS\ALL USERS\DOCUMENTS
Status -> OK

Nonvolatile Information

During live response, you might not want to restrict yourself to collecting only
volatile information. The situation could dictate that the investigator needs to collect
information that would normally be considered persistent even if the system were
rebooted, such as the contents of Registry keys or files. The investigator could
decide that information needs to be extracted from the Registry or that information
about (or from) files needs to be collected, either for additional analysis or because
an attacker could be actively logged into the system. In such cases, the investigator
may decide that to track the attacker (or botnet), she wants to leave the system live
and online, but she also wants to preserve certain information from being modified
or deleted.

Once a system has been started, there could have been modifications, such as
drives mapped to or from the system, services started, or applications installed. These
modifications might not be persistent across a reboot and therefore might need to be
recorded and documented by the investigator.
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Registry Settings

Several Registry values and settings could impact your follow-on forensic analysis
and investigation. Although these settings are nonvolatile themselves, they could have
an effect on how you choose to proceed in the conduct of your investigation or
even whether you continue with your investigation at all.

There are several tools for collecting information from the Registry. My personal
favorite is to write a Perl script that provides the various functionality for retrieving
specific values or all values and subkeys of a particular key. Reg.exe is 2 command-
line tool for accessing and managing the Registry that is part of the Windows 2000
Support Tools and is native to Windows XP and 2003.

ClearPageFile AtShutdown

This particular Registry value tells the operating system to clear the page file when
the system is shut down. Because Windows uses a virtual memory architecture, some
memory used by processes will be paged out to the page file. When the system is
shut down, the information within the page file remains on the hard drive and can
contain information such as decrypted passwords, portions of IM conversations, and
other strings and bits of information that might provide you with important leads in
your investigation. However, if this file is cleared during shutdown, this potentially
valuable information will be more difticult to obtain.

Microsoft has KnowledgeBase articles for this Registry value that apply to both
Windows 2000* and XP.*

DisableLastAccess

Windows has the ability to disable updating of the last access times on files. This was
meant as a performance enhancement,* particularly on high-volume file servers. On
normal workstations and the sort of desktops and laptops most folks are using, this
setting doesn’t provide any noticeable improvement in performance. On Windows
2003, you would set the following value to 1:

HKEY LOCAL MACHINE\System\CurrentControlSet\Control\FileSystem\
Disablelastacess

According to the performance-tuning guidelines document® from Microsoft for
Windows 2003, this value does not exist by default and must be created.

On Windows XP and 2003 systems, this setting can be queried or enabled via
the fsutil command. For example, to query the setting, use this command:

C:\>fsutil behavior query disablelastaccess
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If this Registry value has been set, particularly sometime prior to you con-
ducting your examination of the system, it is likely that you won'’t find anything
useful with regard to file last-access times.

WARNING

The DisableLastAccess functionality is enabled by default on Vista.
Keep this in mind when you're performing incident-response and
computer forensics investigations. As of this writing, information is
still being developed for forensic investigators with regard to this
issue.

AutoRuns

There are several areas of the Registry (and the file system) that are referred to as
autostart locations because they provide a facility to automatically start applications,
usually without any direct interaction from the user. Some of these locations will
automatically start applications when the system boots, others when a user logs in,
and still others when the user takes a specific action. In instances where an applica-
tion is started when the user performs a certain action, the user will be unaware that
what he or she is doing is launching another application.

Okay, I know this stuff is in the Registry, and that fact in itself might make this
seem like a daunting, impossible task, but the good news is that there is a finite
number of locations that serve this purpose. The number might be large, but it is
finite. Rather than listing them here, 'm going to leave a more in-depth of Registry
analysis for later in the book. However, if you decide that you need to collect this
information as part of your first-response activities, there are two ways to go about
it. The first is to use a tool such as reg.exe (mentioned previously) to collect data
from specific keys and values. The other is to use a tool such as AutoRuns* to do it
for you. The authors (Mark Russinovich and Bryce Cogswell, now Microsoft
employees) do a great job of maintaining the list of areas checked by the tool. In
some cases, I’'ve found new additions to the tool before I've seen those autostart
locations in widespread use in malware. AutoRuns comes in GUI and CLI versions,
both with the same functionality. For example, you can use the -m switch in the CLI
version to hide signed Microsoft entries (entries for executable files that have been
signed by the vendor) or the -v to verify digital signatures.
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AutoRuns also does a great job of checking areas within the file system, such as
Scheduled Tasks. Sometimes administrators will use Scheduled Tasks to provide
themselves with elevated (i.e., SYSTEM level) privileges to perform such tasks as
view portions of the Registry that are normally oft limits even to Administrators. An
attacker who gains Administrator-level access to the system could do something sim-
ilar to further extend his presence on the system.

Another area of the Registry that can provide valuable information in an investi-
gation is the Protected Storage area (see the “Protected Storage” sidebar). The infor-
mation held in Protected Storage is maintained in an encrypted format in the
Registry. If you acquire an image of the system, tools such as AccessData’s Forensic
ToolKit will decrypt and recover the information. However, sometimes it is simpler
to collect this information as part of live-response activities, particularly if time 1s of
the essence and the information is pertinent to the case.

Notes from the Underground...

Protected Storage

Protected Storage is an area of memory where sensitive information for the
user is maintained. When the system is turned off, this information is stored in
encrypted format in the Registry, and when the user logs in, the information
is placed into memory. Windows places information such as passwords and
AutoComplete data for Web forms in Protected Storage for later use.

The contents of Protected Storage can be viewed on a live system by
using tools such as pstoreview.exe*: or the Protected Storage Explorer.*

Information within Protected Storage can be useful in cases involving
access to Web sites and the use of passwords for services such as HotMail and
MSN.

Information in Protected Storage is also useful to bad guys. I've seen sys-
tems infected with IRCbots (malicious software that, once installed, connects
to an IRC channel awaiting commands; the channel operator can issue one
command that is then executed by thousands of bots) that will send informa-
tion from Protected Storage to the bad guy, on command. On February 19,
2006, Brian Krebs published an article* in the Washington Post Magazine
about a hacker who wrote bot software and controlled thousands of systems.
In that article, Brian wrote that the hacker could type a single command
(pstore) and retrieve the Protected Storage information from all the infected
systems, which contained username and password combinations for PayPal,

Continued
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eBay, Bank of America, and Citibank accounts, as well as for military and fed-
eral government e-mail accounts.

The information held by the Protected Storage Service is available
through the AutoComplete functionality built into the Internet Explorer Web
browser.*> The AutoComplete Settings, shown in Figure 1.13, are available by
clicking Tools in the Internet Explorer menu bar and then choosing Internet
Options | Content, and then clicking the AutoComplete button.

With AutoComplete enabled, the users of these infected systems have
used Internet Explorer to access their online shopping and banking accounts,
making it available to an attacker such as the hacker in Brian’s article.

Figure 1.13 AutoComplete Settings Dialog Box on Internet Explorer 6.0

AutoZomplete lisks possible matches From entries you've
typed before,

Use AutaComplete For

[ Farms
W User names and passwords on Forms
[ Prompk me to save passwords

Clear AutoComplete history

Clear Forms | Clear Passwords |

To clear Web address enkries, on the General tabin
Internet Options, click Clear History,

(o] 4 | Cancel ‘

Tools such as PassView’" and the Protected Storage Explorer™ allow you to view
the Protected Storage information in a nice GUI format, and pstoreview.exe® is a
CLI tool that will provide the same information to STDOUT. You might need to
collect this information in the course of an investigation, particularly if the issue
you're dealing with involves users accessing Web sites that require passwords.

www.syngress.com



Live Response: Collecting Volatile Data ¢ Chapter 1

Event Logs

Event Logs are essentially files within the file system, but they can change. In fact,
depending on how they’re configured and what events are being audited, they can
change quite rapidly.

Depending on how the audit policies are configured on the “victim” system and
how you’re accessing it as the first responder, entries can be generated within the
Event Logs. For example, if you decide to run commands against the system from a
remote location (i.e., the system is in another building or another city, and you
cannot get to it quickly but you want to preserve some modicum of data), then, if
the proper audit configuration is in place, the Security Event Log will contain
entries for each time you log in. If enough of these entries are generated, you could
end up losing valuable information that pertains to your investigation. Tools such as
psloglist.exe®* and dumpevt.exe™ can be used to retrieve the event records, or the
.evt files themselves may be copied oft the system (this depends on the level of
access and permissions of the account being used). (A detailed discussion of the anal-
ysis of these files will be provided in Chapter 5, “File Analysis.”)

The question that might be on your mind at this point is, “Okay, given all these
tools and utilities, I have an incident on my hands. What data do I need to collect to
resolve the issue?” The stock answer is, “It depends.” I know that’s probably not the
answer you wanted to hear, but let me see if, in explaining that response, we can
build an understanding of why that is the response.

The volatile data that is the most useful to your investigation depends on the
type of incident you're faced with. For example, an incident involving a remote
intrusion or a Trojan backdoor will generally mean that the process, network con-
nection, and process-to-port-mapping information (and perhaps even the contents of
certain Registry keys) will be the most valuable to you. However, if an employee in
a corporate environment is suspected of having stolen company-proprietary data or
violating the corporate acceptable use policy (AUP), then information about storage
devices connected to his system, Web browsing history, contents of the clipboard,
and so on could be more valuable to your investigation.

The key to all this is to know what information is available to your investigation,
how you can retrieve that information, and how you can use it. As you start to con-
sider difterent types of incidents and the information you need to resolve them, you
will start to see an overlap between the various tools you use and the data you’re
interested in for your investigation. Although you might not develop a “one size fits
all” batch file that runs all the commands you will want to use for every investiga-
tion, you could decide that having several smaller batch files (or configuration files
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for the Forensic Server Project or WFT) is a better approach. That way, you can col-
lect only the information you need for each situation.

Devices and Other Information

You could choose to collect other types of information from a system that might
not be volatile in nature, but you want to record it for documentation purposes. For
example, perhaps you want to know something about the hard drive installed in the
system. Di.pl is a Perl script that implements WMI to list the various disk drives
attached to the system as well as partition information. Ldi.pl implements WMI to
collect information about logical drives (C:\, D:\, etc.), including local fixed drives,
removable storage devices, and remote shares. Sr.pl lists information about System
Restore points (more information about System Restore points can be found in
Chapter 4, “Registry Analysis,” and Chapter 5, “File Analysis”) on Windows XP
systems.

DevCon,* available from Microsoft, can be used to document devices that are
attached to a Windows system. DevCon, a CLI replacement for the Device
Manager, can show available device classes as well as the status of connected devices.

A Word about Picking Your Tools...

In this chapter as well as other chapters throughout this book, we mention various
tools that can be used to perform certain tasks. This book is not intended as a be-all
and end-all list of tools; that’s simply not possible. Instead, what I'm trying to do is
make you aware of where you need to look and show you ways in which you can go
about collecting the data you need for your investigations. Sometimes it’s simply a
matter of knowing that the information is there.

When we're collecting data from live systems, we will most often have to
interact with the operating system itself, using the available API. Difterent tools can
use different API calls to collect the same information.

It’s always a good idea to know how your tools collect the information they do.
What API calls does the executable use? What DLLs does it access? How is the data
displayed, and how does that data compare to other tools of a similar nature?

Test your tools to determine the effects they have on a live system. Do they leave
any artifacts on the system? If so, what are they? Be sure to document these artifacts
because this documentation allows you to identify (and document) steps that you
take to mitigate the effects of using, and justify the use of, these tools. For example,
Windows XP performs application prefetching, meaning that when you run an
application, some information about that application (code pages, for example) is
stored in a .pf file located in the %WINDIR%\Prefetch directory. This directory has
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a limit of 128 .pf files. If you're performing incident-response activities and there are
less than 128 .pf files in this directory, one of the effects of the tools you run on the
system will be that .pf files for those tools will be added to the Prefetch directory.
Under most circumstances, this might not be an issue. However, let’s say that your
methodology includes using nc.exe (nefcaf). If someone had already used nc.exe on
the system, your use of any file by that name would have the effect of overwriting
the existing .pf file for nc.exe, potentially destroying evidence (for example, modi-
tying MAC times or data in the file, such as the path to the executable image).

Performing your own tool testing and validation might seem like an arduous
task. After all, who wants to run through a tool testing process for every single tool?
Well, you might have to, since there are few sites that provide this sort of informa-
tion for their tools; most weren’t originally written to be used for incident response
or computer forensics. However, once you have a your framework (tools, process,
and so on) in place, it’s really not all that hard, and there are some simple things you
can do to document and test the tools you use. Documenting and testing your tools
is very similar to how you’d go about testing or analyzing a suspected malware pro-
gram, a topic that is covered in detail in Chapter X.

The basic steps of documenting your tools consist of static and dynamic testing.
Static testing includes documenting unique identifying information about the tool,
such as:

® Where you got it (URL)
m  The file size
m  Cryptographic hashes for the file, using known algorithms

m  Retrieving information from the file, such as PE headers, file version infor-
mation, import/export tables, etc.

This information is easily retrievable using command-line tools and scripting
languages such as Perl, and the entire collection process (as well as archiving the
information in a database, spreadsheet, or flat file) can be easily automated.

Dynamic testing involves running the tools while using monitoring programs to
document the changes that take place on the system. Snapshot comparison tools
such as InControl5 are extremely useful for this job, as are monitoring tools such as
RegMon* and FileMon.”* RegMon and FileMon let you see not only which
Registry keys and files are accessed by the process but also those that are created or
modified as well. You might also consider using such tools as Wireshark® to monitor
inbound and outbound traffic from the test system while you're testing your tools,
particularly if your static analysis of a tool reveals that it imports networking func-
tions from other DLLs.
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Live-Response Methodologies

When you're performing live response, the actual methodology or procedure you use to
retrieve the data from the systems can vary, depending on a number of factors. As a con-
sultant and an emergency responder, I've found that it’s best to have a complete under-
standing of what’s available and what can go into your toolkit (considering issues
regarding purchasing software, licensing, and other fees and restrictions) and then decide
what works based on the situation.

There are two basic methodologies for performing live response on a Windows
system: local and remote.

Local Response Methodology

Performing live response locally means that you are sitting at the console of the
system, entering commands at the keyboard, and saving information locally, either
directly to the hard drive or to a removable (thumb drive, USB-connected external
drive) or network resource (network share) that appears as a local resource. This is
done very often in situations where the responder has immediate physical access to
the system and her tools on a CD or thumb drive. Collecting information locally
from several systems can often be much quicker than locating a network connection
or accessing a wireless network. With the appropriate amount of external storage
and the right level of access, the first responder can quickly and efficiently collect
the necessary information. To further optimize her activities, the first responder
might have all her tools written to a CD and managed via a batch file or some sort
of script that allows for a limited range of flexibility (for example, the USB-con-
nected storage device is mapped to different drive letters, the Windows installation is
on a D:\ drive, and so on).

The simplest way to implement the local methodology is with a batch file. I
tend to like batch files and Perl scripts because instead of typing the same commands
over and over (and making mistakes over and over), I can write it once and then
have those commands run automatically. An example of a simple batch file that can
be used during live response looks like this:

tlist.exe -c > %$1\tlist-c.log
tlist.exe -t > %1\tlist-t.log
tlist.exe -s > %1\tlist-s.log
openports.exe —-fport > %$1\openports-fport.log

netstat.exe -ano > %l\netstat-ano.log

There you go. Three utilities and five simple commands. Save this file as
local.bat and include it on the CD, right along with copies of the associated tools.
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Also be sure to add to the CD trusted copies of the command processor (cmd.exe)
for each operating system. Before you launch the batch file, take a look at the system
and see what network drives are available, or insert a USB thumb drive into to the
system and see what drive letter it receives (let’s say F:\), then run the batch file like
so (the D:\ drive is the CD-ROM drive):

D:\>local.bat F:

Once the batch file completes, you’ll have five files on your thumb drive. Of
course, you can add a variety of commands to the batch file, depending on the
breadth of data you want to retrieve from a system.

There are several freely available examples of the toolkits that were designed to
be used in a local response fashion, to include the Incident Response Collection
Report (IRCR) version 2,*" and the Windows Forensic Toolkit® (WFT), created by
Monty McDougal. Although they differ in their implementation and output, the
base functionality of both toolkits is substantially the same: run external executable
files controlled by a Windows batch file, and save the output locally. WFT does a
great job of saving the raw data and allowing the responder to send the output of
the commands to HTML reports.

Another approach to developing a local response methodology is to encapsulate
as much as possible into a single application using the Windows API, which is what
tools such as Nigilant32* from Agile Risk Management LLC attempt to achieve.
Nigilant32 uses the same Windows API calls used by external utilities to collect
volatile information from a system (see Figure 1.14) and has the added capabilities of

performing file system checks and dumping the contents of physical memory
RAM).

Figure 1.14 The Nigilant GUI

E[ Nigilant32 - Windows Afterdark Forensic - Beta Release 0.1
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Mare Snapshot Computer | created | Size | Inode
Image Physical Memary, ..

Backup Event Logs. ..
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The interesting thing about the batch file-style toolkits is that a lot of folks have
them. When I’'m at a customer location or a conference, many times I'll talk to folks
who are interested in comparing their approach to others’. Some have a copy of my
first book and have included tools listed in Chapter 5 of Windows Forensics and
Incident Recovery, or they’ve read about other tools and incorporated them into their
toolkit. Oddly enough, when it really comes down to it, there is a great deal of
overlap between these toolkits. The batch file-style toolkits employ executables that
use the same (or similar) Windows API calls as other tools such as Nigilant32.

Remote Response Methodology

The remote response methodology generally consists of a series of commands exe-
cuted against a system from across the network. This methodology is very useful in
situations with many systems, since the process of logging into the system and run-
ning commands can be easily automated. In security circles, we call this being
scalable. Some tools run extremely well when used in combination with psexec.exe
from SysInternals.com, and additional information can be easily collected via the use
of Window Management Instrumentation (WMI). Regardless of the approach you
take, keep in mind that (a) youre going to need login credentials for each system,
and (b) each time you log in to run a command and collect the output, youre going
to add an entry to the Security Event Log (provided the appropriate level of
auditing has been enabled). Keeping that in mind, we see that the order of volatility
has shifted somewhat, so I would recommend that the first command you use is to
collect the contents of the Security Event Log.

A Windows batch file can be use as the basis of implementing this methodology.
Taking three arguments at the command line (the name or IP of the system and the
username/password login credentials), you can easily script a series of commands to
collect the necessary information. Some commands will need to executed using
psexec.exe, which will copy the executable to the remote system, run it, and allow
you to collect the output from standard output (STDOUT), or redirect the output
to a file, just as though you were running the same command locally. Other com-
mands will take a UNC path (the name of the system prefaced with \\) and the
login credentials as arguments, so psexec.exe will not need to be used. Finally, WMI
can be implemented via VBScript or Perl to collect data. Microsoft provides a script
repository® with numerous examples of WMI code implemented in various lan-

guages to include Perl,**

making designing a custom toolkit something of a cut-and-
paste procedure.
Implementing our local methodology batch file for the remote methodology is

tairly trivial:
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psexec.exe \\%1 -u tlist.exe -c > tlist-c.log

o
N
|
e}
o0
w
1
Q

psexec.exe \\%1 -u

o
N
|

'O
o
w
1
Q

tlist.exe -t > tlist-t.log

psexec.exe \\%1 -u

o
N
|
o
o
w
I
Q

tlist.exe -s > tlist-s.log

psexec.exe \\%1 -u

o
N
|
o
o
w
1
Q

openports.exe -fport > openports-fport.log

o

psexec.exe \\%1 -u %3 c:\windows\system32\netstat.exe -ano >

%1\netstat-ano.log

o
N
|
'O

This batch file (remote.bat) sits on the responder’s system and is launched as
tollows:

C:\forensics\case007>remote.bat 192.168.0.7 Administrator password

Once the batch file has completed, the responder has the output of the com-
mands in five files, ready for analysis, on her system.

If you're interested in using WMI to collect information remotely but you aren’t
a big VB Script programmer, you might want to take a look at wmic.exe,” the CLI
for WMI. Ed Skoudis wrote an excellent beginning tutorial® on the use of
wmic.exe for the SANS Internet Storm Center, which included examples such as
collecting a list of installed patches from remote systems. Pretty much anything avail-
able to you as a Win32 class” via WMI can be queried with wmic.exe. For example,
to display the processes running locally on your system, you can use the following
command:

C:\>wmic PROCESS GET ProcessId,Name, ExecutablePath

This is a pretty simple and straightforward command, and when it’s executed, we
can see the output right there in the console. We can also redirect the output to a
file, and we can even choose from among various formats, such as CSVs (for
opening in Excel or parsing with Perl) or even an HTML table. Using additional
switches such as /Node:, /User:, and /Password:, we can include several wmic.exe
commands in a batch file and collect an even wider range of data from remote sys-
tems. Further, administrators can use these commands to compile hardware and soft-
ware inventory lists, determine systems that need to be updated with patches, and
more. WMI is a powerful interface into managed Windows systems in and of itself,
and wmic.exe provides easy access for automating commands.

With the right error handling and recovery as well as activity logging in the
code, this can be a highly effective and scalable way to quickly collect information
from a number of systems, all managed from and stored in a central location.
ProDiscover Incident Response (IR)* from Technology Pathways is a commercial
tool that implements this methodology. The responder can install an agent from a
central location, query the agent for available information, and then delete the agent.
Thanks to ProDiscover’s ProScript API, the responder can use Perl to automate the

www.syngress.com

51



52

Chapter 1 ¢ Live Response: Collecting Volatile Data

entire process. This approach minimizes the number of logins that will appear in the
Security Event Log as well as the amount of software that needs to be installed on
the remote system. ProDiscover IR has the added capabilities of retrieving the con-
tents of physical memory as well as performing a live acquisition.

The limitation of the remote response methodology is that the responder must
be able to log into the systems via the network. If the Windows-style login (via
NetBIOS) has been restricted in some way (NetBIOS not installed, firewalls/routers
blocking the protocols, or similar), this methodology will not work.

The Hybrid Approach

I know I said that there are two basic approaches to response methodologies, and
that’s true. There 1s, however, a third approach that is really just a hybrid of the local
and remote methodologies, so for the sake of simplicity, we’ll just call it the hybrid
methodology (the truth is that I couldn’t think of a fancy name for it). This method-
ology 1s most often used in situations where the responder cannot log into the sys-
tems remotely but wants to collect all information from a number of systems and
store that data in a central location. The responder (or an assistant) will go to the
system with a CD or thumb drive (ideally, one with a write-protect switch that is
enabled), access the system, and run the tools to collect information. As the tools are
executed, each one will send its output over the network to the central “forensics
server.” In this way, no remote logins are executed, trusted tools are run from a non-
modifiable source, and very little is written® to the hard drive of the “victim” system.
With the right approach and planning, the responder can minimize his interaction
with the system, reducing the number of choices he needs to make with regard to
input commands and arguments as well as reducing the chance for mistakes.

Perhaps the simplest way to implement the hybrid methodology is with a batch
file. We’ve already seen various tools and utilities that we have at our disposal for
collecting a variety of information. In most of the cases we’ve looked at, as with the
local methodology, we’ve used CLI tools and redirected their output to a file. So
how do we get the information we’ve collected off the system? One way to do that
is to use netcat,”" described as the “TCP/IP Swiss army knife” because of the vast
array of things you can do with it. For our purposes, we won’t go into an exhaustive
description of netcat; we’ll use it to transmit information from one system to
another. First, we need to set up a “listener” on our forensics server, and we do that
with the following command line:

D:\forensics>nc -L -p 80 > case007.txt
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This command line tells netcat (nc.exe) to listen (really hard ... keep the listener
open after the connection has been closed) on port 80, and anything that comes in
on that port gets sent (redirected, actually) to the file named case007.txt. With this
setup, we can easily modify our batch file so that instead of writing the output of
our commands to files, we send it through netcat to the “listener” on the forensics
server:

o°
N

tlist.exe -c¢ | nc %1

tlist.exe -t | nc %1 %2
tlist.exe -s | nc %1 %2
openports.exe -fport | nc %1 %2

netstat.exe -ano | nc %1 %2

Save this file as hybrid.bat, and then launch it from the command line, like so
(D:\ is still the CD-ROM drive):

D:\>remote.bat 192.168.1.10 80

Once we run this batch file, we’ll have all our data safely off the victim system
and on our forensic server for safekeeping and analysis.

Several freeware tools implement this hybrid methodology. One is the Forensic
Server Project (ESP), released in my first book in July 2004 and improved on quite a
bit since then. The FSP is open source, written in Perl and freely available. The idea
for the FSP arose from the use of netcat, where the responder would run a tool from
a CD loaded in the CD drive of the “victim” system and then pipe the output of
the command through netcat. Instead of displaying the output of the command on
the screen (STDOUT), netcat would be responsible for sending the information to a
waiting listener on the server, where the output of the command would be stored
(and not written to the “victim” system’s hard drive). This worked well in some situ-
ations, but as the number of commands grew and the commands began having a
range of argument options, this methodology became a bit cumbersome. As more
commands had to be typed, there was a greater chance for mistakes, and sometimes
even a batch file to automate everything just wasn’t the answer. So I decided to
create the Forensic Server Project, a framework for automating (as much as possible)
the collection, storage, and management of live-response data.

The FSP consists of two components: a server and a client. The server compo-
nent is known as the FSP (really, I couldn’t come up with anything witty or smart to
call it, and “Back Orifice” was already taken).You copy the files for the FSP to your
forensic workstation (I use a laptop when I’'m on site), and when they’re run, the
FSP will sit and listen for connections. The FSP handles simple case management
tasks, logging, storage, and the like for the case (or cases) that you're working on.
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When a connection is received from the client component, the FSP will react
accordingly to the various “verbs” or commands that are passed to it.

The current iteration of the client component is called the First Responder
Utility, or FRU.The FRU is very client specific, since this is what is run on the
“victim” system, either from a CD or a USB thumb drive. The FRU is really a very
simple framework in itself in that it uses third-party utilities, such as the tools we’ve
discussed in this chapter, to collect information from the “victim” system. When one
of these commands is run, the FRU captures the output of the command (which
you're normally see at the console, in a command prompt window) and sends it out
to the FSP, which will store the information sent to it and log the activity. The FRU
is also capable of collecting specific Registry values or all values in a specific
Registry key. Once all the commands have been run and all data collected, the FRU
will “tell” the FSP that it can close the log file, which the FSP will do.

The FRU is controlled by an initialization (i.e., .ini) file, which is a similar format
to the old Windows 3.1 INI files and consists of four sections. The first section,
[Configuration], has some default settings for the FRU to connect to the FSP—
specifically, the server and port to connect to. This is useful in smaller environments
or in larger environments where the incident response data collection will be dele-
gated to regional offices. However, these settings can be overridden at the command
line.

The next section 1s the [Commands] section, which lists the external third-party
tools to be executed to collect information. Actually, these can be any Windows
portable executable (PE) file that sends its output to STDOUT (that is, the console).
I have written a number of small tools, in Perl, and then “compiled” them into
stand-alone executables so that they can be run on systems that do not have Perl
installed. Many of them are useful in collecting valuable information from systems
and can be launched via the FRU’s INI files. The format of this section is different
from the other sections and very important. The format of each line looks like the
following:

<index>=<command line>::<filename>

The index is the order that you want the command run in; for example, you
might want to run one command before any others, so the index allows you to
order the commands. The command line is the name of the tool you’re going to run
plus all the command-line options you'd want to include, just as though you were
running the command from the command prompt on the system itself. These first
two sections are separated by an equals sign ( =) and followed by a double colon ( ::
). In most cases, the final sections of one of these lines would be separated by semi-
colons, but several tools (psloglist.exe from SysInternals.com) have options that
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include the possibility of using a semicolon, so I had to choose something that likely
would not be used in the command line as a separator. Finally, the last element is the
name of the file to be generated, most often the name of the tool, with the .dat
extension. When the output is sent to the FSP server, it will be written to a file
within the designated directory, with the filename prepended with the name of the
system being investigated. This way, data can be collected from multiple systems
using the same running instance of the FSP.

One important comment about tools used with the FRU: Due to the fact that
the system you, as the investigator, are interacting with is live and running, you
should change the name of the third-party tools you are using. One good idea is to
prepend the filenames with something unique, such as f_ or fru_. This is in part due
to the fact that your interaction with the system will be recorded in some way
(more on this in Chapter 4, “Registry Analysis”) and due to Windows XP’s prefetch
capability (more about that in Chapter 5, “File Analysis”). Remember Locard’s
Exchange Principle? Well, it’s a good idea to make sure that the artifacts you leave
behind on a system are distinguishable from all the other artifacts.

An example taken from an FRU INI file looks like the following:

6=openports.exe -fport::openports.dat

There is another client available for copying files oft the victim system, if the
investigator decides that this is something he or she wants to do. Figure 1.15 illus-
trates the GUI for the file copy client, or FCLI.

Figure 1.15 File Copy Client GUI

F1FSP File Client
File Help

File Name: |
CAWANDIDWS \system32hdrivershetchhosts
CAwAMDOWS Saystem 324k ernel 32.dIl

ok Cancel
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To use the file copy client (FCLI), the investigator simply launches it and selects
File, then Config to enter the IP address and port of the FSP server. Then she
selects File | Open and chooses the files she wants to copy. Once she’s selected all
the files she wants to copy, the investigator simply clicks the OK button. The FCLI
will first collect the MAC times of the file and other metadata, then compute the
MD5 and SHA-1 hashes for the file. This information is sent to the FSP. Then the
FCLI copies the binary contents of the file to the server. Once the file has com-
pleted the copy operation, the FSP server will compute hashes for the copied file
and verify those against the hashes received from the FCLI prior to the copy opera-
tion. All the actions occur automatically, without any interaction from the investi-
gator, and they’re all logged by the FSP.

The accompanying DVD includes several movie files that illustrate how to set up
and use the Forensic Server Project, along with instructions on where to get the
necessary player.

Summary

In this chapter, we’ve taken a look at live response, specifically collecting volatile
(and some nonvolatile) information from systems. As we’ve discussed, there is quite a
bit of useful data on live systems that can be used to enhance our understanding of
an incident; we just need to collect that data before we remove power from the
system so that we can acquire an image of the hard drive. We've also discussed how
changes to the computing landscape are presenting us, more and more, with situa-
tions where our only viable option is to collect volatile data.

All Perl scripts mentioned and described in this chapter are available on the
accompanying DVD, along with a stand-alone executable “compiled” with Perl2Exe.
ProScripts for Technology Pathways’ ProDiscover product are also available on the
accompanying DVD but are provided as Perl scripts only.

Notes

1. For more information on netcat, go to www.vulnwatch.org/netcat/.

2. For more information on pmdump, go to www.ntsecurity.nu/toolbox/pmdump/.
3. For more information on strings.exe, go to www.microsoft.com/technet/sysinter-
nals/Miscellaneous/Strings. mspx.

4. For more information go to http://info.sen.ca.gov/pub/01-02/bill/sen/sb_1351-
1400/sb_1386_bill_20020926_chaptered.html.
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5. For more information go to
http://msdn.microsoft.com/library/default.asp?url=/library/en-
us/sysinfo/base/file_times.asp.

6. For more information on psloggedon, go to www.microsoft.com/technet/sysin-
ternals/SystemInformation/PsLoggedOn.mspx.

7. For more information on loggedonsessions.exe, go to
www.microsoft.com/technet/sysinternals/Security/LogonSessions.mspx.

8. For more information on SubSeven, visit
www.symantec.com/avcenter/venc/data/backdoor.subseven.html.

9. For more information on psfile.exe, go to www.microsoft.com/technet/sysinter-
nals/utilities/ psfile. mspx.

10. For more information go to on opentfiles.exe, go to
www.microsoft.com/resources/documentation/windows/xp/all/proddocs/en-
us/opentiles.mspx.

11. For a definition of NetBIOS, go to http://en.wikipedia.org/wiki/NetBIOS.

12. For more information go to http://support.microsoft.com/kb/q163409/.

13. For more information go to http://support.microsoft.com/kb/119495/EN-US/.
14. For more information go to http://support.microsoft.com/?1d=837243.

15. For more information go to http://support.microsoft.com/kb/137984/.

16. For more information go to http://vil.nai.com/vil/content/v_100559.htm.

17. For more information go to
http://support.microsoft.com/default.aspx?scid=kb;en-us;236995.

18. For more information go to http://support.microsoft.com/kb/222193/EN-US/.
19. For more information go to
www.microsoft.com/whdc/devtools/debugging/default.mspx.

20. For more information go to www.diamondcs.com.au/index.php?page=console-
cmdline.

21. For more information go to www.microsoft.com/resources/documentation/win-
dows/xp/all/proddocs/en-us/tasklist. mspx.

22. For more information go to www.sysinternals.com/Utilities/PsList.html.

23. For more information go to www.sysinternals.com/Ultilities/ListDlls.html.

24. For more information go to www.sysinternals.com/Ultilities/Handle.html.

25. For more information go to
http://msdn.microsoft.com/library/default.asp?url=/library/en-
us/wmisdk/wmi/win32_process.asp.

26. For more information go to
http://support.microsoft.com/default.aspx?scid=kb;en-us;314056.

27. For more information go to
http://support.microsoft.com/default.aspx?scid=kb;en-us;250320.
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28. For more information go to
http://securityresponse.symantec.com/avcenter/venc/data/backdoor.xts.html.

29. For more information go to
http://securityresponse.symantec.com/avcenter/venc/data/backdoor.litmus.203.b.ht
ml.

30. For more information go to http://support.microsoft.com/kb/927229.

31. For more information go to
www.microsoft.com/technet/sysinternals/Networking/ TcpView.mspx.

32. For more information go to www.foundstone.com/.

33. For more information go to www.diamondcs.com.au/openports/.

34. For more information go to www.insecure.org/nmap/index.html.

35. For more information go to http://support.microsoft.com/kb/314850.

36. For more information go to www.ntsecurity.nu/toolbox/promiscdetect/.

37. For more information go to http://support.microsoft.com/?kbid=892853.

38. For more information go to www.wireshark.org.

39. For more information go to
http://support.microsoft.com/default.aspx?scid=KB;EN-US;Q224993&.

40. For more information go to http://unxutils.sourceforge.net/.

41. For more information go to
http://msdn.microsoft.com/library/default.asp?url=/library/en-
us/wmisdk/wmi/win32_service.asp.

42. For more information go to http://support.microsoft.com/kb/182086/EN-US/.
43. For more information go to http://support.microsoft.com/kb/314834/EN-US/.
44. For more information go to
http://support.microsoft.com/default.aspx?scid=kb;en-us;555041.

45. For more information go to www.download.microsoft.com/down-
load/2/8/0/2800a518-7ac6-4aac-bd85-74d2c52e1ec6/tuning.doc.

46. For more information go to www.sysinternals.com/Utilities/ Autoruns.html.

47. For more information go to www.ntsecurity.nu/toolbox/pstoreview/ .

48. For more information go to www.codeproject.com/tools/PSExplorer.asp.

49. For more information go to www.washingtonpost.com/wp-
dyn/content/article/2006/02/14/AR 2006021401342 html.

50. For more information go to www.microsoft.com/windows/ie/using/howto/cus-
tomizing/autocomplete.mspx.

51. For more information go to www.nirsoft.net/utils/pspv.html.

52. For more information go to www.forensicideas.com/tools.html.

53. For more information go to www.ntsecurity.nu/toolbox/pstoreview/.

54. For more information go to www.sysinternals.com/Ultilities/PsLogList.html.

55. For more information go to www.somarsoft.com/.
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56. For more information go to http://support.microsoft.com/?kbid=311272.
57. For more information go to
www.microsoft.com/technet/sysinternals/SystemInformation/R egmon.mspx.

58. For more information go to
www.microsoft.com/technet/sysinternals/SystemInformation/Filemon.mspx.

59. For more information go to www.wireshark.org/.

60. For more information go to http://tools.phantombyte.com/.

61. For more information go to www.foolmoon.net/security/wft/index.html.
62. For more information go to www.agilerm.net/publications_4.html.

63. For more information go to
www.microsoft.com/technet/scriptcenter/default.mspx.

64. For more information go to http://isc.sans.org/diary.php?storyid=1622.

65. For more information go to
http://msdn.microsoft.com/library/detault.asp?url=/library/en-
us/wmisdk/wmi/wmic.asp.

66. For more information go to http://isc.sans.org/diary.php?storyid=1622.

67. For more information go to
http://msdn.microsoft.com/library/default.asp?url=/library/en-
us/wmisdk/wmi/win32_classes.asp.

68. For more information go to www.techpathways.com/ProDiscoverIR .htm.
69. As we know from Locard’s Exchange Principle, there will be an exchange of
“material.” References to the commands run will appear in the Registry, and on XP
systems files will be added to the Prefetch directory. It is not possible to perform
live response without leaving some artifacts; the key is knowing how to minimize
and document those artifacts.

70. For a definition of netcat, go to http://en.wikipedia.org/wiki/Netcat.

Solutions Fast Track

Live Response

M Locard’s Exchange Principle states that when two objects come into
contact, material is exchanged between them. This rule pertains in the
digital realm as well.

M Anything an investigator does on a live system, even nothing, will have an
effect on the system and leave an artifact. Artifacts occur on the system as it
runs with no interaction from a user.
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M The absence of an artifact where one is expected is itself an artifact.

M The order of volatility illustrates to us that some data has a much shorter
“lifespan” or “shelf life” than other data.

M When we’re performing incident response, the most volatile data should be
collected first.

M The need to perform live response should be thoroughly understood and
documented.

M Corporate security policies may state that live response is the first step in an

nvestigation.

What Data to Collect

M A great deal of data that can give an investigator insight into her case is
available on the system while it is powered up and running, and some of
that data is available for only a limited time.

M Many times, the volatile data you collect from a system will depend on the
type of investigation or incident you're presented with.

M When collecting volatile data, you need to keep both the order of volatility
from RFC 3227 and Locard’s Exchange Principle in mind.

M The key to collecting volatile data and using that data to support an
investigation is thorough documentation.

Nonvolatile Information

M Nonvolatile information (such as system settings) can affect your
investigation, so you might need to collect that data as part of your live
response.

M Some of the nonvolatile data you collect could affect your decision to
proceed further in live response, just as it could affect your decision to
perform a follow-on, post-mortem investigation.

M The nonvolatile information you choose to collect during live response
depends on factors such as your network infrastructure, security and
incident response policies, or system configurations.
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Live-Response Methodologies

M There are three basic live-response methodologies; local, remote, and a
hybrid of the two. Knowing the options you have available and having
implementations of those options will increase your flexibility for collecting
information.

M The methodology you use will depend on factors such as the network
infrastructure, your deployment options, and perhaps even the political
structure of your organization. However, you do have multiple options
available.

M When choosing your response methodology, be aware of the fact that your
actions will leave artifacts on the system.Your actions will be a direct
stimulus on the system that will cause changes to occur in the state of the
system, since Registry keys may be added (see Chapter 4, “Registry
Analysis,” regarding USB-connected removable storage devices), files may
be added or modified, and executable images will be loaded into memory.
However, these changes are, to a degree, quantifiable, and you should
thoroughly document your methodology and actions.

Frequently Asked Questions

The following Frequently Asked Questions, answered by the authors of this
book, are designed to both measure your understanding of the concepts pre-
sented in this chapter and to assist you with real-life implementation of these
concepts. To have your questions about this chapter answered by the author,
browse to www.syngress.com/solutions and click on the “Ask the Author”
form.

Q: When should I perform live response?

A: There are no hard and fast rules stating when you should perform live response.
However, as more and more regulatory bodies (consider SEC rules, HIPAA,
FISMA, Visa PCI, and others) specify security measures and mechanisms that are
to be used as well as the questions that need to be addressed and answered (was
personal sensitive information accessed?), live response becomes even more
important.
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Q:

A:

I was involved with a case in which, after all was said and done, the “Trojan
defense” was used. How would live response have helped or prepared us to
address this issue?

By collecting information about processes running on the system, network con-
nections, and other areas where you would have found Trojan or backdoor arti-
facts, you would have been able to rule out whether or not such things were
running while the system was live. Your post-mortem investigation would
include an examination of the file system, including scheduled tasks and the like,
to determine the likelihood that a Trojan was installed, but collecting volatile
data from a live system would provide you with the necessary information to
determine whether a Trojan was running at the time you were in front of the
system.

I’'m not doing live response now. Why should I start?

Often an organization will opt for the “wipe-and-reload” mentality, in which the
administrator will wipe the hard drive of a system thought to be compromised,
then reload the operating system from clean media, reinstall the applications, and
load the data back onto the system from backups. This is thought to be the least
expensive approach. However, this approach does nothing to determine how the
incident occurred in the first place. Some might say, “I reinstalled the operating
system and updated all patches,” and that’s great, but not all incidents occur for
want of a patch or hotfix. Sometimes it’s as simple as a weak or nonexistent pass-
word on a user account or application (such as the sa password on SQL Server)
or a poorly configured service. No amount of patching will fix these sorts of
issues. If you don’t determine how an incident occurred and address the issue,
the incident is likely to occur again, in fairly short order after the bright, new,
clean system is reconnected to the network. In addition, as we’ve shown
throughout this chapter, a great deal of valuable information is available when
the system is still running—information such as physical memory, running pro-
cesses, network connections, and the contents of the clipboard—that could have
a significant impact on your investigation.
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Introduction

Now that we’ve collected volatile data from a system, how do we “hear” what it has
to say or how do we figure out what the data is telling us? Once we’ve collected a
process listing, how do we determine which one of the processes, if any, is malware?
How do we tell if someone has compromised the system and is currently accessing
it? Finally, how can we use the volatile data we’ve collected to build a better picture
of activity on the system, particularly as we acquire an image and perform post-
mortem analysis?

The purpose of this chapter is to address these sorts of questions. What you're
looking for, what artifacts you will be digging for in the volatile data you’ve col-
lected depends heavily on the issue you are attempting to address. How do we dig
through reams of data to find what we’re looking for? In this chapter, I do not think
for 2 moment that [ will be able to answer all your questions; rather, my hope is to
provide enough data and examples so that when something occurs that is not cov-
ered, you will have a process by which you can determine the answer on your own.
Perhaps by the time we reach the end of this chapter, you will have a better under-
standing of why we collect volatile data, and what it can tell us.

Data Analysis

There are a number of sources of information that tell us what data we should col-
lect from a live system in order to troubleshoot an errant application or assess an
incident. Look at Web sites such as the e-Evidence Info site," which 1s updated
monthly with new links to conference presentations, papers, and articles that discuss
a wide range of topics, to include volatile data collection. Although many of these
resources refer to data collection, few actually address the issue of data correlation and
analysis. We will be addressing these issues in this chapter.

To begin, we need to look at the output of the tools, at the data we’ve collected,
to see what the sort of snapshot of data we have available to us. When we use tools
such as those discussed in Chapter 1, we are getting a snapshot of the state of a
system at a point in time. Many times, we can quickly locate an indicator of the
issue within the output from a single tool. For example, we may see something
unusual in the Task Manager GUI or the output of tlist.exe (such as an unusual exe-
cutable image file path or command line). For an investigator who is familiar with
Windows systems and what default or “normal” processes look like from this per-
spective, these indicators may be fairly obvious and jump out immediately.
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Tip

Microsoft provides some information regarding default processes on
Windows 2000 systems in Knowledge Base article Q263201.>

However, many investigators and even system administrators are not familiar
enough with Windows systems to recognize default, or normal, processes at a glance.
This is especially true when you consider that the Windows version (i.e., Windows
2000, XP, 2003, or Vista) has a great deal to do with what is normal. For example,
default processes on Windows 2000 are different from those on Windows XP, and
that is just for a clean, default installation, with no additional applications added. Also
consider that different hardware configurations often require additional drivers and
applications. The list of variations can go on, but the important point to keep in
mind is that what constitutes a normal or legitimate process can depend on a lot of
different factors, so we need to have a process for examining our available data and
determining the source of the issue we’re investigating. This is important, as having a
process means we have steps that we follow, and if something needs to be added or
modified, we can do so easily. Without a process, how do we determine what went
wrong, and what we can do to improve it? If we don’t know what we did, how do
we fix it?

Perhaps the best way to get started is to dive right in. When correlating and ana-
lyzing volatile data, it helps to have an idea of what you're looking for. One of the
biggest issues that some I'T administrators and responders face when an incident
occurs is tracking down the source of the incident based on the information that
they have available. One example is when an alert appears in the network-based
intrusion detection system (NIDS) or an odd entry appears in the firewall logs.
Many times, this may be the result of malware (i.e., worm) infection. Usually, the
alert or log entry will contain information such as the source IP address and port, as
well as the destination IP address and port. The source IP address identifies the
system from which the traffic originated, and as we saw in Chapter 1, if we have the
source port of the network traffic, we can then use that information to determine
the application that sent the traffic, and identify the malware.
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WARNING

Keep in mind that for traffic to appear on the network, some process,
somewhere, has to have generated it. However, some processes are
short-lived, and attempting to locate a process based on traffic seen in
firewall logs four hours ago (and not once since then) can be frus-
trating. If the traffic appears on a regular basis, be sure to check all
possibilities.

Another important point is that malware authors often will attempt to hide the

presence of their applications on a system by using a familiar name, or a name sim-
ilar to a legitimate file, something that an administrator may recognize, or if the
investigator searches the Web for the name, the search will return information indi-
cating that the file is innocuous or a legitimate file used by the operating system.

WARNING

While responding to a worm outbreak on a corporate network, |
determined that part of the infection was installed on the system as a
Windows service that ran from an executable image file named
alg.exe. Searching for information on this filename, the administrators
had determined that this was a legitimate application called the
Application Layer Gateway Service.* This service appears in the
Registry under the CurrentControlSet\Services key, in the ALG subkey,
and points to %SystemRoot%\system32\alg.exe as its executable
image file. However, the service that I'd found was located within the
Application Layer Gateway Service subkey (first hint: the subkey name
is incorrect) and pointed to %SystemRoot%\alg.exe. Be very careful
when searching for filenames, as even the best of us can be tripped
up by the information that is returned via such a search. I've seen sea-
soned malware analysts make the mistake of determining the nature
of a file using nothing more than the file name.

To make this all a little more clear, let’s take a look at some examples.
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Example Case 1

A scenario that is seen time and time again is one in which the administrator or
helpdesk is informed of unusual or suspicious activity on a system. It may be unusual
activity reported by a user, or a server administrator finding some unusual files on a
web server and when she attempts to delete them, she’s informed that they cannot
be deleted as they are in use by another process.

In such incidents, the first responder will be faced with a system that cannot be
taken down for a detailed post-mortem investigation (due to time and/or business
constraints), and a quick (albeit thorough) response is required. Very often, this can
be accomplished through live response, in which information about the current state
of the system is collected and analyzed quickly, with an understanding that enough
information must be collected in order to provide as complete a picture of the
system state as possible. When information is collected from a live system, though
the process of collecting that information can be replicated, the information itself
generally cannot be duplicated, since a live system is always in a state of change.

Whenever something happens on a system, it is the result of some process that
is running on that system. Although this statement may appear to be “intuitively
obvious to the most casual observer” (a statement one of my graduate school pro-
fessors used to o