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1.1 Networking Concepts & Analysis

v

As already mentioned in the previous section, part of your i
incident handling activities will be analyzing captured or live

tra ffi C. Analysis
1.1 Networking Concepts &
Analysis

1.2 Analyzing & Detecting |EEE 802.x
Link Layer Attacks

Traffic analysis activities can be performed in multiple
phases of the incident handling process.

Lab 1 for Intrusion Detection by
Analyzing Traffic
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1.1 Networking Concepts & Analysis

For example, there is no doubt you will perform traffic
analysis activities during the Detection & Analysis phase of

the incident handling process.

1.1 Networking Concepts &
Analysis

But, you will also have to perform the same during the 2o omeangiesanzs
Containment, Eradication & Recovery phase; specifically,
during Long-term Containment and Recovery.

Analyzing Traffic

» References

4
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1.1 Networking Concepts & Analysis

Let’s first cover some networking concepts before we

proceed to the more practical part of this module, where we
will see how to detect intrusions or spot suspicious
behavior on the wire, by analyzing network traffic.

IHRPV1 - Caendra Inc. © 2018 | p.7
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1.1.1 Communication Models

An important IT concept is communication model.

Any network traffic’'s format, order and disassembly are
based on communication models. Frames, packets,
headers and data emulate the layers of network
communication models.

1.1.1 Communication
Models

w» 1.1.1 Communication Models

1.1.1 Communication

1.1.1 Communication
Models

o 4 1.1.1 Communication
IHRPv1 - Caendra Inc. © 2018 | p.8 Models




1.1.1 Communication Models

Back in the day, a communication standard was established
on how hosts would communicate within a network; this
standard is the OSI (Open Systems Interconnection) model.

The OSI model consists of seven (7) layers. Each layer
represents a different function that networked hosts will
perform during communication.

IHRPV1 - Caendra Inc. © 2018 | p.9

OUTLINE

1.1.1 Communication
Models

1.1.1 Communication
Models
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1.1.1 Communication Models

Another model, the TCP/IP one, eventually gained more
traction; this model consists of four (4) layers. That being
said, the OSI and the TCP/IP models are quite similar,
despite their representation differences.

The next slide contains a graphic representation of how the
two models resemble each other conceptually.

4
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1.1.1 Communication Models

For the context of
this course, the
terms Packet and
Datagram are

synonymous.

OSI MODEL
Apphcatuon

Transport

End m..gmmmn and muam J

Network

TCP MODEL

Application

. Transport

Internet JIi

Network Access
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1.1.1 Communication Models

Under the hood, during host communication, layers

communicate with upper or lower layers, so that all
communication pieces are gathered.

4 1.1.1 Communication
IHRPv1 - Caendra Inc. © 2018 | p.12 Models
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1.1.2 TCP/IP

Let's focus our attention on how the TCP/IP model works.

As previously mentioned, all communication pieces should
be gathered from all layers before a message is sent.

More specifically, whenever data is being prepared by a
host for transmission, each of the lower layers of the
TCP/IP stack add something; this is known as

encapsulation of layers.
IHRPV1 - Caendra Inc. © 2018 | p.13 4




1.1.2 TCP/IP

Application Payload

At the Application layer, the
respective payload or data is
supplied. The payload or data
will appear after all the
encapsulating headers.

&
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- TCP header

TCP segment/packet

-
-

TCP header

IP datagram/packet

TCP header
Ethernet frame/packet
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1.1.2 TCP/IP

TCP Header

The Application layer passes the
payload down to the Transport
layer (in this case TCP). The - ,
Transport layer adds a TCP TCP header
header to the application L .
payload. TCP segment/packet

-
-

This header includes crucial
transmission information such
as source and destination ports IP datagram/packet
as well as information that

make sure the TCP segment
arrives as expected.

TCP header

TCP header

Ethernet frame/packet

.-
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1.1.2 TCP/IP

IP Packet Header

The TCP header and the application
payload are now being pushed to the
Internet layer. As you can imagine, the
Internet layer adds yet another header
known as the IP header. This header
includes information that makes sure e

the packet is delivered to the correct 2 TOP segmentipackt
destination IP. =

'TCP header
At this point, the TCP header can be /
seen as |P data. This is because, at : IP datagram/packet
this point, the IP or Networking layer is

not interested in knowing information TCP header
such as destination ports, etc.

Ethernet frame/packet

>
-

.-




1.1.2 TCP/IP

OUTLINE

Frame header

The IP and TCP headers, as well
as the application payload (aka
the IP packet), are now passed
to the Network Access layer.

At this point, the Network
Access layer adds a header to
the IP packet known as the
Frame header, containing
information such as source and
destination MAC addresses, etc.
The IP packet can be seen as

Frame data.

- TCP segment/packet

-
-

'TCP header

IP datagram/packet

TCP header

Ethernet frame/packet

>
-

.-
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1.1.2 TCP/IP .

At the destination host, encapsulation will have to be
reversed.

Each received frame will have to be stripped of its headers
so that each resulting message is passed to the
appropriate layer; this process is known as de-
encapsulation.

.
IHRPv1 - Caendra Inc. @ 2018 | p.18 1.1.27CPAP
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1.1.2 TCP/IP ‘

- De-encapsulation

For example, the Network Access layer will receive the
frame, analyze the data, strip the frame header off and pass

the IP header and accompanying data to the Internet layer.

Each layer deals only with the data that are meant to be
handled by it. Most of the time, a protocol identifier exists

which can be found in the previous layer.
IHRPV1 - Caendra Inc. © 2018 | p.19 4
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1.1.2 TCP/IP

It should be noted, that some layer headers are of fixed
size, while others are of variable length size and are
accompanied by length details (this is useful to
discriminate optional data or know where a layer ends).

Based on this knowledge, each current layer knows where
to start and stop processing data and subsequently what it

should pass to the upper layer.
IHRPV1 - Caendra Inc. © 2018 | p.20 4
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1.1.2 TCP/IP

To conclude the topic of how each layer knows what to
process, option fields also exist, residing in IP and TCP
headers, that are used to identify where current layer
options start and end.

Let’s briefly see a frame de-encapsulation example.

o
IHRPv1 - Caendra Inc. © 2018 | p.21 112 TCPAP
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1.1.2 TCP/IP

Let's suppose a network access card supports the Ethernet
(802.3) link layer protocol.

This means that the card understands the format and all
the fields in the frame header.

R
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1.1.2 TCP/IP

Unfortunately, the Transport layer knows nothing about the protocol that follows
or the application’s data/protocol format. It only knows the destination port. We

may be dealing with HTTP, but we are not sure.

The IPv4 header, in turn, includes an indicator about the transport protocol that
follows; this is the protocol field. Let’'s suppose the protocol is TCP. The data
following the TCP header is passed to the Transport protocol.

The Ethernet layer will pass all data following the Ethernet header to the IPv4-
handling part of the IP layer. I

For data to be passed properly to the IP layer, an indicator should exist that reveals
what protocol follows the Ethernet header (could be IPv4 or IPv6); this is where the

type field of the Ethernet header jumps in. Let's suppose the protocol is |IPv4. @
IHRPv1 - Caendra Inc. ©@ 2018 | p:23
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1.1.2 TCP/IP

The amount of data to be passed to the Application layer can be derived as follows. Total IP
datagram length - IP header length - TCP header length = Length of data to be passed

L3

The Transport layer header could be of fixed length (UDP or ICMP) or of variable length (TCP).
For example, we can find a header length value about the TCP header, so that the position of the

data that follow the TCP header can be identified and passed to the Application layer.

The standard IPv4 header has a length of 20 bytes; however, there are cases when IP option data
exist. Those data can result in the IPv4 header expanding up to 60 bytes (variable length). The IP
header contains a length-related field, so that data following the IP header are passed to the

Transport layer. The IP header also has a field indicating the whole IP datagram length.

The Ethernet (802.3) header has a fixed length of 14 bytes; this means that the data that will be

passed to the IP layer begin 14 bytes after the Ethernet header. A
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1.1.2 TCP/IP

Encapsulation

Traffic analysis tools, such as Wireshark, display data
encapsulation. Just be careful in Wireshark’s case, because

the layers are displayed in reverse order (the lower layers
are displayed first).

For example, let's see how a DNS response looks like in
Wireshark, accompanied by encapsulation details.

https://www.wireshark.org/ IHRPv1 - Caendra Inc. © 2018 | p25 -
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1.1.2 TCP/IP

Network Access layer ’Interne] layer \ Transport layer Applicat’on layer

/

0000 192.168.170.8 .168.170. 20 DNS 70 standard 0x1032 TXT google.com

5222 192.168.170. .168. .20 DNS 70 Standard Oxt76 MX google.com
37355 192.168.170/20 .168 .8 DNS 298 standard response Oxf76f Mx 40 4
.817185 192.168.174.8 .168. .20 DN 70 standard Ox49al LOC google.com
.956209 192.168.170.20 . JA68. .8 S 70 standard response 0x49al
. 824827 192.1687170.8 7168. .20 85 standard Ox9bbb PTR 104.9.192. 6¢
. 825333 .168.170.20 .168. 129 standard response Ox9bbb PTR 66-
.189905 / 192.168. : ~168. .20 74 Standard 0x75c0 A www.netbsd. org
23881 192.166.170.20 .168. .8 90 standard response Ox75¢0 A 204.]
11 108.965185 192,168.170.8 .168. .20 74 standard OxfOd4 AAAA www.netbsd,
12 109.202$03 192.168.170.20 .168. .8 102 standard response Oxf0d4 AAAA 2

-

Quantaco _32:4:8¢c (00:¢0:9f:32:41:8¢), Dst: AsustekC bl:0c:ad (00:e0:18:bl1:0c:ad)
version 4, Sfc: 192.168.170.20 (192.168.170.20), Dst: 192.168.170.8 (192.168.170.8)

a i
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1.1.2 TCP/IP

Network Access layer: In this line, Wireshark displays the source and destination MAC addresses.

70 standard query 0x1032 TXT google.com
. [ 0.20 0.8 > Star d se 0x1032 TXT
3 4.005222 192.168. .168.170. 70 Standard query Oxf MX google.com
4 4,837355 192.168.170. . . A 298 standard query response Oxf76f mMx 40 §
512.817185 192.168.170. ~ X < 70 standard query Ox49al LOC google.com
6 12.956209 192.168.170. 687 3 70 standard query response 0x49al
7 20.82 $92.168.170. .168. g 85 Standard query Ox9bbb PTR 104.9.192. 64
.825333 192.168.170. .168. - 129 standard query response Ox9bbb PTR 66-
9 92.189905 192.168.170. .168. > 74 standard query 0x75c0 A www.netbsd.org
10 92.238816 192.168.170. .168. . 90 standard query response Ox75¢0 A 204.]
11 108.965135 192.168.170. .168. % 74 standard query Oxf0d4 AAAA www.netbsd)
12 109.202803 192.168.170.20 .168. s 102 standard query response Oxf0d4 AAAA 2(

-

q A et e ) e -

. g

+ Ethernet II, sSrc: Quantaco 32:41:8c (00:c0:9f:32:41:8¢c), Dst: AsustekC bl:0c:ad (00:e0:18:bl1:0c:ad)
# Internet Protocol Version 4, Src: 192.168.170.20 (192.168.170.20), Dst: 192.168.170.8 (192.168.170.§)

+ User Datagram Protocol, Src Port: 53 (53), Dst Port: 32795 (32795)
- i
IHRPv1 - Caendra Inc. © 2018 | p.27 1.127TCPAP
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1.1.2 TCP/IP

~ Internet layer: In thirsiline, Wireshark dispiay; the IP Iiayer that come;s rigr;t aft(;r thé Frame hreader.

1 0.000000 : 3 a . R 70 standard 0x1032 TXT google.com
. 2. 161 . 20 b8 8 INS star d esponse 0x1032 TXT
3 4.005222 .168.170. : 3 E Standard ] MX google.com
4 4,837355 .168.170. - . 3 7 Standard response Oxf76f Mx 40 4
5 12.817185 .168.170. ~ < . ' Standard Ox49al LOC google.com
6 12.956209 .168.170. - > g Standard response 0x49al
7 20.824827 .168.170. s 5 g standard Ox9bbb PTR 104.9.192. 64
8 20.825333 .168.170. . > - Standard response Ox9bbb PTR 66-
9 92.189905 .168.170. - - - Standard 0x75c0 A www.netbsd. org
10 92.238816 .168.170. . : . standard response 0x75¢0 A 204.1
11 108.965135 .168.170. i - Standard OxfOd4 AAAA www.netbsd,
12 109.202803 .168.170. . x¥70. Standard response OxfOod4 AaAA 2(

-

i

thernet II, Src: Quantac +41:8c (00:c0:9f:32:41:8c), Dst: AsustekC bl:0c:ad (00:e0:18:b1:0c:ad)

E
I

+]
3

nternet Pseteeot version 4, src: 102.168.170.20 (192.168.170.20), Dst: 102.168.170.8 (192.168.170.8)

+ User Datagram Protocol, Src pPort: 53 (53), Dst Port: 32795 (32795)
- i
IHRPv1 - Caendra Inc. © 2018 | p.28 1.127TCPAP
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1.1.2 TCP/IP

Transport layer: In this case, UDP. It follows the IP header (recall the TCP/IP stack). Source
and destination ports are included in this summary line.

1 0.000000

3 4.005222

4 4,837355

5 12.817185
6 12.956209
7 20.824827
8 20.825333
9 92.189905
10 92.238816
11 108.965135
12 109.202803

.168.

.168.
.168.
.168.
.168.
. 168.
.168.
.168.
.168,
.168.
.168.

170.

170.
170.
170.
170.
170.
170.
170.
170.
170,
170.

8

8
20
8
20
8
20
8
20
8
20

192.

192.
192,
192.
192.
192.

168.

168.
168.
168.
168.
168.

170.

170.
170.
170.
170.
170.
.8
.20
.8
.20
.8

20

20
8
20
8
20

DNS

DNS
DNS
DNS
DNS
DN
D
NS

70 standard

70 Standard
298 standard
70 standard
70 standard
85 standard
129 standard
74 Standard
90 standard
74 standard
102 standard

0x1032 TXT google.com

0xf76f MX google.com
response Oxf76f Mx 40 4
Ox49al LOC google.com
response 0x49al

Ox9bbb PTR 104.9.192. 64
response Ox9bbb PTR 66-
0x75c0 A www.netbsd. org
response 0x75¢0 A 204.]
OxfOd4 AAAA www.netbsd,
response 0xf0d4 AAAA 2(

-

: i

OUTLINE
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1.1.2 TCP/IP

Application layer: This summary line, displays a description of the application payload, a DNS response.

1 0.000000 : ‘ 3 a . R 70 standard 0x1032 TXT google.com

. 2. 161 b8 0.8 INS star d esponse 0x1032 TXT

3 4.005222 .168 g 3 E Standard ; MX google.com

4 4,837355 .168.170. - . 3 Standard response Oxf76f Mx 40 4
5 12.817185 .168.170. ~ < . Standard Ox49al LOC google.com
6 12.956209 .168.170. - > g Standard response 0x49al

7 20.824827 .168.170. s 5 g standard Ox9bbb PTR 104.9.192. 64
8 20.825333 .168.170. . 5 1 Standard response Ox9bbb PTR 66-
9 92.189905 .168.170. g - - Standard 0x75c0 A www.netbsd. org
10 92.238816 .168.170. . : . standard response 0x75¢0 A 204.1
11 108.965135 .168.170. i - % Standard OxfOd4 AAAA www.netbsd,
12 109.202803 .168.170. . p - Standard response OxfOod4 AaAA 2(

- w——- - —— - -

i

| Ethernet II, Src: QuantaCo_3¥2:41:8c (00:c0:9f:32:41:8c). Dst: AsustekC bl:0c:ad (00:e0:18:bl1:0c:ad)
# Internet Protocol Version 4] Src: 192.168.170.20 (192.168.170.20), Dst: 192.168.170.8 (192.168.170.§)

+ User Datagram Protocol, SrclPort: 53 (53), Dst Port: 32795 (32795)
I Nn_Name System (response)
.
IHRPv1 - Caendra Inc. © 2018 | p.30 1.127TCPAP
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1.1.2 TCP/IP

We can have a detailed look at each encapsulated layer
by expanding the respective fields.

|
Frame 2: 98 bytes on wire (784 bits), 98 bytes captured (/84 bits)
Ethernet II, Src: QuantaCo_32:41:8c (00:c0:9f:32:41:8c), Dst: AsustekC_bl:0c:ad (00:e0/18:bl:0c:ad)
) Internet Protocol version 4, Src: 192.168.170.20 (192.168.170.20), Dst: 192.168.170.8/(192.168.170.8)
@ User Datagram Protocol, Src Port: 53 (53), Dst Port: 32795 (32795)
= Domain Name System (response)
|Rgggg§; In: II
[Time: 0.000530000. seconds]
Transaction ID:|0x1032
@ Flags: Ox8180 standard query response, NO error
Questions: 1
Answer RRs: 1
Authority RRs: 0
Additional RRs: 0
F Queries
# google.com: type TXT, class IN
7 Answers

. .-
IHRPv1 - Caendra Inc. © 2018 lp‘éjf ‘
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1.1.2 TCP/IP

Encapsulation

What is important to understand, is that what we see in
Wireshark is Wireshark’s interpretation. As you can imagine,

there is margin for error. Hopefully, Wireshark and other tools
feature packet bytes panes (displaying the whole frame).

By taking the displayed hexadecimal values in those panes and
interpreting them ourselves, we can be 100% certain of the

interpretation result.
IHRPV1 - Caendra Inc. © 2018 | p:32 4
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1.1.2 TCP/IP

As already mentioned, the packet bytes pane displays
the whole frame. We'll have to click on the layer of
interest to highlight the values associated with it.

—-‘-‘

= Domain Name System (query
Transaction ID: 0x3f76
# Flags: 0x0100 standard query
Questions: 1
Answer RRs: 0
Authority RRs: 0
Additional RRs: 0
- Queries
< www.google.com: type A, class IN
Name: www.google.com
Type: A (Host address)
Class: IN (0x0001)

"

30 46 9a 99 ¢5 72 90 4¢c e5 be 15 63 08 00 45 00
00 3¢ 40 9f 00 00 80 11 76 b5 ¢O a8 01 Ob cO a8
01 01 cb 8e 00 35 00 28 76 01 00 00 01
00 00 00 00 00 00 03 7 7 6f 6f 67 6¢C
655 03 63 6f 6d 00 00 01
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1.1.3 Request For Comments (RFC)

Knowing how normal traffic looks like is of great
importance. Then, and only then, you will be able to spot
abnormalities when analyzing traffic.

For this matter, Request For Comments (RFC) is an
invaluable resource. RFC are documents that strictly
describe the expected standards for a particular protocol.

4
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1.1.3 Request For Comments (RFC)

For example, RFC 793 — Transmission Control Protocol

describes TCP functionality and implementation details as
well as the interface using which TCP services are
requested.

IHRPV1 - Caendra Inc. © 2018 | p.35
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1.1.3 Request For Comments (RFC)

That being said, RFC documents can be ambiguous or even
not extensive at times.

As an analyst, you will have to combine RFC with
environment context in order to conclude if something
poses as a threat or not.
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1.1.4 Traffic Analysis Tools

Before we continue diving into the Network Access/Link
layer, let's talk about the traffic analysis tools we will utilize.

Wireshark and the tcpdump are the weapons of choice
when it comes to traffic analysis.

IHRPV1 - Caendra Inc. © 2018 | p.37 v 1.1.4Traffic Analysis Tools
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1.1.4 Traffic Analysis Tools

filtering and searching capabilities.

Wireshark’s cons include a sometimes inaccurate

interpretation and a difficulty in effectively handling very
large pcap files.

1.1.4 Traffic Analysis
Tools

IHRPV1 - Caendra Inc. © 2018 | p.38
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1.1.4 Traffic Analysis Tools

tcpdump is also a powerful network protocol analyzer that
can go to the deepest level of packet inspection. It can be

found on most package managers and it can easily handle
very large pcap files.

tcpdump’s cons include a minimal protocol decoding list
and a requirement for interpreting things ourselves.

1.1.4 Traffic Analysis
Tools

IHRPV1 - Caendra Inc. © 2018 | p.39
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1.2

Analyzing & Detecting IEEE |-
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1.2 Analyzing & Detecting IEEE 802.x Link Layer Attacks

We briefly covered some important networking concepts,
and now, things will get practical. We will start the practical
part of this module by analyzing and detecting IEEE 802.x
Link layer attacks.

But before analyzing and detecting IEEE 802.x Link layer
attacks, let’s first have a look at the IEEE 802.x Link layer
itself.

1.2 Analyzing & Detecting IEEE

IHRPV1 - Caendra Inc. © 2018 | p41 ¥ 802.x Link Layer Attacks




OUTLINE

1.2.1 The Network Access/Link Layer

The |IEEE 802.x Link layers are a family of standards that
enable intercommunications between equipment from a
variety of manufacturers.

This family of standards actually specifies functions of the
physical layer and the data link layer of major LAN
protocols.

1.2.1 The Network
IHRPv1 - Caendra Inc. © 2018 | p.42 ¥ Access/l_jnkeL[:;err
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1.2.1 The Network Access/Link Layer

.The most known link layers being used nowadays

802.3: Ethernet

211 : Wireless

02.15.1: Bluetooth

1.2.1 The Network
IHRPv1 - Caendra Inc. © 2018 | p.43 Access/;nkef:;rf
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1.2.1 The Network Access/Link Layer

Let's focus on 802.3 and start covering it, by analyzing the
link layer frame.

The link frame actually consists of the Ethernet header plus
all following layers.

1.2.1 The Network
IHRPv1 - Caendra Inc. © 2018 | p.44 Access/snkef:;rr
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1.2.1 The Network Access/Link Layer

After the Ethernet header, we find data whose size could

reach up to 1500 bytes. As you already know, that data can
be IP, a transport protocol and data (recall encapsulation),

but it can also be ARP.

The Ethernet header has a length of 14 bytes. The Ethernet
frame, in turn, must have a length of at least 64 byies,
according to specification.

1.2.1 The N k
IHRPv1 - Caendra Inc. © 2018 | p.45 Access/snkef:;rr




OUTLINE

1.2.1 The Network Access/Link Layer

If the frame has a shorter length, a trailer of 0s must be

added to pad the number of bytes to 60. Why 60 and not
647? This is because, the Ethernet frame also features a 4-

byte trailer known as CRC (Cyclic Redundancy Check), used
to identify frame corruption.

If you do the math, the maximum Ethernet frame length is
1518 bytes.

1.2.1 The Network
IHRPv1 - Caendra Inc. © 2018 | p.46 Access/snkef:;rr
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1.2.1 The Network Access/Link Layer

Link layer communication is facilitated by Network
Interface Cards (NICs) and the respective device drivers.
Using those, a host can interact with the physical medium
on which it resides.

Any NIC has a unique identification number known as a
MAC address which is issued by the NIC’s manufacturer
during NIC creation. MAC addresses are static 48-bit long
numbers.

P 4 1.2.1 The Network
IHRPv1 - Caendra Inc. © 2018 | p.47 AccessiLink Layer




1.2.1 The Network Access/Link Layer

Here is a MAC address break
down. To decode a MAC
address, we split it in half; this
will give us the OUI and the
network ID.

We can then lookup the OUI on
a website, such as

https://www.macvendorlookup.

OUTLINE

weoyIubig 3sopy

1

6th Byte

Organisational
Unique Identifier (QUI)

weoyubig 1see

Network Interface
Specific Identifier

com/, to reveal the NICs
manufacturer.

https://www.macvendorlookup.com/

Sl 1.21 The N k
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1.2.1 The Network Access/Link Layer

According to the TCP/IP stack, the IP layer will have to find
a way to talk to the Link layer; this is done through an IP-to-
MAC address association.

The IP layer communicates using IP addresses, whereas
the Link layer communicates using MAC addresses.

4
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1.2.1 The Network Access/Link Layer

What makes this association possible in IPv4 is ARP.

In IPv6, Neighbor Solicitation is used to request for a MAC
address associated with a given |IPv6 address, and
Neighbor Advertisement is used for sending the response.

4
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1.2.1 The Network Access/Link Layer

In contrast to MAC addresses, IPv4 addresses are software
addresses that can change over time and they have a

length of 32 bits.

The same applies for IPv6 addresses, but they have a
length of 128 bits.

1.2.1 The Network
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1.2.1 The Network Access/Link Layer 1250

At this point, it should be noted that ARP traffic is

generated only when two hosts residing in same local
network want to communicate. If the two hosts reside on

different physical segments, traffic will be routed via the
Internet layer first and then passed to the Network Access
layer.

You can read more about ARP in RFC 826.

; 4 1.2.1 The Network
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1.2.2 ARP's Security Shortcomings .12

Over the years ARP has been greatly abused by attackers, due to its
Inherent security shortcomings.

« There is no way to validate MAC address ownership whenever an
ARP request or response is issued.

ARP is stateless. Whenever an ARP response is received, hosts will
create or update a cache entry with the observed IP/MAC pair
(regardless of them issuing an ARP request or not).

An initial ARP request can result in the requester's IP/MAC pair being
cached by listening (for broadcasts) hosts; this is done to reduce
ARP broadcast requests.

== 4 1.2.2 ARP's Security
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1.2.2 ARP's Security Shortcomings

Those ARP shortcomings can be leveraged by an attacker

to launch man-in-the-middle attacks, where he/she can

pose as just another host on the local network or even as a
router.
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1.2.2 ARP's Security Shortcomings

If such attacks are executed successfully, the attacker can
receive traffic destined for another host, inspect it or alter it
and ultimately forward it to the original destination.

Not only that, but the attacker can also receive, inspect or
alter the traffic from the original destination and ultimately
forward it back to the original sender.

OUTLINE




OUTLINE

1.2.2 ARP's Security Shortcomings

L et's see how we can detect such attacks on the wire.
First, let's see some normal ARP traffic...

Note: Refer to the Wireshark Display Filter Reference for
ARP, here, on more techniques to filter ARP traffic.
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1.2.2.1 ARP Attacks & Detection

Below is a snapshot of 2 packets: 1 ARP Request & 1 ARP Reply.

A Jap

No. Time Source Destination Protocol Length Info
11 5.166850 26:11:59:88:53:02  Vmware_al:f4:de ARP 42 Who has 10.54.15.68? Tell 10.54.15.100
12 5.215241 Vmware al:f4:de 26:11:59:88:53:02 ARP 60 10.54.15.68 is at 00:50:56:a1:f4:d@

To see the MAC Address for both the source and destination, we can make a quick
change within Wireshark: View > Name Resolution > Resolve Physical Addresses.

(R e

No. Time Source Destination Protocol Length Info
11 5.166850 26:11:59:88:53:02 80:50:56:a1:f4:d@ ARP i 42 Who has 10.54.15.68? Tell 10.54.15.160 j

12 5.215241 00:50:56:a1:4:d@ 26:11:59:88:53:02 ARP 60 10.54.15.68 is at ©0:50:56:al:f4:de

4 1.2.2.1 ARP Attacks &
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1.2.2.1 ARP Attacks & Detection

Here we see an ARP Request
packet.

We know it’s an ARP Request
by the Opcode, request (1), in
the highlighted line. We can see
that the device at 10.54.15.100
needs the MAC address for
10.54.15.68 to begin
establishing communication
with it. If the device at
10.54.15.100 already knew that
MAC address for 10.54.15.100,
then it would be contained
within it's ARP table (arp -a or
arp from the command line).

Hardware type: Ethernet (1)

Protocol type: IPv4 (0x0800)

Hardware size: 6

Protocol size: 4

Opcode: request (1)

Sender MAC address: 26:11:59:88:53:02
Sender IP address: 10.54.15.100

OUTLINE

b Frame 11: 42 bytes on wire (336 bits), 42 bytes captured (336 bits)
» Ethernet II, Src: 26:11:59:88:53:02, Dst: 00:50:56:01:€4:40
4 Address Resolution Protocol (request)

Target MAC address: ©0:00:00:00:00:00

al f4 40 26 11 59 88 53 @2
e 26 11 59 88 53 @2

20 22 0a 36 of 44

o8 o
e 3

20 01

6
6 of

. - _
ol 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

In this packet, we have the

. b Frame 12: 60 bytes on wire (480 bits), 6@ bytes captured (480 bits)
reply to the previous packet. > Ethernet II, Src: ©0:50:56:a1:f4:d@, Dst: 26:11:59:88:53:02
4 Address Resolution Protocol (reply)

This packet is the ARP
Reply packet. We can
quickly tell by the Opcode,
reply (2). Within this packet,
we see that the Sender MAC
address has been populated
with the MAC address of the
device at 10.54.15.68. This
MAC address will be added
to the ARP table of
10.54.15.100.

Hardware type: Ethernet (1)
Protocol type: IPv4 (©x©30Q)
Hardware size: 6

Protocol size: 4

nder MAC address: ©0:50:56:a1:f4:d@
Sender IP address: 10.54.15.68
Target MAC address: 26:11:59:88:53:02
Target IP address: 10.54.15.100




OUTLINE

1.2.2.1 ARP Attacks & Detection

The previous packets were generated within a virtual
machine.

The following packet will reflect an ARP Request within a
network using a broadcast address as the destination.

4
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1.2.2.1 ARP Attacks & Detection

Frame 1: 42 bytes on wire (336 bits) bits) on interface 3
Ethernet II, Src: 00:15:5d:81:49:18,|Dst: ff:ff:ff:ff:ff:ff
4 Address Resolution Protocol (request)
Hardware type: Ethernet (1)
Protocol type: IPva (Ox0800)
Hardware size: 6
Protocol size: 4 e —————— e ————
Opcode: request (1) Frame 2: 60 bytes on wire (480 bits), 6@ bytes captured (480 bits) on interface 3
Sender MAC address: 00:15:5d:0f:49:18 Ethernet I1I, Src: d4:be:d9:af:3e:4d, Dst: ©0:15:5d:0f:49:18
Sender IP address: 172.16.2.3 4 Address Resclution Protocol (reply)
—_— . Mardware type: Ethernet (1)
Protocol type: IPv4 (Ox0800)
Mardware size: 6
Protocol size: 4
Opcode: reply (2)

T W TR p— Sender MAC address: |dé:be:d9:af:3e:4f
S5 A0S0 18 S 08 SR GL Sender IP address: 172.16.2.27

9@ 1S Sd of 49 18 ac 10 92 @3
9@ ac 10 92 1b = Target MAC address: 00:15:5d4:0f:49:18

Target IP address: 172.16.2.3

9@ 15 Sd ef 49 18 d9 af 3e 4d 08 06 9@ @1
98 2@ 06 04 00 02 d9 af 3e 4f ac 10 @2 1b
20 15 5d of 49 18 22 03 02 00 00 20 00 00
20 00 00 00 00 00 02 00 o0 o0
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1.2.2.1 ARP Attacks & Detection

This is how ARP works if one of the hosts in the network asks for it;
however, this is not the only way though.

The so-called gratuitous ARP requests and responses are also
possible, and they are usually abused by attackers.

«  Gratuitous ARP request: It is a request packet where the source
and destination IP are set with the IP of the machine that is
issuing the packet and the destination MAC is the broadcast
address.

Gratuitous ARP reply: It is an ARP reply that has been sent

without being requested.
s
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1.2.2.1 ARP Attacks & Detection

Normal Gratuitous ARP

Make sure the MAC address is legit / belongs to your organization

w Address Resolution Protocol (request/gratuitous ARP)
Hardware type: Ethernet (1)

Protocol type: IP (0x0800)
Hardware size: 6
Protocol size: 4
Opcode: request (1)

[Is gratuitous: True]

ender MAC address: 00:50:56:¢0:00:01 (00:50:56:¢0:00:01)
Sender IP address: 192.168.11.200 (192.168.11.2600)

arget MAC address: 00:50:56:¢0:00:01 (00:50:56:¢0:00:01)
Target IP address: 192.168.11.200 (192.168.11.200)

. -
N 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

Attacker-crafted Gratuitous ARP

Looks like a crafted/illegitimate MAC address

v Address Resolution Protocol (request/gratuitous ARP)
Hardware type: Ethernet (1)

Protocol type: IP (0x0800)

Hardware size: 6

Protocol size: 4

Opcode: request (1)

[Is gratuitous: Truel

Sender MAC address: aa:bb:cc:dd:ee:ff (3a:bb:cc:dd:ee:ff)
Sender IP address: 192.168.11.200 (192.168.11.200)

Target MAC address: aa:bb:cc:dd:ee:ff (aa:bb:cc:dd:ee:ff)
Target IP address: 192.168.11.200 (192.168.11.2080)

) A
= '1“ 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

Gratuitous ARP may be useful to detect IP conflict or simply
inform other hosts/switches of a MAC address in the

network, but attackers can also use these packets to mount
ARP poisoning attacks.

We will see how shortly.

- 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

Now, we'll look at examples of ARP traffic using Wireshark.

Remember the following tips regarding normal and suspicious
ARP traffic.
« Normal: ARP broadcasts are normal from both clients
and servers, including network devices at a reasonable
flow.

Suspicious: Tens, hundreds, or even thousands of ARP
broadcast messages within a small time window.
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1.2.2.1 ARP Attacks & Detection

Here we see a snapshot of a packet capture, which shows 7 ARP
Request packets sent via broadcast.

Via physical address name resolution within Wireshark, the source

device seems to be a Cisco device and it's checking on the status of
various devices on the network.

No. Time Source Destination Protocol Length Info

1 ©.000000 Cisco251 af:f4:54 Broadcast ARP 6@ Who has 24.166.173.159? Tell 24.166.172.1
2 ©.098594 Cisco251_af:f4:54  Broadcast ARP 60 Who has 24.166.172.141? Tell 24.166.172.1
3 ©.110617 Cisco251_af:f4:54 Broadcast ARP 6@ Who has 24.166.173.161? Tell 24.166.172.1
4 0.211791 Cisco251_af:f4:54 Broadcast ARP 60 Who has 65.28.78.76? Tell 65.28.78.1

5 08.216744 Cisco251_af:f4:54 Broadcast ARP 60 Who has 24.166.173.163? Tell 24.166.172.1
6 ©.307909 Cisco251_af:f4:54 Broadcast ARP 60 Who has 24.166.175.1232? Tell 24.166.172.1
7 ©.330433 Cisco251_af:f4:54 Broadcast ARP 60 Who has 24.166.173.165? Tell 24.166.172.1

A N 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

Now, how would we know if this is suspicious traffic or not?
How do we know it's not just a configuration issue within
the Cisco device or it's normal behavior? Do you even have
Cisco equipment on the network?

Based on your response to these questions and others,
you'll know whether this needs to be looked into further. In
our case, we'll assume its normal.

. . 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

OUTLINE

How about this traffic? Would it be considered suspicious or normal?

No.

Time
., 162590056
.164533730
.166589500
.171696684
.173595193
.175482595
.177434405
.179428423
.181401311
.183387692
.185470650
.187379238
.189625522
.191455492
.193387656
.195423342
.197387752
.199389322
.201395568
.203388474

Source

Destination

Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast
Broadcast

Protocol

Length Info

172.

172.
172.
172.
172.
172.
172.
172.
172.
172.
172.
i172.
172.
172.
172.
172.
172,
172.
172,
172.

RS RL RS RO RS RERERT) ¢

aRaAAAANANA -

has
has

QAANANNA AN ANNN A NN A

| 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

That is definitely suspicious traffic.

Even without knowing off hand what legit device can potentially
have that MAC address on your network, but just based on the
flow and speed of the ARP Requests, we can tell something is
odd.

Starting from packet 15, the IP addresses increment by 1 and
time intervals between packets are relatively small which

indicates a scan.

e 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

As already mentioned, there are other techniques in which

ARP can be used for nefarious purposes, such as ARP
Spoofing/Cache Poisoning attacks.

4
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1.2.2.1 ARP Attacks & Detection

ARP poisoning can be exploited to add fake information between two
communication peers into a local network. In a scenario in which M
(the attacker) wants to listen to all the traffic between A and B, M
would have to send fake IP/MAC pairs to both A and B, making himself

the Man-in-the-Middle.

—e——e——p
Fake IP/MAC Fake IP/MAC

pairs pairs
Server (A) Attacker (M) Victim (B)

| 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

~ ARP Poisoning

The following are the steps for a successful attack:

1. M would pretend to be B to A: it will send a gratuitous ARP
reply with the pair: IP_B->MAC_M

2. M would pretend to be A to B: it will send a gratuitous ARP
reply with the pair: IP_A->MAC_M

Because of the TTL in hosts ARP caches, an attacker would need to
send these packets at intervals lower than the timeout (usually every 30

seconds is a good choice). !
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1.2.2.1 ARP Attacks & Detection

ARP Poisoning
Once the gratuitous ARP packet is sent, B's ARP cache gets poisoned

with the entry: TP 2->MAC M. Next time B wants to send a packet to A,
it will be forwarded to M.

Server (A) Victim (B)

Gratuitous ARP Packet

Altacker (M)

. 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

The same thlng happens against A. The attacker sends the gratuitous

ARP packet, and A's ARP cache gets poisoned with the entry TP B-
>MAC M. Next time A wants to send a packet to B, it will be forwarded to

.| ARP Cache Victim (B) e (FEAT | ‘

IP_B: MAC_M
IP_G: MAC_G

Server (A)

Gratuitous ARP Packet 7
MAC: MAC_M
IP: IP_B
Attacker (M) G
. 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

This attack leaves the MAC address of the attacker in the
ARP cache of the victims.

Another gratuitous ARP with correct values would restore
the correct values after the sniffing is completed.

4
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1.2.2.1 ARP Attacks & Detection

LAN, it uses the default gateway.

The default gateway MAC address must be used to forward the
packet along with the correct IP address configured by the
administrator or given by DHCP.

The use of ARP poisoning in this scenario leads to a MITM attack

from local to remote.
4
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1.2.2.1 ARP Attacks & Detection

This diagram explains the MitM scenario. Host A sends all the traffic aimed for the internet through the
Attacker.

Victim (A)

MAC M Géleway H ‘
Altacker (M) ; i
I 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

~ ARP Poisoning

The following describes the steps that take place in the previous
scenario:

1. Host A wants to send packets to the Internet. It already has the
IP of the gateway (IP_G), and it needs the associated MAC

address.

2. M can use a gratuitous ARP reply to advertise itself as the
default gateway: binds IP_G with his own (MAC_M).

3. All the traffic meant to leave the LAN will pass through M, which ' - ‘

will then redirect it to the real gateway. i
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1.2.2.1 ARP Attacks & Detection

Consider the arp_poisoning.pcapng file found in this module's resources.
How about this traffic? Would it be considered suspicious or normal?

[ENgE— P oyt e ik

18. Veware eb:f7:91 Broadcast a2 Who has 192,168.1%3.1357 Tell 192,168.133.2
20, Vmware eb:$7:01 roadcast 42 Who has 192.368.15).1537 Tell 192,160.15).2
5 1. Veware eb:f7:91 Broadcast a2 Who has 192.368.153.1357 Tell 192,168.153.2
6 1. Veware ebi¥7:01 Broadcast 42 Who has 192.3168.153.1%37 Tell 192.1468.153.2

Tow Seww L ans o
Veware ebifz:9 Vamare cdieiich a 192,168.153.2 is 4t QO:50:56:0b:f7:0

Frame 3270: 42 bytes on wire (336 bits), 42 bytes captured (336 bits) on interface @
Ethernet 11, Src: Veware eb:f7:91 (00:50:56:eb:f7:91), Dst: Veware cd:e3:c0 (09:0¢:29:cdie3:c0)
|_Address Besolution Protocol (reply)

T S i [T

Lol Visdare _20:bcila Viware cd:ed: 00 92, 1%2.72 2% A% D0I0c: 20 2 hic e
a148 Visare obi:f2:01 Broadcast “ 0 has 192,168,353, 3357 Tell 102,168,
4149 Vmsare ob:f7:01 Broadcast a9 has 192.368.153.31537 Tell 193,188,
4270 Veare ebi:f7:91 Broadcast has 192,168,153, 1057 Tell 192,168,
4271 Veare eb:fr:01 Broadcast a2

4296 Veare 20:bciie Veware cdied: . «A53.2 1% AT DD 29:20:0¢: 14
3394 Vimsare_ob:f7:91 Broadcast 192.160.353.1357 Tell 192,108,
2195 Veare_eb:f7:91 Rroadcast 192.168.153.1537 Tell 192,168
537 Vesare ebif7:91 Broadcast 162.168.153.1357 Tell 193.168
4538 Visare eb:f7:91 Brosdcast 152,008 3053 1530 tell 192 168
4565 Vmare _Jo:bcrie Vemare cdied: . A53.2 s N'l\"l"-‘.!d:hr‘“]
4679 Vmsare eb:f7: Broadcast 192.168.153.1357 Tell 192.168.
46080 Viare ebif7: Broadcast 192.168.153.31532 Tell 192.188.
4821 Veare obif7;: Broadcast 192.168.153,1352 Tell 197.168
4822 7. Vemare cb:if7: Broadcast i
AS64 7. Vmsare 20:bc: Vasare cd: 3 s J193.2 4% 4t DOIOc129:129:bc 114

| 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

Consider the arp_poisoning.pcapng file found in this module's resources.
How about this traffic? Would it be considered suspicious or normal?

- Ten Seew Twswenr - L L]

0 18. Vaware eb:f7:91 Broadcast ARP a2 who has 192.168.133.1357 Tell 192,168
The rOUterS MAC 20, Vmware eb:$7:01 roadcast Alp a2 Who has 192.168.15).1537 Tell 192,160
address is 5 1. Veware_eb:f7:91 Broadcast ARP 4z Who has 192.3168.153.1357 Tell 192,168

6 1. Veware eb:¥7:01 Broadcast AP 42 Who has 192.3168.153,1%37 Tell 152.148
00:50:56:eb:f7:91
. Tew Sowrw et ~vau - L]

\—’ Vamare cdieiich ARP a“ 192,168.153.2 is 4t QO:50:56:0b:fF7:0

Frame 3270: 42 bytes on wire (336 bits), 42 bytes captured (336 bits) on interface @
Ethernet 11, Src: Veware eb:f7:91 (00:50:56:eb:f7:91), Dst: Veware cd:e3:c0 (09:0¢:29:cdie3:c0)
|_Address Besolution Protocol (reply)

Tw Sen I

(P - ADS1 7. Vesare J0ibcila Viware cd:ed: p w.)'v‘.l 18 A1 D010 20 20 Uc 1A
A maIIC|0us devlce on A14R 7. Veare obi:f7:01 Broadcast who has

192,168, 353,335 Tell 102,188,

] 2 A149 7 VYeuare ob:f2:91 Broadcast Who has 192.360.15).1537 Tell 192,188,
the network is telling AN 7 e AN s

Broadcast 192,068,053, 1057 Tell 192,168,
P < P

that the router's MAC 4273 7. Vmere_op: £7 19 Sropdcass

4296 7. Veware ibesie Veware cdied: «A53.2 1% AT DD 29:20:0¢: 14

address |s 2304 7. vesare_eb:f7:91 Broadcast Who has 192.168.153.1357 Tell 192.168. GratUitous

4195 7. Veware eb:f7:91 Broadcast Who has 192.168.153.15%37 Tell 192,168

00:00:29:20:[)0:14, by 4537 7. Vmmare_ebif7:91 Broadcast Who has 192,168.153.1352 Tell 192.168.153. ARP Replies

4538 7. Vemare ebif7:91 Brosdcast MWho has 152 168 353 15937 Tell 192 168 15%)

|Ssu|ng gratu[tous 4565 7. Vemare_29:bcrie vemare _cdied: [192.168.153.2 15 at 00:0c:26:0:bc:14 |

= 4679 7. Vesare eb:f7:91 Broadcast Who has 192.168.153.1357 Tell 192.168.1%3,
ARP rephes at 4680 7. Vemare _ebif7:9) Broadcast Who has 197.168.153.1532 Tell 192.368.1%3.
4821 7. Vesare obif7:91 Broadcast Who has 192.168.153,1352 Tell 197.168.153,

frequent intervals . 4022 7_ vesare_cb1§7:91 Brosdcast 522 53.

AS6A 7. Vmware t 134 Vasare cdied: s J153.7 1% At DO 2G:129:bc 114

N e |
N 1.2.2.1 ARP Attacks
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1.2.2.1 ARP Attacks & Detection

We can actually identify the malicious device on the network since we
know the MAC address of the attacker, by doing the following:

Let's filter the traffic looking for frames that hold the attacker's MAC address. We can see the ARP replies we saw earlier in
addition to an ACK segment coming from 192.168.153.154 which contains the attacker's MAC address we got earlier.

B et ads v n00:00:29:200c: 14 | / <)

re Time Source Oestraton

3614 5.. Vmware 20:bc:14 Vmware cd:e3: mis at 00:0c:29:20:bc:14
3620 S.. Vmware_20:bc:14 Vmware_cd:e3: 192.168.153.2 is at 00:0¢:29:20:bc:14
3625 5.. Vmware_20:bc:14 V —&d 192.168.153.2 is at 90:0c:29:20:bc:14
3631 6.. Vmware_20:bc:14 Vmware cd:e3: 192.168.153.2 is at 00:0¢:29:20:bc:14
3637 6.. Vmware_20:bc:14 Vmware cd: 192.168.153.2 is at 00:0¢:29:20:bc:14
3643 6.. Vmware 20:bc:14 edic 192.168.153.2 is at 00:0¢:29:20:bc:14

3647 6.. |192.l68.1$3.154| 8.41.222.241 4 49530 » 443 [ACK] Seq=1736 Ack=5874 Win=64240 Len=0

| 1.2.2.1 ARP Attacks
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1.2.2.2 ARP Spoofing Prevention

How you can prepare against ARP spoofing attacks, you
may ask.

Using Static ARP could help, but it is not a feasible
approach into large and always-changing networks.

Tools like arpwatch can detect but not stop such attacks

Switches usually feature protections against ARP
spoofing

: 4 1.2.2.2 ARP Spoofing
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1.2.3 Other Sniffing Attacks & Detection

With hardware switches, traffic sniffing, in general, is more
difficult.

In a normal and not stressed switched network, sniffing for
data is impossible, due to the fact that switches store the
MAC address to physical switch port pairing in their
Content Addressable Memory (CAM) table.

1.2.3 Other Sniffing Attacks &
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1.2.3 Other Sniffing Attacks & Detection

Efficient attack techniques have been introduced though, to B
force switches to behave like a hub and then forward
frames on all the ports.
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1.2.3 Other Sniffing Attacks & Detection

Such a technique is called MAC Flooding. MAC flooding is
meant to stress the switch and fill its CAM table.

A CAM table keeps all the info required to forward frames
to the correct port: <MAC address - port number - TTL>.

4
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1.2.3 Other Sniffing Attacks & Detection

When the space in the CAM is filled with fake MAC
addresses, the switch cannot learn new MAC addresses.

The only way to keep the network alive is to forward the
frames meant to be delivered to the unknown MAC address
on all the ports of the switch, thus making it fail open, or act
like a Hub.

4
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1.2.3 Other Sniffing Attacks & Detection

That being said, port security measures exist that can
restrict the association of a port with a single source MAC
address.

Additionally, there are switches that can be configured in
such a way so that acting like a hub is prohibited.

4
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1.2.3 Other Sniffing Attacks & Detection

Consider the mac_flood.pcapng file found in this module’'s resources
and assume we are dealing with a switched environment.

How about this traffic? Would it be considered suspicious or normal?

75..44.156.190.13 179.237.151.7
85..59.13.56.57 69.243.240.42

14 5.. 251.89.114.49 243.32.172.83

16 5... 67.70.73.106 96.63.103.53 60 4 e ‘

19 5.. 100.155.59.114 191.78.228.5 6e -
20 5.. 158.111.84.82 58.25.177.62 60 2

N 1.2.3 Other Sniffi
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1.2.3 Other Sniffing Attacks & Detection

Consider the mac_flood.pcapng file found in this module’'s resources
and assume we are dealing with a switched environment.

How about this traffic? Would it be considered suspicious or normal?

What we can easily

identify, is that:
1. Thetraffic capture 75.. 44.156.190.13 179.237.151.7

file is full of 8 5.. 59.13.56.57 69.243.240.42
malformed
packets.

. Packets don't
belong to the
segment where we
sniffed traffic 14 5.. 251.89.114.49 243.32.172.83
(their origin is
quite sparse 16 5... 67.70.73.106 96.63.103.53 60

actually). 2 = ‘

There must be

something going on. 19 5.. 100.155.50.114 191.79.228.5 P
20 5... 158.111.84.82 58.25.177.62 0

‘ 1.2.3 Other Sniffi
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1.2.3 Other Sniffing Attacks & Detection

Let's make sure by utilizing statistical analysis. First, download and
install a trial of Colasoft's Capsa. Now open Capsa and navigate to the
Replay tab. From there, add mac_flood.pcapng, choose Full Analysis
and press Start. Once analysis is done, navigate to the Summary tab,
where you will find the below information.

= Address
MAC Address
1P Address
Local IP Address
Remote IP Address

] 1.2.3 Other Sniffing
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1.2.3 Other Sniffing Attacks & Detection

Let's make sure by utilizing statistical analysis. First, download and
install a trial of Colasoft's Capsa. Now open Capsa and navigate to the
Replay tab. From there, add mac_flood.pcapng, choose Full Analysis
and press Start. Once analysis is done, navigate to the Summary tab,
where you will find the below information.

= Address Count
MAC Address > 633426

1P Address 633,424
Local IP Address 4219 : : ‘
Remote IP Address 591,233 . I

The amount of unique MAC addresses is unusually high!

| 1.2.3 Other Sniffing
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1.2.3 Other Sniffing Attacks & Detection

Let's visualize things to have a better understand of what is
going on.

To do so, expand MAC Explorer and in turn expand Local
Segment.

Now, navigate to the Matrix tab.
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1.2.3 Other Sniffing Attacks & Detection

You will be presented with the following:

Red lines indicate one-way transmitting.
It looks like someone is crafting
(malformed) packets, in order to
perform a MAC flooding attack.

i

1.2.3 Other Sniffi
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1.2.3 Other Sniffing Attacks & Detection

For the complete picture, also browse the MAC

will be presented with the following:

Conversation tab. You

Node 1>

WD 20061633649
B aararsseans
B8 ADACHB4BCO04
59 menCeem
WD SCanAn6LBL
B9 31:A9.20:6487.80
5 CO30ACAD:28:47
D eeda:58.73C880
D AECHALED9D:3C
D 3008:82 THAKTE
KD SEAJEEST0ABE
WD 366108312552

«- Nede 2

Usassoena 0

W3 TRAEFRCCCR SR
B S4BCEFA00A
W) 0Careiness
W) A0 36763020
W 0003720792
W) ceelee moe g
W 640 FASADRAC
9 17FAGE2003:69
¥ onETEARA2CE
W) AAFRIA0CO9
W 10:0207:95ADG3
W AASEFEIRACH

m.)

(.m

(T8

00e
®oe
Ll ol )
Qe
Q08
80Ee
“We
Lde o]}
008
K08
QX6
808

O OO0 00 000000 ol

| 20170877

2017/00/27 05,2745 295962000

2017/00/27 05:27:45.295562000
2017/0AT 052743, 295963000
2017/09/27 05:27:45. 295560000
201770027 05:27:45.295581000
017700727 05274529558 1000
2017700727 052745 295521000
201T/09/AT 0%:27:43.29%58 1000
2017/00/27 05:27:45. 295982000
2017/09/2T 05:27:43, 295583000
2017/00/27 U5:2745.295999000
2017700727 5 2745296000000

2017/09/27 05:27.45 255962
201 7/09/27 05.277,45.295962
20177027 052145299963}
2017/08/27 052745 29%580)
2017/0027 052745295661
2017/09/27 052745295981
2017/0827 0427.45 29581
2017/08727 052745295581
201770827 0% 2745295982
2017/09/27 05:27.45.29558))
2017/09/27 052745295995}

20170027 052745296000/

OUTLINE

Almost all nodes only send one packet out.
Most packets are 60 bytes.

r 1.2.3 Other Sniffing
Attacks & Detection
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1.2.3 Other Sniffing Attacks & Detection

Finally, to be 100% sure of the assumption, browse the Packet tab. You
will be presented with the following:

Absohste Time

05:27:38.071805000
0527:38,071810000
0527:38.071810000
05:27:38,071517000
05:27:38.071817000
0527:38.07181%000
05:27:38.0712812000
0% 38,07 2808000
0%27.38.072809000
05:27:38,072510000
05:27:38.072&10000

0527.38,071809000 |

247.37.47.85:12205
186.113.202 706427
23267.158.11243070
77.158.241 5441646
2441543491422
152.122.154 9343651
225137242 793581
95.14.95,4850804
12.240.198.121:6430
187.132.136.1:12808
27.171.213.71:8%

Source Geolocat:

O -

 Germany

Local

Bogots, Bogota D.C Col..
Local

France

Local

Washsngton, Distnct of
Local

Istanbul Turkey
Middietown Township
Pueble City Puebls Mexi..
Republic of Kores

| 225.W02.95.5:4620

183.145.147.51:20592
£.145.20.52.50153
221.225.154.92:20401
76.186.6.7:44268
207.135.17.112:36658
52.190.246.118:63648
£4.49.150.000:6454
152.2.144.114:55693
223006254 91W\TT
2534.195.33:19780
216.97.32.93:3080

Destination Geslocation

] Lol
Shacwing, Zhejiang China
United States
Nangng Jiangsu China
Ponan, Greater Poland ..
Fedwood Cry, Calforma.
San Jose, Caldorma Unit.
San Diego, California, Uni.
Chapel Hill Nomth Carch
hanguiu, Chira
Local
Dallas Texas United States

gssseesssss @i
oo oo oo0e oo ol

The time difference between each packet transmission is extremely low,
causing pressure to the switch. We can safely conclude we are dealing

with a MAC flooding attack.
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1.2.4 802.11 Wireless

To conclude covering the Network Access/Link Layer, let's
also take a look at 802.11 wireless.

We will focus on a clear-text frame that can be provide us
with some context.

4
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1.2.4 802.11 Wireless

Compared to wired packets, wireless ones feature a 802.11 (layer 2) header. This
header contains additional information regarding the packet and medium upon
which it travels. The types of 802.11 packets are:

Management: Connectivity between hosts at layer 2 is based upon those
packets.

Authentication packets

Association packets } subtypes

Beacon packets

Control: Delivery of packets is enabled by those packets. Congestion is also
“requlated” by them.
Request-to-send packets |
o Clear-to-send packets subtypes
Data: Those packets are the actual data containers. They are the only packet
kind that can be passed from the wireless to the wired network.

.
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1.2.4 802.11 Wireless

The structure of a wireless packet depends on its type and
subtype. As you can imagine, a lot of different structures
exist. Let's focus on one of the most informative ones, the
beacon packet.

Beacon packets are broadcasted from a wireless access
point to inform other listening wireless clients of its
existence and its connection requirements. T

-
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1.2.4 802.11 Wireless

Beacon frame capture

The 802.11 management
frame header contains

information such as:

Timestamp: Packet
transmission time
Beacon Interval:
Beacon packet
retransmission time
Capabilities
Information: Hardware
capabilities of the AP
SSID parameter set:
Network name
broadcasted by the AP
Supported Rates: Data
transfer rates
supported by the AP
DS Parameter set:
Channel on which the
AP operates

S

» Frame 1: 132 bytes on wire (1056 bits), 132 bytes captured (1056 bits)
~ IEEE 802.11 Beacon frame, Flags:
Type/Subtype: Beacon frame (0x0008)
» Frame Control Field: ©x8000
.000 0OGPO 0OOO 00BO = Duration: © microseconds
Receiver address: Broadcast (ff:ff:ff:ff:ff:ff)
Destination address: Broadcast (ff:ff:ff:ff:ff:ff)
Transmitter address: D-Link _©Ob:22:ba (00:13:46:6b:22:ba)
Source address: D-Link _6b:22:ba (00:13:46:0b:22:ba)
BSS Id: D-Link_©6b:22:ba (©0:13:46:0b:22:ba)
vevs saae ... 0000 = Fragment number: ©
0101 9160 1000 .... = Sequence number: 1352
« IEEE 802.11 wireless LAN management frame
v Fixed parameters (12 bytes)
Timestamp: ©6x000000001685a181
Beacon Interval: ©.102400 [Seconds]
» Capabilities Information: ©x8431

Tag: DS Parameter set: Current Channel: 11

Tag: Traffic Indication Map (TIM): DTIM @ of @ bitmap
Tag: ERP Information

Tag: Extended Supported Rates 9, 18, 48, 54, [Mbit/sec]
Tag: Vendor Specific: AtherosC: Advanced Capability
Tag: Vendor Specific: AtherosC: Unknown

Tag: Vendor Specific: AtherosC: eXtended Range

Tag: Vendor Specific: GlobalSu

VR YVYVIVvVRYV

v Tagged parameters (96 byte
» Tag: SSID parameter set:
Tag: Supported Rates 1(B), 2 , 5.5(B), 11(B), 6, 12, 24, 36, [Mbit/sec]

IHRPv1 - Caendra Inc. © 2018 | pJ—Uﬁ
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1.2.4 802.11 Wireless




Analyzing & Detecting

IP Layer Attacks
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1.3 Analyzing & Detecting IP Layer Attacks

Now that we have covered analyzing and detecting IEEE
802.x Link layer attacks, it is time to focus our attention on

the IP layer.

But before analyzing and detecting IP layer attacks, let's
first have a look at the IP layer itself.

1.3 An & Detecting IP Layer
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1.3.1 The IP Layer

The IP layer’s functions are related with how packets are
transferred from one hop to another.

Source and destination IP addresses are used by the IP

layer for inter-host communication. |IP addresses reside in
the IP header of the IP packet.

W
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1.3.1 The IP Layer

It should be noted that IP packets travel individually as they
are directed to their destination.

For example, IP packets from the same source that are
travelling to the same destination could get there through
different routes.




OUTLINE

1.3.1 The IP Layer

During packet delivery, a lot of things can go wrong. The IP layer
has no built-in mechanism to identify when a packet gets lost,

expired or dropped.

The Transport protocol or the application itself is responsible for
identifying and resolving any packet loss.

You can read more about IP in RFC 791.

We will cover both IPv4 and IPveé. | ‘
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1.3.1 The IP Layer

Below you can see a representation of the IP header. Note that in order
to facilitate de-encapsulation, the IP header features three distinct
length values.

Length (IP header length): A field 7 8 15 16
containing the length of the IP Type of Service
header. Lend™ | |5 prac or DSCP A

Identifier Flags Fragmented Offset

Total Length (IP datagram/packet
length): Specifies the length of the Time to Live Protocol Header Checksum
IP packet that includes the IP
header and the user data.

Source IP Address
Destination IP
Fragment(ed) Offset: In case of a Address
packet being divided, the Options and Padding
fragmentation offset value will be
used to reassemble the packet.
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1.3.2 Important IPv4 Fields

Let's elaborate more on some important and, oftentimes,
abused IPv4 fields.

only). If aninvalid IP Version value is identified at the host
or router level, the datagram/packet must be silently
discarded according to the respective RFC.
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1.3.2 Important IPv4 Fields

Oftentimes, attackers check the reactions of firewalls and IDS by crafting
and sending datagrams with an invalid IP version.

Consider the bad_ip_version.pcap file found in this module's resources.
How about this traffic? Would it be considered suspicious or normal?

| >> tcpdump -r bad_ip_version.pcap -ntx

reading from file bad ip version.pcap,

IP7

Ox0000:
Ox0010:
0x0020:
Ox0030:
Ox0040:
OXOOSOI

# tcpdump -r bad 1p version.pcap

250c 04db
cOa8 0104
adad 831f
5020 3269
42b0 68c9
df5f 7368

0001 0000 abbd
fd6d4d fe8d 4dec
c/b8 7df7 4f13
f56b 2889 dO4c
0678 ffoe 27cl
020b 2c4c cfed

6lfe
5b7c¢
3a86
22¢0
188b

ded6

cOa8
dc3b
eech
5¢59
7603
1052

-NTX

link-type EN1OMB (Ethernet)

0106
e405
d334
6683
037d

7492
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1.3.2 Important IPv4 Fields

Oftentimes, attackers check the reactions of firewalls and IDS by crafting and
sending datagrams with an invalid IP version.

Consider the bad_ip_version.pcap file found in this module’s resources. How
about this traffic? Would it be considered suspicious or normal?

>> tcpdump -r bad_ip_version.pcap -ntx

In yellow, we can
see that the IP
version field has
a value of 0x7.

We can safely
conclude we are
dealing with
malicious traffic.

Ox0000

0x0010:
Ox0020:
Ox0030:
Ox0040:
Ox0050:

# tcpdump
reading from file bad ip version.pcap,
IP7

. » J00c 04db
cOa8 0104
adad 831f
5020 3269
42b0 68c9
df5f 7368

0001
fd64
c/b8
f56b
0678
020b

0000 abbd
fe8d 4dec
7df7 4f13
2889 dO4c
ffee 27cl
2c4c cfed

6lfe
5b7c¢
3a86
22¢0
188b

ded6

-r bad 1p version.pcap
link-type EN1OMB (Ethernet)

cOa8
dc3b
eech
5¢59
7603
1052

-NTX

0106
e405
d334
6683
037d

7492
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1.3.2 Important IPv4 Fields

Let's continue analyzing important IPv4 header fields.

This time, let’s look at the IPv4 Protocol Number. Depending on
this field’s value the protocol/transport layer that follows the IP
header is identified.

The venerable Nmap network scanner leverages this to perform

IP protocol scanning against a given target. This type of
scanning is also a stealthier way to identify a live host.

| 1321 IPvd
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1.3.2 Important IPv4 Fields

Consider the proto_scan.pcap file found in this module's resources.
How about this traffic? Would it be considered suspicious or normal?

B >> tcpdump -r proto_scan.pcap -ntx -tttt

—————————————

1321 IPv4




1.3.2 Important IPv4 Fields

Consider the proto_scan.pcap file found in this module's resources.
How about this traffic? Would it be considered suspicious or normal?

_

1. Itis obvious that the 192.168.1.6
nost sends a great number of packets
to the 192.168.1.4 one at very at short
intervals.

2. Tne first IPv4 packet contains the 64
value hexadecimal (EMTP protocol} in
its IP Protocol field. The third IPv4
packet contains the Ob nexadecimal
value {Network Voice protocol) in its IP
Protocol field. The zame pattern
continues with all upcoming IPv4
packets containing all kinds of
protocols in their IP Protocol fields and
being sent at short intervals.

3. The multiple ICMP protocol [£d]
unreachable messages are a known
indicator, based on which Nmap
concludes if a protocol is supported on
a host or not.

We are most probably dealing with a
maelicious IP Protocol Nmap scan

>> tcpdump -r proto_scan.pcap -ntx -tttt
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1.3.2 Important IPv4 Fields v 130a

Another important set of IPv4 header fields are the Source IP Address
and the Destination IP Address fields. There are three golden detection
rules that are related to this set of IPv4 header fields.

* Incoming traffic to your network should obviously have a Source IP
Address that doesn't belong to your network address space. If it
does, it is most probably crafted.

Outgoing traffic from your network should obviously have a Source
IP Address that belongs to your network address space. If it doesnft,
there is most probably a misconfiguration or the address is spoofed.

Private network addresses or the loopback mode address also
require your attention

1.3.2 Important IPv4
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1.3.2.1 Abusing Fragmentation & Detection .

Let’s talk briefly about fragmentation. Fragmentation is the
action of dividing a packet whose size is greater than the
Maximum Transmission Unit (MTU) into equal-sized (except for
the last) packets, whose size is less or equal to the MTU.
Fragmentation can be performed by a router or the sending host
itself.

Each fragment'’s IP header contains fields and values that
facilitate reassembling the original packet at the destination.

4
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1.3.2.1 Abusing Fragmentation & Detection

What is of interested to us, is that fragmentation is
oftentimes abused for IDS/IPS evasion purposes.

When it comes to fragmented packets, IDS/IPS must act
just if they were the destination host, in terms of packet
reassembling. This is for obvious reasons, IDS/IPS need the
whole packet in order to inspect it.

4
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1.3.2.1 Abusing Fragmentation & Detection

That being said, attackers can introduce difficulties in the
reassembling procedure by the IDS/IPS, such as:

« Crafted fragmented packets with identical offsets but
different payloads

« Crafted packets arriving with a great time difference

4
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1.3.2.1 Abusing Fragmentation & Detection

For the IDS/IPS to safely perform such packet
reassembling and inspection, it should act just like the
destination host does.

Let's consider the delayed fragments case. If the IDS/IPS,
due to performance limitations, doesn't wait as long as the
destination does for a fragment to arrive, a delayed
fragment containing a malicious payload could evade it and
exploit the destination.

4
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1.3.2.1 Abusing Fragmentation & Detection ;

Consider the frag-based_scan.pcap file found in this

module's resources. Do you think this traffic is malicious?
| >> tcpdump -r frag-based__scan.pcap ~nEtx ~tEEt v

1.3.2.1 Abusi
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1.3.2.1 Abusing Fragmentation & Detection

Consider the frag-based_scan.pcap file found in this

module's resources. Do you think this traffic is malicious?
>> tcpdump -r frag-based__scan.pcap ~nEtx ~tEEt v
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1.3.2.1 Abusing Fragmentation & Detection

Consider the frag-based_scan.pcap file found in this

module's resources. Do you think this traffic is malicious?
| >> tcpdump -r frag-based_scan.pcap -ntx -tttt -v

e |-

Fragment
offzet

Fragments
follow

)
HINT: A stealthy mappinq_\technigue exists that leverages fragmentation. Specifically, the attacker sends an incompiete set of fragments (the zero offset fragment must be
included) to the scanned hosts. Of course, the scanned hosts should be fistening on the specified port or protocol.

If this is the case, once the first fragment is received, a timer is set. Once this timer expires, the receiving host transmits an ICMP “Fragment reassembly time exceeded” error
back to the attacker.
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1.3.2.1 Abusing Fragmentation & Detection

Consider the frag-based_scan.pcap file found in this

module's resources. Do you think this traffic is malicious?
>> tcpdump -r frag-based__scan.pcap ~nEtx ~tEEt v

1. Although there is a flag
designating that
fragments will follow, we
see no fragments arriving
for the next 30 seconds

2. Ultimately, we notice an
ICMP “reassembly time
exceeded” error being sent
back to the source that
transmitted the
incomplete fragment.

We are either dealing with
a host misconfiguration or
a stealthy scanning
attempt.
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1.3.2.1 Abusing Fragmentation & Detection

Let's see more malicious fragmentation examples.

An old DoS technique was sending an IP packet exceeding

the 65535 bytes limit of data via a ping command. As you
can imagine, this overly big packet would be fragmented
and reassembled at the destination host. When older
Operating Systems tried to reassemble such a packet they
experienced system crashes, reboots or major
degradations in performance.
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1.3.2.1 Abusing Fragmentation & Detection

In a traffic capture of such an attack, you should see the
following moments before the vulnerable system crashed.

This attack is known as ping-of-death.

OvAShA * 11 A 11 A 1 M 1 11 ; 'S 1 1 1
OXO5D0:. 4141 4141 4141 4141 4141 4141 4141 4141
AC ~0) « 1141 1121 1111 1141 1141 1141 1121 1141

Right after that, the value of the reassembled packet will exceed the 65535 bytes limit.

: 1.3.2.1 Abusi
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1.3.2.1 Abusing Fragmentation & Detection

Another malicious fragmentation example is the old and
UDP-based Teardrop attack.

In this case, crafted overlapping fragments were utilized in
order to introduce ambiguities in the reassembling
procedure and cause vulnerable systems to crash.

4
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1.3.2.1 Abusing Fragmentation & Detection

Teardrop attack on the wire

s Fram B 75 Byles en wice (300 Bits), T8 bytes capterwd (309 bits)
¢ Ethefret L1, Sre: Aostranf g9 AcTTE (08:40 X388 Te ), Dt STeshile of (onied (Mocon et
* Drmmrred Frateenl versien € Bear 005, Devi 43R, A5 3T

[

Frame 8 contains an IP fragment with a 36-
byte long payload. If you look at frame 9, it
states that this IP fragment starts at offset
24. Logically, it should be starting at offset
36. This overlap is the essence of the
teardrop attack.

1.3.2.1 Abusing
Fragmentation &....
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1.3.2.1 Abusing Fragmentation & Detection

You may think that there is no real value in studying
older/patched attacks, but older attack mechanics are
constantly being updated and reused to discover new
vulnerabilities.

This was the case with CVE-2018-5391 (aka
FragmentSmack). This attack resembled the way the
original Teardrop attack was executed and affected a
plethora of modern Windows (and Linux) targets.

4
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Truth be told, when the IPv4 specification was written, no

one could have predicted the amount of Internet-connected
devices we have today.

We are currently experiencing the exhaustion of the IPv4
address space. For this reason, a new version of the IP
specification was created back in 1998. This new version of
the IP specification was IPv6.

.
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This is only part of the story.

IPv6 also features security enhancements and higher
packet size limits.

0
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IPv4 addresses are 32-bits long, whereas |IPv6 addresses
are 128-bits long. This fact makes IPv6 addresses a bit
difficult to manage. We usually come across IPv6
addresses being written in eight groups of 2 bytes in
hexadecimal (e.g.1111:aaaa:2222:bbbb:3333:cccc:4444:dddd)

More on IPv6 addresses can be found at the following
resource:
http://www.gestioip.net/docu/ipv6_address_examples.html
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Let’s also see a brief comparison between the IPv4 and IPv6 headers.

IPv4 Header IPv6 Header

Version |  TrafficClass | Flow Label
Total Packet Length Payload Leagth l Next Header ] Hop Limit

Fragment Offset

Header Checksum ) by = Source 1P Address

Destination [P Addsess

Options

fne l!
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Let’s also see a brief comparison between the IPv4 and IPv6 headers.

Version

Traffic Class

Flow Label

Payload Length

Next Header

Hop Limit

Source Address

Destination Address

The version field iz 4 bits long and contzing the IP version 1o be expected in
the following contents; since we are talking about IPv6, this value is always
going to be 6 (0110).

The traffic class field is 8 bits long and operates the same as the IPv4 Type
of Service field; this includes support for the marking of traffic basedon 2
differentiated services code point (DSCP).

The flow label field is 20 bits long and is naw to IPvS. It enables the ability to
track specific traffic flows at the network layer.

The payload length field is 16 bits long and operates the same as the IPv4
length field; this field includes the length of the data portion of the IPv6
packet.

The next header field iz 8 bits long and operates similarly to the IPv4
protoco! field. The next header field indicates what to expect after the basic
IPv5 header; this includes options like a TCP or UDP header and packst.
The hop limit field is 8 bits long and operates similarly to the IPv4 Time to
Live field. This field is used to specify the maximum number of routers that
the packet is allowed to travel through before being discarded.

The source address field is 128 bits long and operates the same as the IPv4
source address field, with the exception of the length differences.

The destination address field is 128 bits long and operates the same as the
1Pv4 destination address field, with the exception of the length differences.

IPv6 Header

Version |  TrafficClass | Flow Label

32 bits
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Lets also see a brief comparison between the IPv4 and IPv6 headers.

Any IP options can now be specified in extension headers betwesn the IPVE headsr and the transport-related portion of the packet

Fragmentation, Flags, Checksum etc. can be specified in another extension header.
Validation now lies in the shoulders of the protocol checksums and their pseudo-headers. This means no re-computing of the IPvE
header is required by the routers. IPV6 Header

Version

Traffic Class

Flow Label

Payload Length

Next Header

Hop Limit

Source Address

Destination Address

The version field iz 4 bits long and contzing the IP version 1o be expected in
the following contents; since we are talking about IPv6, this value is always
going to be 6 (0110).

The traffic class field is 8 bits long and operates the same as the IPv4 Type
of Service field; this includes support for the marking of traffic basedon 2
differentiated services code point (DSCP).

The flow label field is 20 bits long and is naw to IPvS. It enables the ability to
track specific traffic flows at the network layer.

The payload length field is 16 bits long and operates the same as the IPv4
length field; this field includes the length of the data portion of the IPv6
packet.

The next header field iz 8 bits long and operates similarly to the IPv4
protoco! field. The next header field indicates what to expect after the basic
IPv5 header; this includes options like a TCP or UDP header and packst.
The hop limit field is 8 bits long and operates similarly to the IPv4 Time to
Live field. This field is used to specify the maximum number of routers that
the packet is allowed to travel through before being discarded.

The source address field is 128 bits long and operates the same as the IPv4
source address field, with the exception of the length differences.

The destination address field is 128 bits long and operates the same as the
1Pv4 destination address field, with the exception of the length differences.

Version |  TrafficClass | Flow Label

32 bits
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1.3.3.1 Important IPv6 Fields

Let's now cover some important, and oftentimes, abused
fields of the IPv6 header.

For more details on the IPv6 header, please refer to RFC
2460.

; , 4 1.3.3.1 Important IPv6
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1.3.3.1 Important IPv6 Fields

An important set of IPv6 header fields are the Source Address and the Destination
Address fields. There are three golden detection rules that are related with this set

of IPv6 header fields.

Incoming traffic to your network should obviously have a Source Address that
doesn’t belong to your network address space. If it does, it is most probably
crafted. Incoming traffic with Destination Address being a multicast/anycast

address needs investigation.

Outgoing traffic from your network should obviously have a Source IP Address
that belongs to your network address space. If it doesn't, there is most probably
a misconfiguration or the address is spoofed. Outgoing traffic with Destination
Address being a multicast/anycast address needs investigation.

Private network addresses also require your attention.

4 |
g y : g o 4 1.3.3.1 Important
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1.3.3.1 Important IPv6 Fields

Another important set of IPv6 header fields are the Traffic

Class and the Flow Label fields. Each one of them (or both
at the same time) can be used by an attacker to establish a
covert channel of communication.

The following values should be expected:
« Traffic Class: 0 (unless QoS is used)
* Flow Label: 0

L 1.33.11
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1.3.3.1 Important IPv6 Fields

As previously mentioned, the IP Options portion of the IPv4
header has moved into the Extension Header (EH) of the IPv6

header.
LI N

Must be examined by
every hop on the path.
Must be first EH, only
one allowed per packet.

Carries options for hops,
0 Hop-by-Hop Options e.g. Router Alert (for
MLD, RSVP)

Carries options for
Destination Options destination (e.g. for

Mobile IPv6)

Lists IPv6 nodes that  Different types, partly
Routing Header must be "hopped” on the deprecated (RFC 5095),
way to destination Mobile IP (RFC 6275).
Fragmentation (at Fragmentation (at
source) source)

Processed by
destination node only.

Fragmentation Header

Other examples: 6:TCP, 17:UDP, 58:1CMPv6, 50/51: ESP/AH (IPSec) Source: FIRST/SWITCH
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1.3.3.1 Important IPv6 Fields

Note that Extension Headers are chained. For example:

IPv6-Header TCP-Header

[ Next Header = 43 & DATA
(Routing)

The Next Header field is used so that the type of the protocol header that follows can be identified. More specifically, the Next
Header field identifies the type of header that resides right after the IPv6 header, or the IPv6 Extension header that carries it.

Source: FIRST/SWITCH

Al 1.33.11
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1.3.3.1 Important IPv6 Fields

Note that Extension Headers are chained. Example:

IPv6-Header

Next Header = 43
(Routing)

Concerns:
* The number of EHs is not limited

* The number of options within an (Hop-by-Hop or

Destination) Options Header is not limited -
* There is no defined order of EHs (onlz‘a

recommendation) (Exception: Hop-by-Hop Options

Header must be first and non-recurring)

* EH have different formats

TCP-Header
& DATA

Threats:

1.
2

3.

High number of EHs could be used for FW/IDS/IPS/RA-
Guard evasion

High number of EHs could be used to cause DoS to the

destination

Manipulation/fuzzing of the EHs could be used to cause
DoS to the destination

An attacker could use EHs for stealthy payload
exchanges or covert communication

Source: FIRST/SWI

hitps://www. juniper.net/documentation/en_US/junos/topics/concept/port-security-ra-guard.htmi
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1.3.3.1 Important IPv6 Fields

Here we see an example of IDS evasion using a high number of
EHs.

* In this case, 9 or more IPv6
Destination Options headers
were sent in a single, ‘ wtien |
unfragmented datagram for Doattastiont $4ONHOuti 2007 Hotratbia08t inte 400 (VB 1O0ON DTS ok ST Fifeltr s
IDS evasion purposes. sl A

A variation of the attack
could be 8 Dest Opt and 1
Frag Ext Hdr, or, 1 Hop-by-
Hop, 1 Routing Header, 1
Dest Opt Header, 1 Fragment
Header, 5 Dest Opt headers,
etc.

Source: Evasion of High-End IDPS Devices at the IPv6 Era ‘

1.3.3.1 Important
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1.3.3.2 IPv6 Fragmentation

IPv6 Fragmentation

The Unfragmentable Part will consist of the IPvé main header plus any IPvG
Extension headers that must be processed by intermediate nodes en route to
the destination (suppose that those are the Hop-by-Hop and the Routing IPv6
Extension headers in a later example).

The Fragmentable Part will consist of the rest of the packet, that is, any IPv6
Extension headers that need be processed only by the final destination
node(s), plus the upper-layer header and data (suppose that those are the
Destination Options IPv6 Extension header, TCP header and its payload in a

later example!.

Each fragment will be composed of:

o The Unfragmentable part of the original packet, with the Payload
Length of the original IPv6 header changed to contain the length of
this fragment packet only (excluding the length of the IPv6 header

itself), and the Next Header field of the |last header of the
Unfragmentable part changed to 44

A Fragment header containing the Next Header value that identifies
the first header of the Fragmentable Part of the original packet.

... <snipped for brevity=...

The fragment itself.

OUTLINE

Unfragmented packet
Fragroentatde part

H/—j
1Pvé header + some of the
extension headers

Unfragmentabie part

Fragment 2

Source: Deering & Hinden, 1998 (RFC 2460)

1.33.21Pv6

w
Fragmentation
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1.3.3.2 IPv6 Fragmentation

Reassembly of IPv6 fragmented diagrams

» “The Unfragmentable part of the reassembled packet consists
of all headers up to, but not including, the Fragment header of
the first fragment packet (that is, the packet whose Fragment
Offset is zero), with the following change(s):

o The Next Header field of the last header of the
Unfragmentable Part is obtained from the Next
Header field of the first fragment's Fragment header.

+ In addition, according to RFC 2460:
“The following conditions are not expected o occur, but are not
considered errors if they do:

o ...<snipped for brevity>...

o The Next Header values in the Fragment headers of
different fragments of the same original packet may
differ. Only the value from the Offset zero fragment
packet is used for reassembly. ”

OUTLINE

Unfragmented packet

Fragroentabde pant

e

Fragment 2

Source: Deering & Hinden, 1998 (RFC 2460)

1.3.3.21Pv6
Fragmentation
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1.3.3.2 IPv6 Fragmentation

Things will get worse with Fragmentation.

MTU "Packetﬂ too big”

&

IPvé-  Transport
Hoader ISR Threats:

' 1. DoS by sending a high number of incomplete
fragment sets (M-flag 1)

Fragment 1 e, -w 2. IDS/IPS evasion by sending overlapping or
IPv6-

nested fragments

Both the “fragmentable” and the “unfragmentable”
parts may contain any IPv6 Extension headers.

MTU

Source: FIRST/SWITCH
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1.3.3.3 Abusing IPv6 Fragmentation & Detection

Let's analyze some real life examples of IDS/IPS evasion by

combining incorrect usage of the Next Header values and
legitimate fragmentation.

SEN 1.3.3.3 Abusing IPv6
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1.3.3.3 Abusing IPv6 Fragmentation & Detection

Example 1: Building legitimate but not expected fragmentation

What if an attacker crafted the following
fragments?

We notice that the Next Header value of the
IPv6 Fragment Extension header is setto 6
(not 60 as in the first fragment and like it
should be actually). Be careful not to mistake
this as normal.

Remember the "Reassembly of IPvé
fragmented diagrams” slide. Even in the case
of such a crafted packet, the reassembly
should occur by using only the Next Header
value of the IPvé Fragment Extension header
whose offset is equal to 0

Fragment 1;

IPv6 header

Next Header
Value =43

IPv6 Routing
Extension header
Next Header

Fragment 2:
IPv6 header

Next Header

Value = 43

IPv6 Rbuiing
Extension header
Next Header

Value =44 |

Value = 44

IPv6 Fragment
Extension header
Next Header
__Value = 60

(part 1 out of 2 of the
fragmentable part)

'AvaﬁwFragment
Extension header
Next Header

(part 2 out of 2 of the
fragmentable part)

Source: Evasion of High-End IDPS Devices at the IPv6 Era
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1.3.3.3 Abusing IPv6 Fragmentation & Detection

Example 1: First fragment of the attack

An IPv6 Destination Options
Extension Header follows the
Fragmentation Header; this is
due to the Next Header value
of the IPvé Fragment
Extension header being 60.
The Layer 4 header is TCP.
This is due to the Next Header
value of the IPv6 Destination
Options header being 6.
Please, observe that the bytes
of the IPvé Destination
Options header are as
following (highlighted): 06 00
01 Q001 02 00 00,

piter | oot ratmmia

15 10. 148087 2001:db@:i:1::74

r o= rap [FIM] Ssqel iS00, bogus TCP haader length (0, mst bs st

og limgt: &d

Sowrce: 2000:dbi: )b T (2000 dbEs 0z )P
Destinatiom: 2000 :ds@:l:1:: 77 (2000 :db@:l:1::7T7
[Saurce Geali: Lrmown]

[Destination GeolP; Linkngwn]

= Fragesntation Hesder
Bant hmider: IPvE desTiRATloN HpTLe
Panarved sotat] Qw0000
3 « = Gifeats O |0eg000)

served bate: © | DuD000)
ra Pragesst: Yeu

Dderrs frcation: onecO P

" in Bu ik

Source: Evasion of High-End IDPS Devices at the IPvé Era
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1.3.3.3 Abusing IPv6 Fragmentation & Detection

Example 1: The reassembled datagram

*  The Next Header value of the IPv6 Fragment
Extension header iz 6 (not 60 like we saw on the
first fragment). In purple, is the Layer £ header

(TCP) and itz payload. Wireshark alzo indicates mm . Clewr taw

destinati rt of 256. = ST Py =
ROSEINANON PR | Gestsn, T P T — e —

PR s sirmd ana s et s,
003 : B 1:3::77 Iove 70 I1PvE frogeent (nat=IPvE destinetion sption (00) efis0 3 duleccOtbitd)

Next, Wireshark warns us of a bogus Header
length. Specifically, the Header length seems to RTINS S S—
be 0, while it should be at least 20. hurg e gt

st header: TO0

Feserved sctet] ©

If we lock at the first bytes of the TCP header, 0000 0000 000 )» - :‘"' 5 aReVs e

- o ¢ oo of - arved Bits: O (oot -

we notice the following sequence : 06 00 01 00 ; 0 = More Fragment: M

01 02 00 00. If you recall, that's the IPv6 Jgwnts tication: OvecOmk#d
2l 3 z : v 132 19ve Se s (74 bytes}: 811 ss{ea))

Destination Options Extension header carried by e b e A At b i

the first fragment. Erame: 1% d: .22 (96 huseall

1

2 Pessseshled I0vE Langth: 74
What happened is that dus 1o the Next Header [Peassevblod 15v6 data: OG000100010I0000% TaT0RO000 | 1570000000051 02000

value of the IPv6 Fragment Extension Header of cel,
the second fragment being 6, Wireshark B ) |
misinterpreted the fragmentable part and [Stresm indes: 1]

analyzed the IPv6 Destination Options Extension q ST R LSOO AR S —
header (red rectangle) as part of the TCP header s - —

(purple, highlighted text). This is how the -
Destination Port 256 came up.

A Tipping Point IDPS version back then, suffered
from the same kind of misinterpretation, resulting in
don't “seeing” those fragmented packets as HTTP
traffic and allowing them to reach and exploit the

Hoshoms. Source: Evasion of High-End IDPS Devices at the IPv6 Era
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1.3.4 IPv6 Tunneling

It is a known fact that attackers have been using tunnel-

based IPv6 transition mechanisms for covert
communication and stealthy exfiltration over an [Pv4-only
or dual-stack network.

4
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1.3.4 IPv6 Tunneling

We will talk about flows in an upcoming module, but the
thing is that you can detect IPv6 tunnels inside network
logs or NetFlow records.

For example:

* |Pv4 Protocol type 41 (ISATAP, 6to4 traffic)
« |Pv4 to UDP 3544 (Teredo traffic)

 Traffic to 192.88.99.1 (6to4 anycast server)
* DNS server log: resolution of "ISATAP"

-
https://www.cisco.com/c/en/us/products/collateral fios-nx-0s-software/enterprise-ipvb-solution/white_paper.c11-629391 pdf IHRPv1 - Caendra Inc. © 2018 I p148 1.3.41Pv6 Tunneling




1.3.4 IPv6 Tunneling

IPv6 tunnel detection with Wireshark (and a nice IPv6
analysis primer in general) can be found on the following

resource.

https://sharkfestus.wireshark.org/sharkfest.11/presentatio
ns/B-3_Leutert-Discovering_IPv6_with_Wireshark.pdf
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1.3.4 IPv6 Tunneling

Consider the ipv6_tunnel_packets.pcap file found in this
module's resources. Can you identify the security issue?

Protocol Length Info
182.168.73.148 54.233.169.104 y « 88 [SYN] Seg=0 Win=5848 Len=9 NSS5=1460 SACK PERM=1 TSvali=4
64.233.169.164 192.168.73.148 TcP 58 88 - 42419 [SYN, ACK] Seq=0 Ack=1 Win=64240 Len=0 MS5=1460
192.168.73,148 64.233,169.104 TCcP 54 42419 ~ 80 [ACK] Seq=1 Ack=1 Win=5840 Len=0
192.168.73.148 63.245.209.93 TCcp 54 40805 ~ 86 [FIN, ACK] Seq=1 Ack=1 Win=7010 Len=0
63.245,.209.93 192.168.73.148 TCcP 54 BO ~ 40805 [ACK] Seg=1 Ack=2 Win=64239 Len=8
fe80:  FIff:ffff.ffff fre2::2 ICMPVE 183 Router Solicitation
feB0:0:7274:696e:8000:dd.. feBO::fFIFFf:fFff:ffff ICMPVE 159 Router Advertisement

4
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1.3.4 IPv6 Tunneling

Consider the ipv6_tunnel_packets.pcap file found in this
module's resources. Can you identify the security issue?

Protocol Length Info
182.168.73.148 54.233.169.104 y « 88 [SYN] Seg=0 Win=5848 Len=9 NSS5=1460 SACK PERM=1 TSvali=4
64.233.169.164 192.168.73.148 TcP 58 88 - 42419 [SYN, ACK] Seq=0 Ack=1 Win=64240 Len=0 MS5=1460
192.168.73,148 64.233,169.104 TCcP 54 42419 ~ 80 [ACK] Seq=1 Ack=1 Win=5840 Len=0
192.168.73.148 63.245.209.93 TCcp 54 40805 ~ 86 [FIN, ACK] Seq=1 Ack=1 Win=7010 Len=0
63.245,.209.93 192.168.73.148 TCcP 54 BO ~ 40805 [ACK] Seg=1 Ack=2 Win=64239 Len=8
fe80:  FIff:ffff.ffff fre2::2 ICMPVE 183 Router Solicitation
feB0:0:7274:696e:8000:dd.. feBO::fFIFFf:fFff:ffff ICMPVE 159 Router Advertisement

* Frames 1 to 5 show the connection attempts to 64.233.169.104 (google.com) being closed [Notice the
FIN, ACK on frame 4]

« Frame 6 and 7 are actually IPv6 packets being transmitted by IPv4 UDP. They actually depict a Router
Solicitation and a Router Advertisement. We will analyze both in just a bit. For now, they can be seen as
the IPv6é mechanism to ask for an IPv6 address and offer an IPv6 prefix.

4
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1.3.4 IPv6 Tunneling

Consider the ipv6_tunnel_packets.pcap file found in this module's
resources. Can you identify the security issue?

« If we now carefully look at frame 22, —— S TR

:: :: :I‘"}“{ﬁ ;::X‘rﬂzzn:llr 72 Y izllrb.;,ﬂlf:ll Ll g?o‘-un }: ::.‘:“: ‘:I:I“rr'lm\::ﬂwl’ ::y.;:‘:‘l: :’]’r‘l,xq‘l: ml:“:(m mu ??:9
HTTP bei s 21 TEF daAT TS 2owh. 0 S3un eae &

wesea.an request being 137 thien ek ra b T e S e Sk terde

d . 6 I l: ;; :ma‘; ::: {: 353:‘. :g ;:: .'16:40 108 33815 ~ HBBIY Lewzé0

made to ipvb.google.com. 1o 7. 090305 100, 3048 3¢ e s

11 :I B:“I’B 1!.' XM.I) '.ll l’. 244 I 54

Specifically, the HTTP GET string is B Carmr

7 . 192,168 73,140
25 18 084278 1M 264 ﬂ B 197.1068.7) . 148

being carried by a UDP packet. i 33 akadas 1w 1k 034 53 300,73 14n

J7 0% 05%4%40 197 10070 300 12 2444 5%
6 28.053000 139.744.6.% 122,100, 73,140
79 29 062388 157 .168.72 140 109,244 5 .54
30 29.000005 192 168,721,148 138,248 .0.52
lL “ Il)l 1 I’J xu 7] ll l, 2“ l 54

If We right'C“Ck On this frame‘ then . tun n M nln m wire (U“ bats), aH ovtn notru {4768 uuc)

* Ctherset TI, Src: Vesare S0:22:40 (00:0c 29:00:22:40), Ont: Veware ni:a9:f8 (00:50:38 01 a9 "s)
b DOATIARLION: Vieware ol a0:f8 (00:50:58:01:00:78)

Follow and finally UDP Stream, we b Source” e ue-37i1a’(00:0c:29:00:22 )

¢ IMtarsel Protocel Verslon 4, Src; 182,008, T3 348, Dsl: 330 244.8.%4
18

will also see the request was e Tt T m—

Destination Pert: 33018
Length: sa1

successful. it geace luverities

Chechuem Status: Uverified
Stream indes: 3)
> Pats (352 bytes)
Data’ SEGUOBNM 210640200 165005 Maabbtc 2472 d4ce TP 1 21047

9016 03 48 13 Ja 00 00 40 11 3 87 cO am 40 0d EEE £ 8 1.

This is most probably a case of IPv6 SR e nann sonnnaNe §

tunneling protocols being used to nupmmuu anuunnny Lo ees
bypass an IPv4-only firewall. ERSCEESh RCATREDS T

2028 20 55 00 20 4c 6% (3.8 (X3 AL Gl lh

132 35530 - 32010 Lew 00
108 23030 ~ 95519 Lessod
xu 35510 nem Lew n

ll) J“IO - 55..!’ Lens 00
20% 12630 S5510 Lean26
1334 Ad20 95519 Les=1272
1334 23410 85519 Lew 1272
102 35510~ IMI0 Lewrse
352 3yein 99519 Len=229
182 S5510 - 13630 Lea~Gh
162 35538 ~ 13010 Leni00
187 ssal0 33010 Lear M

‘- 109RREEREERETETE
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1.3.4 IPv6 Tunneling

Finally, IPv6 packets over IPv4 T a— — T—C—
can be transmitted inside a e
Generic Routing Encapsulation

(GRE) tunnel.

» Generic Royting Encapsulation [IPvé]

For this to happen, tunnel T

software-assisted it lowe s

Mop limit: 64

encapsulation and de- i
encapsulation is required.

[Destiration GeolP: Unknown]

ypo: Echo (ping) reguest (128)
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ICMPv6 is much more complex than ICMP. Below is a short overview
before we dive deeper into it and its usages. It inherits and extends the
functionalities of ICMP version 4.

Error-messages (1-127)

1:Destination Unreachable, 2:Packet too big (PMTUD),

3:Time Exceeded (Hop Limit), 4:Parameter Problem
Info-Messages (Ping)

128:Echo Request, 129:Echo Reply

Multicast Listener Discovery (MLD, MLD2)

130:Multicast Listener Query, 131/143:Multicast Listener Report/2
132:Multicast Listener Done

Neighbor Discovery (NDP), Stateless Autoconfiguration (SLAAC)
133:Router Solicitation, 134:Router Advertisement,

135:Neighbor Solicitation (DAD), 136:Neighbor Advertisement
(DAD), 137:Redirect Message

Other (Router Renumbering, Mobile IPv6, Inverse NS/NA,...)
138-153 , I

: i
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ICMPV6 Usages

* |IPv6’s ICMPv6 Neighbor Discovery Protocol (NDP) is the equivalent
of ARP and ICMP router discovery and redirect in IPv4.

IP/MAC association in IPv6 is conducted through Neighbor
Solicitation (NS) (ICMPv6 type 135) and Neighbor Advertisement

(NA) (ICMPv6 type 136) messages.

The default gateway is identified via Router Solicitation (Fliksg
(ICMPV6 type 133) and Router Advertisement (RA) (ICMPv6 type

134) messages
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In IPv6, the concept of Stateless Autoconfiguration (SLAAC) exists.

Stateless autoconfiguration allows a node to be configured without
any configuration server.

node to configure its own globally routable addresses.

The address combines the adapter MAC address with network
prefixes identified through interaction with the neighboring router.

Multihomed hosts perform autoconfiguration for each interface.
Stateless autoconfiguration uses the Neighbor Discovery protocol.
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Stateless Autoconfiguration steps

. Link-Local Address Generation: The device generates a link-local address.
. Ensure Link-Local Address is Unique:
Is there a host with the same address?
A Neighbor Solicitation message is sent
o  Listens for a Neighbor Advertisement
Link-Local Address Assignment: Address used for local network communication only
Router Contact:
Consult with the local router
A Router Solicitation message is sent
Listen for a Router Advertisement
Router Direction:
Stateful or Stateless?
Prefix?
Global ﬁddr?_ss Configuration: Global unicast address is formed by combining the MAC address (1ID) and the
network prefix

4

IHRPV1 - Caendra Inc. © 2018 | p.157




OUTLINE

w

Let's now see how those important ICMPv6 messages look ES
like on the wire.
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1.3.5 ICMPv6

Router Advertisement Packet

Source Address: Must be the
link-local addresses assigned
to the interface from which
this message is sent.

Destination Address: Usually
the Source Address from
where a Router Solicitation
originated or the all-nodes
multicast address

OUTLINE

. 110 bytes capturad)
l 1 (W'!l‘ﬁ‘hb""'9) Dv w-a nivw DiSCovery 00100100101 (33:33:00100100101)
.« caver 3:
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1.3.5 ICMPv6

Router Solicitation Packet

Sern
Fob0: 224 01 Faba:d iy 1123 O advert |y emant
1I204 AT 45 53 " Advert {pemant
3 Scast Ystaner report
3 cast Mistener report
I3 ITTDA LAY Multicast Tistenar report
1:7fbaiesrs ‘ solfcitation
il:ffbaidsFe 10)icitation

Source Address: Usually ISER Bemarasan (L. Foe e e e
0:0:0:0:0:0:0:0 or the e ' Rt
configured unicast address of B

60.1.300 (00:11:9:)0%:2
1PvE (OnBSad)

the interface. oo e S

class
Flowlabel: 0x00000
Fayload length: 16
Mt header: 10WWE (Ox34)
wop Yimit: 299
Tource sddrass: feB0: 21110007 190)9: 200 Gem—
-—

Destination address: ffo2:12

Destination Address: Usually N e

Chacksum: Ox7842 [cerrect)
% J00VG options

the all-routers multicast T 2 e s
address (FF02::2).
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1.3.5 ICMPv6

Neighbor Solicitation Packet

Source Address: An addresses
assigned to the interface from
which this message is sent or

0:0:0:0:0:0:0:0.

Destination Address: The
solicited-node multicast
address corresponding to the
target address or the target
address.

OUTLINE

- auxwo(ivyu on wire, 7§ bytes Captured)

v meighbor soiicitatior

wrc: 192.108,1.1 (oo:u:u:u:u:n oat: 1Pve- -ﬂm-ohcvvery FRIGAE5:TD (330170 1Dazasfe)
olscovery ffida 4599 (33:33:1:bs

@ 18 4TS —
CDM ol m: ﬂ ’"ﬂ“ol ve
ype: 135 (weighbor so11Citantion) e
0

hecktum: Oxleac [correct)
0t FaR0: s BT i Fabatd ity Gue—

.-



1.3.5 ICMPv6

Neighbor Advertisement

A node sends Neighbor
Advertisements in response
to Neighbor Solicitations and
sends unsolicited Neighbor
Advertisements in order to
(unreliably) propagate new
information quickly.

OUTLINE

fed0::27f:0cff:fel0:3978

Lwetraton Protocel  into
2001 : 3¢ 8FFF 1 Fffe 10MvE nelghbor solicitat

= Frame 7 (06 bytes on wire, B0 bytes captored)

& SThermet IT, Srct O0IffISdii019:76 (00 iac10I9176), Dat: QOIFFISCiR0i39:1 78 (00 FF 8cI20:39:76)

= Intaroet Protocol version &
version: &

Tra ¢ s Ox
#Flowlabel: On00000
Payload lTength: 12
Next header

ess: J00L:5cO:BFFf Fffe:riifi2

a g 113f52
Dettination adoress: fedl: :27f 8crf fedl: 3976

= INternet Control Message Frotocol ve
yor: 136 (Nelghbor advertisement) e

_
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1.3.5 ICMPv6

T 0.86580% 2001 :5¢01 @ BALCEER LN C2127T:8crT:Tal IOWVG NeighDor advert isementg

B . . . =>_22
Ne'ghbor Sollcltat'on Packet : :‘;zn:((g.bg:‘ ;r":azlorma ::S:::zno:;o:m. D3t: QO:PriNatl0:39176 (OUIFF:80:10:39:76.

j« Internet Protocol version &

version: ¢

Traffic class: Ox00

Flowlabel: Ox00000

Payload Tength: 32

Nast header: IOWPvE (Ox3a)

wop Vimir: 258

Source adoress: FeS0IffISCITITRl0IR076 Smm——

To a specific unicast address | it s e LA e o

Type: 135 (nafghbior 5019C1tation) e
Code: ©

; .
Duplicate Address Detection L e
p . Target: J00L:5cOerfffife: 3f52
= 06 options
Type: 1 (Source Vink-laysr address)
Length: 8 tytes (1)
Llokalaver addcssa: COLEL A 10239226
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1.3.6 IPv6 Security Shortcomings

Let's now analyze some of IPv6’s security shortcomings.

Since we just analyzed IPv6’s Neighbor Discovery Protocol,
let’'s focus on some of its weaknesses.

— 1.3.6 IPv6 Securi
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1.3.6 IPv6 Security Shortcomings .12

If you recall, when IPv4 is in place, an attacker can misuse
ARP and ICMPv4 messages to manipulate traffic.

Unfortunately, this is the case with IPv6 as well; this time
NDP messages can be misused to achieve network traffic
manipulation.
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1.3.6 IPv6 Security Shortcomings

Network Discovery Attacks

Attackers ultimately want to introduce incorrect IPv6 host address/link
layer pairings; this can be achieved via two (2) distinct ways:

* An attacker on the same local network can tamper with a returned
Neighbor Advertisement (NA) spoofing an address, after a Neighbor

Solicitation (NS) request is sent; this is the equivalent of ARP poisoning
in IPv4.

« An attacker can also craft an NS request containing the fake IPv6 host
address/link layer pairing. Listening neighbors will introduce this ill-
intended pairing in their neighbor cache; this is the equivalent of abused
Gratuitous ARP in IPv4.

r 1.3.6 IPv6 Security
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1.3.6 IPv6 Security Shortcomings

Network Discovery Attacks

Other Network Discovery attacks include:

« Causing a DoS, by spoofing an NA response, informing the NS request sender
that the target host resides at a non-existing link address. The same can be
achieved by abusing the Neighbor Unreachable Protocol to sent a spoofed NA
response informing that communication with the target is not possible.

Causing a DoS, by spoofing an NS response, informing that the address is taken.

Recall the Duplicate Address Detection procedure. DAD could be abused multiple
times to prevent a host from being assigned an address.

Executing a man-in-the-middle attack, by spoofing an RA, informing the host that

sent the RS message that the attacker’s host is the router. Shortcoming
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1.3.6 IPv6 Security Shortcomings

~ Network Discovery Attacks

What you should also be aware of is that Secure Neighbor
Discovery (SEND) exists, ensuring message integrity and

enforcing message source/sender association. It does so
by utilizing a timestamp and a nonce.

More information about SEND can be found in RFC 3971.

r 1.3.6 IPv6 Security
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1.3.6 IPv6 Security Shortcomings

Those, are only a subset of the attacks that can be executed against an
IPv6 implementation. For more, please refer to the following resources:

1. https://www.ripe.net/support/training/material/ipv6-
security/ipvéesecurity-slides.pdf

https://www.blackhat.com/docs/sp-14/materials/arsenal/sp-14-
Schaefer-Workshop-Slides.par

https://www.tho.nl/media/3274/testing_the_security_of_ipv6_imple
mentations.pdf
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Lab 1 for Intrusion Detection
by Analyzing Traffic

Traffic Analysis Challenges

During this lab you will:

« Refresh your networking
knowledge
Learn to identify TCP
spoofing and internal botnet-
like activity
Practice identifying attacks
by analyzing network traffic,
including IPv6-based ones

*To access, go to the course in your members area and click the resources drop-down in the appropriate module

line to access the files for this offline lab.
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Traffic Analysis Challenges

During this lab you will:

. Refresh your networking knowledge

= Learn to identify TCP spoofing and internal botnet-like activity

. Practice identifying attacks by analyzing network traffic, including IPv6-based ones

*To access, go to the course in your members area and click the resources drop-down in
the appropriate module line to access the files for this offline lab.
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